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Abstract

We study the overlaps between right and left eigenvectors for random matrices of
the spherical ensemble, as well as truncated unitary ensembles in the regime where
half of the matrix at least is truncated. These two integrable models exhibit a form
of duality, and the essential steps of our investigation can therefore be performed in
parallel.

In every case, conditionally on all eigenvalues, diagonal overlaps are shown to be
distributed as a product of independent random variables with explicit distributions.
This enables us to prove that the scaled diagonal overlaps, conditionally on one
eigenvalue, converge in distribution to a heavy-tail limit, namely, the inverse of a γ2

distribution. We also provide formulae for the conditional expectation of diagonal and
off-diagonal overlaps, either with respect to one eigenvalue, or with respect to the
whole spectrum. These results, analogous to what is known for the complex Ginibre
ensemble, can be obtained in these cases thanks to integration techniques inspired
from a previous work by Forrester & Krishnapur.
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On eigenvector statistics in the spherical and truncated unitary ensembles

1 Introduction

1.1 Spherical and Truncated Unitary Ensembles

This work considers two ensembles of random matrices defined as follows.

(i) The spherical ensemble consists of productsG1G
−1
2 , whereG1, G2 are i.i.d. complex

Ginibre matrices. We denote the N ×N complex Ginibre ensemble by CGE(N) and
the corresponding spherical ensemble by Sph(N). The name spherical comes from
a geometric description of the eigenvalues, stated as Fact 2.5 and illustrated on
Figure 1.

Figure 1: Scaled eigenvalues of CGE(1000) and Sph(1000); the third picture is the
preimage of the latter by the stereographic projection (2.9).

(ii) The truncated unitary ensemble consists of truncations of unitary matrices dis-
tributed according to the Haar measure (CUE). It therefore depends on two
parameters determining the size of the original CUE matrix and the size of the
truncation, as exemplified on Figure 2. We denote by TUE(N,M) the ensemble
of truncations of size N of matrices distributed according to CUE(N + M). Our
results are only valid when N 6M , that is, when the truncated matrix is at most
half as large as the original matrix. In the relevant limits, both parameters are
assumed to go to infinity; a regime of particular interest is when M

N → κ > 1.

Figure 2: Eigenvalues of TUE(N,M) for N = 500 and M = 500, 1000, 1500.

The reason for treating these two ensembles in the same paper is the strong analogy
between them, underlined and exemplified by [11], that extends to the overlap distribu-
tion. All results are presented in details for the spherical case in Section 2, while the
corresponding results in the truncated unitary case are found in Section 3 – with less
detail given whenever the two computations are exactly the same.

1.2 The matrix of overlaps

The matrix of overlaps associated to the bi-orthogonal family of left and right eigen-
vectors of a non-Hermitian random matrix has been introduced and studied by Chalker
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& Mehlig in [6,7], then more recently in a series of papers involving a variety of methods
from mathematics and physics [1,4,5,8,10,12,14,18,20]. Most of these works deal with
Gaussian ensembles, the complex Ginibre ensemble in particular. But more generally, the
diagrammatic approach performed in [4,18] supports very interesting conjectures much
beyond the Gaussian cases, and it is one of the aims of the present work to establish
some of these in the particular cases of Sph(N) and TUE(N,M).

The matrix of overlaps is defined as follows: for a given matrix G ∈ MN (C) with
simple spectrum {λ1, . . . , λN} (note that the random spectra are almost surely simple
in the cases we consider), if Rj = |Rj〉 is the right eigenvector associated to λj and
Lj = 〈Lj | the left eigenvector associated to the same eigenvalue, that is, for every j,

GRj = λjRj & LjG = λjLj , (1.1)

are chosen such that they form a bi-orthogonal family, i.e. under the condition

〈Li|Rj〉 = LiRj = δij , (1.2)

then we define the matrix of overlaps O by

Oij = 〈Li|Lj〉〈Rj |Ri〉 = (LiL
∗
j )(R

∗
jRi). (1.3)

It is now clearly established that the matrix of overlaps quantifies the stability of the
spectrum in various ways. We refer to the introduction of [5] as well as Section 2.4 of
the review [3] for a more detailed presentation of overlaps and their relevance to both
mathematics and physics.

1.2.1 Results.

The results we obtain in the spherical and truncated unitary cases are analogous to some
of the results obtained in [5] for the complex Ginibre ensemble CGE(N). We recall these
results, and point out which statement of the present paper corresponds to each one.

(i) A decomposition of the distribution of diagonal overlaps. The first notable
fact is that, conditionally on the spectrum Λ ∈ CN , diagonal overlaps can be de-
composed as a product of independent variables. In the complex Ginibre ensemble,
Theorem 2.2 from [5] states that, conditionally on the event {Λ = (λ1, . . . , λN )}, the
distribution of diagonal overlaps is given by

O
CGE(N)
11

d
=

N∏
i=2

(
1 +

|Zi|2

N |λi − λ1|2

)
, (1.4)

where (Zi)
N
i=2 are i.i.d. standard complex Gaussian. Instead of Gaussian variables,

the analogous statements in the spherical and truncated unitary ensembles involve
i.i.d. variables whose distribution is specific to each case. Namely, in Sph(N), we
have

O
Sph(N)
11

d
=

N∏
k=2

(
1 +

(1 + |λ1|2)(1 + |λk|2)

|λ1 − λk|2
X

(k)
N

)
, (1.5)

where the X(k)
N are i.i.d. variables whose distribution is defined in (2.5); and in

TUE(N,M),

O
TUE(N,M)
11

d
=

N∏
k=2

(
1 +

(1− |λ1|2)(1− |λk|2)

|λ1 − λk|2
Y

(k)
M

)
, (1.6)

where the Y
(k)
M are i.i.d. variables whose distribution is defined in (3.5). These

decompositions are stated as Theorem 2.6 and 3.5 respectively.
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(ii) Conditional expectations of overlaps. It follows from the decomposition of the
law explained above that the expectation of diagonal overlaps also takes a product
form. For CGE(N), following (1.4), this reads:

E
CGE(N)
Λ (O11) =

N∏
k=2

(
1 +

1

N |λi − λk|2

)
, (1.7)

which had been obtained earlier by Chalker & Mehlig [6,7] by a direct computation.
In the cases under consideration here, analogous identities derive from equations
(1.5) and (1.6); they are stated in Theorem 2.6 and 3.5 respectively. We are
also able to get explicit formulae for the conditional expectations with respect to
only one eigenvalue, see Propositions 2.10 and 3.8. Moreover, expressions of the
same kind can be obtained for off-diagonal overlaps, although no decomposition in
independent variables holds in that case. In the Ginibre ensemble, the formula is

E
CGE(N)
Λ (O12) = − 1

|λ1 − λ2|2
N∏
k=3

(
1 +

1

N(λ1 − λk)(λ2 − λk)

)
. (1.8)

The analogous results for Sph(N) and TUE(N,M) are stated as Theorem 2.11 and
3.9 respectively, and also appear in the synoptic table below.

(iii) Limit theorems for diagonal overlaps. In the complex Ginibre ensemble, The-
orem 1.1 from [5] states that conditionally on the event {λ1 = z} with z ∈ D, the
scaled diagonal overlap O11 converges to the inverse of a γ2 distribution:

1

N
O

CGE(N)
11

d−−−−→
N→∞

(1− |z|2)
1

γ2
. (1.9)

This heavy-tail limit appears to be universal, as illustrated on Figure 3. In particular,
the exact same convergence holds at the origin for the spherical and truncated
unitary ensembles, which is stated as Proposition 2.8 and 3.7 respectively. Unlike
the complex Ginibre case, where O−1

11 follows a beta distribution when {λ1 = 0},
the distribution of the overlap for fixed N does not take an especially simple form
here; nevertheless, the asymptotical result can be worked out in an analogous way.

The specific structure of the spherical ensemble allows one to extend this result to
the whole complex plane in this case, yielding the following Theorem.

Figure 3: Histograms of scaled diagonal overlaps for CGE(N),Sph(N) and TUE(N,N)

respectively, with N = 1000 and over 30 experiments (for each experiment, the overlaps
of all eigenvalues in a given domain, chosen arbitrarily inside the bulk, have been
considered).
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Theorem 1.1. Conditionally on the event {λ1 = z1} with z1 ∈ C,

E{λ1=z1}

(
O

Sph(N)
11

)
= N and

1

N
O

Sph(N)
11

d−−−−→
N→∞

1

γ2
. (1.10)

It is to be expected that a similar statement holds for TUE(N,M) in the bulk of its
limit density of eigenvalues. More precisely, we expect the following to hold.

Conjecture 1.2. In the limit M
N → κ > 1, conditionally on {λ1 = z1} with |z1|2 <

1
κ+1 ,

1

N
O

TUE(N,M)
11

d−−−−→
N→∞

(
1− (1 + κ)|z|2

) 1

γ2
. (1.11)

Such a result appears to be within the reach of known methods but to require a
much longer study. We provide here two partial results: convergence to the proper
limit at the origin (Proposition 3.7) and a derivation of the right scaling parameter
in the conditional expectation (limit (3.12) in Proposition 3.8). This second step
confirms a specific case of the general expressions conjectured in [4].

(iv) Conditional expectation of a mixed moment. The conditional expectation of
TrG∗G with respect to Λ also exhibits a remarkable decomposition in all three
ensembles. One reason for considering this particular quantity, which is the
simplest ‘mixed moment’, is that it is obtained from the eigenvalues and the
overlaps by a simple identity:

TrGG∗ =

N∑
i,j=1

λiλjOij . (1.12)

The link between mixed moments and overlaps motivated the work of Walters &
Starr [20], and similarly, more general mixed moments are linked to the generalized
overlaps considered in [8]. In the complex Ginibre case, the distribution of TrG∗G

is straightforward to describe: it suffices to write

TrGG∗ = Tr(TT ∗) =
∑
i6j

|Tij |2 =

N∑
i=1

|λi|2 +
∑
i<j

|Tij |2, (1.13)

and to note the fact that the upper-diagonal entries (Tij)i<j of the Schur transform
are i.i.d. Gaussian and independent of the eigenvalues. A very simple formula for
the conditional expectation follows. The spherical and truncated unitary ensembles
yield slightly more intricate expressions, stated as Proposition 2.12 and 3.10
respectively.

We summarize all results relative to (iii) and (iv) in the table below, Section 1.4. It
follows from (1.12) that the third column is related to the first two by elementary linear
relations – a fact which is not directly seen from the quenched expressions.

1.3 Method, notations and conventions

1.3.1 Overlaps and Schur form.

We present here the first steps of the general method, already used in previous works
such as [5–7,10], that is now to be applied to the spherical and truncated unitary cases.

We first note that the conditions (1.2) can be achieved by choosing Ri as the columns
of P and Li as the rows of P−1 for a given diagonalization G = P∆P−1; the overlaps are
independent of this choice. Moreover, overlaps are unchanged by an unitary change of
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basis, and therefore one can study directly the overlaps of the Schur form

T = U∗GU =


λ1 T1,2 . . . T1,N

0 λ2 . . . T2,N

...
. . .

. . .
...

0 . . . 0 λN

 . (1.14)

By exchangeability of the eigenvalues, we can also limit ourselves to studying the vari-
ables O11 and O12, whose definitions only involve the first two left and right eigenvectors
of T , chosen such that

R1 = (1, 0, . . . , 0)t, R2 = (a, 1, 0, . . . , 0)t,

L1 = (b1, . . . , bN ), L2 = (d1, . . . , dN ).

Biorthogonality (1.2) gives b1 = 1, d1 = 0, d2 = 1 and a = −b2. Thanks to the upper-
triangular form of T , the coefficients bi, di are obtained according to a straightforward
recurrence. Indeed, if we consider the sequences of sub-vectors:

Bk = (1, b2, . . . , bk) so that L1 = BN ,

Dk = (0, 1, d3, . . . , dk) so that L2 = DN ,

uk = (T1,k, . . . , Tk−1,k)t (subset of the kth column of T ).

The recurrence formula is
bn+1 = 1

λ1−λn+1
Bnun+1, n > 1,

dn+1 = 1
λ2−λn+1

Dnun+1, n > 2.

(1.15)

The first overlaps, according to (1.3), are then given by the expressions

O11 =

N∑
i=1

|bi|2, O12 = −b2
N∑
i=1

bidi. (1.16)

In order to deduce from the recurrence (1.15) a decomposition in distribution (resp.
a decomposition of the conditional expectation with respect to all eigenvalues) of the
overlaps in different ensembles, we need the distribution of the Schur form to be known
and to allow to perform such a computation explicitly. For instance, in the complex
Ginibre case treated in [5], the upper-triangular entries (Tij)i<j are i.i.d. complex
Gaussian variables with variance 1/N , so that uk+1 is a k-dimensional Gaussian vector
with independent coordinates, and independent of u2, . . . , uk. The cases at stake here
are more intricate, but still integrable: indeed, it was proved in [11] that the Schur
forms of both Sph(N) and TUE(N,M) also have explicit densities expressed in the form
of a determinant; a structure which allows an analogous analysis in these non-Gaussian
cases.

1.4.1 Notations and conventions.

Throughout the paper, N is the size of the system (i.e. the number of eigenvalues); the
spectrum is Λ = ΛN = (λ1, . . . , λN ). For any n 6 N , we denote by Tn the n× n top-left
submatrix of the Schur form T , and by un the first n− 1 coordinates of the last column
vector of Tn, so that

Tn =

(
Tn−1 un

0 λn

)
, T = TN .
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EA denotes the conditional expectation with respect to A (if A is a random variable or
a sigma algebra), or the expectation for the conditional probability (if A is an event);
the context should prevent any ambiguity to arise. In particular, EΛ is the conditional
expectation with respect to the spectrum Λ. When conditioning on Λ, we will also use
the following filtration, adapted to the nested structure of the Schur transform:

Fn = σ (uk, 2 6 k 6 n) = σ (Ti,j , 1 6 i < j 6 n) .

(This convention differs from the one chosen in [5]. In particular, b2 = T12

λ1−λ2
∈ F2, and

F1 is trivial.) With any suitable function V , the generalized Gamma and Meijer functions
are defined as

ΓV (α) :=

∫
R+

tα−1e−V (t)dt, GV (k) = ΓV (1) · · ·ΓV (k).

We also define the partial sums

e
(m)
V (X) =

m∑
k=0

Xk

ΓV (k + 1)
,

and the generalized Gamma distributions γV (α), with density

1

ΓV (α)
tα−1e−V (t)1R+

(1.17)

with respect to the Lebesgue measure. We will use the fact, established for instance in
[9,15,16], that a point process in C with joint density given by

1

ZN

∏
16i<j6N

|λi − λj |2e−
∑N
i=1 V (|λi|2), (1.18)

where ZN = GV (N), is such that the following identity in distribution holds:

Proposition 1.3 (Kostlan’s property). {|λ1|2, . . . , |λN |2}
d
= {γV (1), . . . , γV (N)} where the

latter variables are independent, and γV (k) is distributed according to (1.17) with α = k.

What we need here is a specific form of Kostlan’s property, obtained by applying
Proposition 1.3 to the conditioned measure.

Proposition 1.4. Conditionally on the event {λ1 = 0}, the identity in distribution

{|λ2|2, . . . , |λN |2}
d
= {γV (2), . . . , γV (N)} holds, where the latter variables are independent,

and γV (k) is distributed according to (1.17) with α = k.

Other notations or conventions relative specifically to the spherical or truncated
unitary case are mentioned in the corresponding section.

1.4.2 Two general facts

We conclude this introduction with two results that are used similarly in both cases.
The first one is a general identity that holds for any determinantal point process with
joint density given by (1.18) with a radially invariant potential such that the generalized
Gamma function is well defined.

Proposition 1.5 (Product statistics). For any function g ∈ L2(µ),

Eλ1

(
N∏
i=2

g(λi)

)
=

1

Z
(1)
N

det

(∫
zi−1zj−1|λ1 − z|2g(z)e−V (|z|2)dm(z)

)N−1

i,j=1

,

where
Z

(1)
N = GV (N)e

(N−1)
V (|λ1|2).
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Proof. The determinant comes from Andréief identity [2] applied to the conditioned
measure. It remains to compute the normalization constant by setting g = 1. We find

Z
(1)
N = det (fi,j)

N−1
i,j=1 =: DN−1

where the determinantsDN are Hermitian, tridiagonal and nested (i.e. Dk is the principal
minor of Dk+1), with

fk,k = |λ1|2ΓV (k) + ΓV (k + 1)

fk+1,k = fk,k+1 = −λ1ΓV (k + 1).

This gives the initial value Z(1)
2 = D1 = |λ1|2ΓV (1) + ΓV (2) = GV (2)e

(1)
V (|λ1|2) and the

induction

Dk = fk,kDk−1 − |fk,k−1|2Dk−2 =
(
|λ1|2ΓV (k) + ΓV (k + 1)

)
Dk−1 − |λ1|2ΓV (k)2Dk−2,

whose solution is the formula provided for Z(1)
N . Indeed, by induction, if Dk−2, Dk−1 are

given by the expected formula, then

Dk = |λ1|2ΓV (k) (Dk−1 − ΓV (k)Dk−2) + ΓV (k + 1)Dk−1

= GV (k + 1)

(
e

(k−1)
V +

|λ1|2k

ΓV (k + 1)

)
= GV (k + 1)e

(k)
V ,

which yields the claim, for k = N − 1.

This three-terms induction structure will appear again in Propositions 2.10 and 3.8 –
that is, whenever we use Proposition 1.5 to perform an explicit computation. We will
systematically call the determinant at stake Dk, and use the shorthands

D̃k :=
1

GV (k + 1)
Dk, γk :=

ΓV (k)

ΓV (k + 1)
, (1.19)

with respect to the appropriate V . One more general result we shall need as a technical
input is an elementary exercise on sequences and series.

Lemma 1.6. Let
(
u

(m)
k,n

)m∈N
16k6n

be a countable family of double-indexed real positive

sequences such that
∀m, k > 1, u

(m)
k,n −−−−→n→∞

0.

Then there exists a sequence (kn)n>1 such that 1 6 kn 6 n, kn −−−−→
n→∞

∞, and for any

m ∈ N,
kn∑
i=1

u
(m)
i,n −−−−→n→∞

0.

Proof of Lemma 1.6. We first prove the statement for one double-indexed sequence
(uk,n)16k6n. We define, for 1 6 k 6 n, the partial sums Sk,n =

∑k
i=1 ui,n, and the

following sequence, iteratively:

n1 := 1, nj+1 := min

{
l | ∀n > l, Sj+1,n 6

1

2
Sj,nj

}
.

By assumption on uk,n, the sequence (nj)j>1 is well defined, increasing, and goes to infin-
ity. Moreover, by construction we see that Sj,nj converges to zero. It is straightforward
to check that the sequence

kn := max{j ∈ [[1, n]] | nj 6 n}
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is such that 1 6 kn 6 n, kn −−−−→
n→∞

∞, and

∀n ∈ [[nj , nj+1 − 1]], Skn,n = Sj,n 6
1

2
Sj−1,nj−1

,

so that Skn,n converges to 0; thus, the Lemma is established for one sequence. We

extend this to a countable family of double-indexed sequences u(m)
k,n by defining vk,n :=∑k

m=1 u
(m)
k,n , which converges to 0 for every fixed k; by the above argument, there exists

a sequence kn such that

kn∑
j=1

vj,n −−−−→
n→∞

0, so that ∀m ∈ N,
kn∑
j=1

u
(m)
j,n −−−−→n→∞

0.

Indeed, every term being positive, as kn →∞, the latter sum can be bounded by the first
one as soon as kn > m. This concludes the proof of Lemma 1.6.

In fact, the argument we will make relies on the multiplicative version of Lemma 1.6,
namely: if a countable family of double-indexed sequences p(m)

k,n is such that p(m)
k,n → 1 for

every fixed k and m, then there exists a sequence (kn)n>1, going to infinity, such that for
every m

kn∏
j=1

p
(m)
j,n → 1.

Note that this existential statement does not give any estimate on the growth rate of
(kn).

2 Spherical ensemble

This section contains the proof of all claims related to the spherical ensemble Sph(N).
These proofs rely on a few estimates that are found in Subsection 2.3.

2.1 Schur form and eigenvalues

We first present a few general results in order to illustrate the method; the tools
and definitions that follow are specific to the spherical case. We recall that the Schur
transfom T of a matrix from Sph(N) is distributed with density proportional to∏

16i<j6N

|λi − λj |2
1

det(IN + TT ∗)2N
(2.1)

with respect to the Lebesgue measure on all complex matrix elements, diagonal (dΛ =

dλ1 · · · dλN ) and upper-triangular (du2 · · · dun). We introduce the Hermitian, definite-

positive matrices

Hn := In + TnT
∗
n , Sn−1 := (1 + |λn|2)1/2H

1/2
n−1. (2.2)

The following lemma is the essential tool used in [11].

Lemma 2.1. The determinant of Hn = In + TnT
∗
n can be recursively decomposed as

det(Hn) =(1 + |λn|2) det(Hn−1)

(
1 +

1

1 + |λn|2
u∗nH

−1
n−1un

)
. (2.3)

Proof. We first write

det(Hn) = det

(
In−1 + Tn−1T

∗
n−1 + unu

∗
n λnun

λnu
∗
n 1 + |λn|2

)
.
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Elementary operations on columns brings this matrix to an upper-triangular form, so
that

det(Hn) = (1 + |λn|2) det

(
In−1 + Tn−1T

∗
n−1 +

1

1 + |λn|2
unu

∗
n

)
= (1 + |λn|2) det(Hn−1) det

(
In−1 +

1

1 + |λn|2
unu

∗
nH
−1
n−1

)
.

The claim follows by Sylvester’s identity, det(I +AB) = det(I +BA), for matrices A,B
of such sizes that the second determinant is reduced to a scalar.

For any p > n, we denote by V
(n)
p a random vector with density

1

Cn,p

1

(1 + v∗v)p
(2.4)

with respect to the Lebesgue measure on Cn; the value of Cn,p is given by (2.22). For
any m > 0, we denote by Xm a real random variable with density

m+ 1

(1 + x)m+2
1R+ (2.5)

with respect to the Lebesgue measure. In particular EXm = 1
m , and if vi is a coordinate

of V
(n)
p , it follows from Lemma 2.16 that

|vi|2
d
= Xp−n−1.

Note that the i.i.d. variables that appear in Theorem 2.6 follow the distribution of Xm

with m = N .

Lemma 2.2. Identity holds between the following expressions, for p > n and f, g inte-
grable functions of the matrix elements:∫
f(Λn, u2, . . . , un−1)g(un)

det(Hn)p
dTn

= Cn−1,p

∫ f(Λn, u2, . . . , un−1)E
(
g(Sn−1V

(n−1)
p )

)
(1 + |λn|2)p−n+1 det(Hn−1)p−1

dTn−1dλn,

where Hn, Sn−1,V
(n)
p are defined in (2.2) and (2.4).

Proof. Lemma 2.1 and the change of variable un = Sn−1vn bring the left hand side to
the form ∫

f(Λn, u2, . . . , un−1)g(Sn−1vn)

(1 + |λn|2)p−n+1 det(Hn−1)p−1(1 + v∗nvn)p
dTn−1dvndλn.

Recall that un, and therefore vn, are column vectors of size n− 1. The claim follows by
definition of the random vector V

(n−1)
p .

A first relevant fact that can be deduced from the above Lemma is the distribution of
every top-left submatrix of the Schur form T .

Proposition 2.3. Conditionally on Λ and for 2 6 n 6 N , the submatrix Tn of the Schur
transform is distributed with density proportional to

1

det(In + TnT ∗n)N+n
(2.6)

with respect to the Lebesgue measure on upper-triangular matrix elements (du2 · · · dun).
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Proof. The claim is known for n = N . We deduce it for all n by a backward recurrence;
indeed, as long as n− 1 > 2, the claim for n− 1 follows from the claim for n by Lemma
2.2 with g = 1 and generic f .

We can also derive the joint eigenvalue density of the spherical ensemble from the
density of its Schur form, as was done in [11].

Theorem 2.4. The joint density of eigenvalues for the spherical ensemble is proportional
to ∏

i<j

|λi − λj |2
1∏N

i=1(1 + |λi|2)N+1
(2.7)

with respect to the Lebesgue measure on CN .

Proof. Let h be a bounded and continuous function of the spectrum Λn. We use Lemma
2.1 with p = 2N , g = 1 and

f0(Λn, u2, . . . , un) :=
∏
i<j

|λi − λj |2h(Λn),

which yields

E (h(Λn)) = CN−1,2N

∫
fn(Λn, u2, . . . , un−1)

(1 + |λn|2)N+1 det(Hn−1)2N−1
dTn−1dλn.

We then use Lemma 2.1 again with

fn−1(Λn−1, u2, . . . , un−1) :=

∫
fn(Λn, u2, . . . , un−1)

(1 + |λn|2)p−n+1
dλn,

and so on; this recurrence leads to the expression

E (h(ΛN )) = C

∫ ∏
i<j

|λi − λj |2
h(ΛN )∏N

i=1(1 + |λi|2)N+1
dΛN ,

which is equivalent to the claim.

Theorem 2.4 can be rephrased by saying that the eigenvalues of Sph(N) are dis-
tributed according to (1.18) with potential V (t) = (N + 1) ln(1 + t). A straightforward
computation shows that

γV (α)
d
=

1

βN+1−α,α
− 1. (2.8)

Origin of the name spherical.

The stereographic projection from S2 to C is defined by

ρ(w) = tan

(
φ

2

)
eiθ, where w =

 sinφ cos θ

sinφ sin θ

cosφ

 ∈ S2, (2.9)

and its inverse map from C to S2 is given by:

p(λ) =
1

1 + |λ|2

 2Reλ

2Imλ

|λ|2 − 1

 ∈ S2, where λ ∈ C. (2.10)

The reason for the name spherical is that the following identity in distribution holds,
as was first established in Section 3 of [17].
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Fact 2.5. Let (w1, . . . ,wN ) = (p(λ1), . . . , p(λN )) be the images of the eigenvalues of
G1G

−1
2 by the map (2.10). This point process on S2 has joint density proportional to∏

i<j

‖wi −wj‖2R3 . (2.11)

In other terms, the eigenvalues of Sph(N) can be described as the stereographic
projection of a one-component plasma on S2, with respect to a uniform potential1.

Proof. This is obtained by a change of variable applied to the density (2.7), noting that

‖p(λ)− p(µ)‖2R3 =
4|λ− µ|2

(1 + |λ|2)(1 + |µ|2)
(2.12)

and that the Jacobian of p at λ is 4
(1+|λ|2)2 .

2.2 Distribution and conditional expectation of overlaps

We now give the proof of the claims concerning diagonal and off-diagonal overlaps
in the spherical ensemble. Some results hold conditionally on the whole spectrum ΛN ,
whereas others only imply a condition on one eigenvalue.

Theorem 2.6. Conditionally on {Λ = (λ1, . . . , λN )}, the diagonal overlaps of Sph(N) are
distributed as

O11
d
=

N∏
k=2

(
1 +

(1 + |λ1|2)(1 + |λk|2)

|λ1 − λk|2
X

(k)
N

)
, (2.13)

where the X(k)
N are i.i.d. distributed according to (2.5) with m = N . In particular, the

quenched expectation is given by

EΛ (O11) =

N∏
k=2

(
1 +

(1 + |λ1|2)(1 + |λk|2)

N |λ1 − λk|2

)
. (2.14)

Proof. For 1 6 d 6 N , we define the partial sums

O
(d)
11 :=

d∑
i=1

|bi|2.

It follows from the general facts presented in Section 1.2 that O
(1)
11 = 1, and for any

d > 1,

O
(d+1)
11 = O

(d)
11 + |bd+1|2 = O

(d)
11

(
1 +

1

|λ1 − λd+1|2
|Bdud+1|2

‖Bd‖2

)
.

In order to characterize the distribution of this factor, we use our preliminary results in
the following order:

• Proposition 2.3 gives the distribution of Td+1, so that p = N + d+ 1 in the following
steps.

• Lemma 2.2 with n = d + 1, generic f and g(ud+1) := h(|Bdud+1|2) with generic h
gives that

|Bdud+1|2
d
= |BdSdV (d)

N+d+1|
2

and is independent of Fd.

1Note that the appropriate convention for the stereographic projection here is such that the unit circle is
mapped to the equator of S2. In particular, the average proportion of eigenvalues of Sph(N) falling in the unit
disk is 1

2
.
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• Lemma 2.16 with a = b = B∗d and S = Sd yields

|Bdud+1|2
d
= ‖SdB∗d‖2XN = (1 + |λd+1|2)(Bd(Id + TdT

∗
d )B∗d)XN , (2.15)

where XN is distributed according to (2.5) with parameter m = N , and independent
of Fd.

We notice that, as T is triangular and Td, Bd are obtained from T and L1,

BdTd = λ1Bd, (2.16)

which implies that Bd(Id + TdT
∗
d )B∗d = (1 + |λ1|2)‖Bd‖2. It follows that

O
(d+1)
11

d
= O

(d)
11

(
1 +

(1 + |λ1|2)(1 + |λd+1|2)

|λ1 − λd+1|2
XN

)
,

where XN is independent of Fd; we denote this variable by X(d+1)
N in order to avoid

confusion between the different variables XN . This implies the claim, as O11 = O
(N)
11 .

Diagonal overlap are (deterministically) larger than one, and typically of order N .
The following proposition states that in the spherical ensemble the expectation of the
diagonal overlap for an eigenvalue conditioned to be at the origin is exactly N , as is also
the case in the complex Ginibre and truncated unitary ensembles.

Proposition 2.7. Conditionally on {λ1 = 0}, the expectation of the diagonal overlap O11

in the spherical ensemble Sph(N) is

E{λ1=0}O11 = N.

Proof. We know from Proposition 1.3 that the squared radii are distributed like indepen-
dent variables with distributions γV,k with V (x) = (N + 1) log(1 + x) and 2 6 k 6 N . We
have

E{λ1=0}O11 =

N∏
k=2

E

(
1 +

1

N
+

1

NγV,k

)
,

and according to Lemma 2.13,

E

(
1

γV,k

)
=
β(N + 2− k, k − 1)

β(N + 1− k, k)
=
N + 1− k
k − 1

,

so that the expectation is given by the telescopic product

E{λ1=0}O11 =

N∏
k=2

k

k − 1
= N

as was claimed.

Proposition 2.8. Conditionally on {λ1 = 0}, the following convergence in distribution
takes place:

1

N
O11

d−−−−→
N→∞

1

γ2
.

The proof relies on the multiplicative version of the elementary Lemma 1.6 presented
in the introduction.
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Proof of Proposition 2.8. We first recall how convergence to γ−1
2 arises for the complex

Ginibre ensemble; part of the argument then relies on comparison with this case, treated
in [5]. The reason why this situation is more tractable is that the distribution of the
diagonal overlap yields an exact expression: using a few classical identities of the beta
and gamma distributions, we see that

NO−1
11

d
= N

N∏
k=2

(
1 +

γ
(k)
1

γk

)−1

d
= N

N∏
k=2

βk,1
d
= Nβ2,N−1

d−−−−→
N→∞

γ2.

Now, for any sequence of integers (kn)n>1 such that

1 6 kn 6 n, kn −−−−→
n→∞

∞, (2.17)

the same product can be decomposed as

kN

kN∏
k=2

(
1 +

γ
(k)
1

γk

)−1

× N

kN

N∏
k=kN+1

(
1 +

γ
(k)
1

γk

)−1

d
= kNβ2,kN−1 ×

N

kN
βkN+1,N−1.

It is straightforward to check that

kNβ2,kN−1
d−−−−→

N→∞
γ2,

N

kN
βkN+1,N

d−−−−→
N→∞

1.

In other words, the limit distribution γ2 essentially depends on the first kN factors,
provided kN goes to infinity. Similarly in the spherical case, using Theorem 2.6 and
Proposition 1.4, we write:

NO−1
11

d
= kN

kN∏
k=2

(
1 +

1 + γV (k)

γV (k)
X

(k)
N

)−1

× N

kN

N∏
k=kN+1

(
1 +

1 + γV (k)

γV (k)
X

(k)
N

)−1

=: F (2, kN )× F (kN + 1, N).

We will prove that the first factor F (2, kN ) converges to γ2 for a suitable sequence
kN that allows comparison with the complex Ginibre case, whereas the second factor
F (kN + 1, N) converges to 1. By the identity (2.8), the independent variables involved
are distributed as follows:

FN,k := 1 +
1 + γV (k)

γV (k)
X

(k)
N

d
= 1 +

XN

βk,N+1−k
,

where XN is defined by (2.5).

Convergence of F (2, kN ) to γ2, for a suitable sequence (kN ). For fixed k, each term
FN,k converges to its analog in the complex Ginibre case. Indeed,

NXN
d−−−−→

N→∞
γ1, and Nβk,N−k+1

d−−−−→
N→∞

γk,

so that

FN,k
d
= 1 +

NXN

Nβk,N−k+1

d−−−−→
N→∞

1 +
γ1

γk
.

The function x 7→ x−m being smooth and bounded on (1,∞) for any integer m, we have
that

EF−mN,k −−−−→N→∞
E

(
1 +

γ1

γk

)−m
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and so, by the multiplicative version of Lemma 1.6 applied to the appropriate fraction of
moments, there exists a sequence kn verifying (2.17), such that for every m,

kN∏
k=2

EF−mN,k

E
(

1 + γ1
γk

)−m → 1,

which implies, by comparison with the product arising in the complex Ginibre case,

E (F (2, kN )m) = kmNE

kN∏
k=2

F−mN,k ∼ k
m
NE

kN∏
k=2

(
1 +

γ1

γk

)−m
−→ (m+ 1)! = Eγm2 ,

so that we have
F (2, kN )

d−−−−→
N→∞

γ2.

Convergence of F (kN + 1, N) to the constant 1. Let kn be the sequence of integers
used in the first part of the argument; in particular, it satisfies (2.17). We check that this
is enough to ensure the convergence of F (kN +1, N) to 1. A straightforward computation,
similar to the one performed in Proposition 2.7, yields

EFN,k =
k

k − 1
, EF 2

N,k =
k

k − 2
,

so that, thanks to telescopic products, we obtain the following expressions

E

(
N∏

k=kN+1

FN,k

)
=

N

kN
, E

(
N∏

k=kN+1

F 2
N,k

)
=

N(N − 1)

kN (kN − 1)
.

As kN verifies condition (2.17),

E
(
F (kN + 1, N)−1

)
= 1, Var

(
F (kN + 1, N)−1

)
=

N − kN
N(kN − 1)

→ 0,

which proves that F (kN + 1, N)−1 L2

−−−−→
N→∞

1, and in particular F (kN + 1, N)
d−−−−→

N→∞
1,

concluding the second half of the proof. The claim of the Theorem follows by Slutsky’s
theorem.

The following proposition relies on the spherical structure of Sph(N) and has no
analog in Section 3.

Fact 2.9. The distribution of O11 conditionally on the event {λ1 = z ∈ C} does not
depend on z.

Proof. Recall that the Jacobian of p at λ ∈ C is 4
(1+|λ|2)2 and that, for any λ, µ ∈ C, identity

(2.12) holds. For any continuous and bounded function F of N − 1 variables, evaluated in

lk :=
4|λ1 − λk|2

(1 + |λ1|2)(1 + |λk|2)
k = 2, . . . , N

we have for any z ∈ C, by a straightforward change of variables,

E{λ1=z} (F (l2, . . . , lN )) = E{w1=p(z)}
(
F
(
‖w1 − w2‖2, . . . , ‖w1 − wN‖2

))
, (2.18)

where (w1, . . . , wN ) is a point process on the sphere with density proportional to (2.11).
As the expectation on the right hand side does not depend on z (by invariance under
orthogonal transformations), neither does the one on the left hand side. The claim
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follows by noting that for any continuous and bounded function G, by the tower property
of conditional expectation,

E{λ1=z}G(O11) = E{λ1=z}F (l2, . . . , lN ),

where F (l2, . . . , lN ) := EΛG(O11) is indeed a function of the variables l2, . . . , lN .

Clearly, Propositions 2.7, 2.8 and Fact 2.9 provide together a full proof of Theorem
1.1. The explicit formula of the conditional expectation can also be obtained by a direct
computation that has an analog in Section 3 – we give a proof below in order to illustrate
this analogy.

Proposition 2.10. The conditional expectation of diagonal overlaps with respect to λ1

in the spherical ensemble is
Eλ1 (O11) = N.

Proof. By the tower property of conditional expectation,

Eλ1 (O11) = Eλ1EΛ (O11) = Eλ1

(
N∏
k=2

1 +
(1 + |λ1|2)(1 + |λk|2)

N |λ1 − λk|2

)
.

Using Proposition 1.5 together with the specific potential for the spherical ensemble, we
find

Eλ1

(
N∏
k=2

1 +
(1 + |λ1|2)(1 + |λk|2)

N |λ1 − λk|2

)
=

1

Z
(1)
N

det (fi,j)
N−1
i,j=1 =:

1

Z
(1)
N

DN−1,

where the determinants Dk are Hermitian, tridiagonal and ‘nested’ (i.e. Dk is the
principal minor of Dk+1, as in the proof of Proposition 1.5), with coefficients

fk,k = |λ1|2ΓV (k) + ΓV (k + 1) +
1

k
(1 + |λ1|2)ΓV (k + 1)

fk+1,k = fk,k+1 = −λ1ΓV (k + 1).

This gives the initial values D0 = 1, D1 = |λ1|2ΓV (1) + ΓV (2) + (1 + |λ1|2)ΓV (2) and the
induction

Dk = fk,kDk−1 − |fk,k−1|2Dk−2

=

(
|λ1|2ΓV (k) + ΓV (k + 1) +

1

k
(1 + |λ1|2)ΓV (k + 1)

)
Dk−1 − |λ1|2ΓV (k)2Dk−2.

We use the shorthands (1.19) and pose X = |λ1|2. Note that in the spherical case,
with potential VN (t) = (N + 1) ln(1 + t),

ΓVN (k) =
(k − 1)!(N − k)!

N !
=

1

N

(
N − 1

k − 1

)−1

, γk :=
ΓVN (k)

ΓVN (k + 1)
=
N

k
− 1,

and e(N−1)
VN

(X) = N(1 +X)N−1 coherently with Lemma 2.13. This gives D̃0 = N ,

D̃1 =
X

ΓV (2)
+

1

ΓV (1)
+

(1 +X)

ΓV (1)
= N2X + 2N,

and the three-terms induction

D̃k =

(
Xγk + 1 +

1

k
(1 +X)γk

)
D̃k−1 −XγkD̃k−2,
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which defines a sequence of polynomials in X; the next one is

D̃2 = N

(
3 + 2NX +

N(N − 1)

2
X2

)
.

These first terms suggest the general formula below, which can be checked by a direct
computation:

D̃k = N

k∑
l=0

(k − l + 1)

(
N

l

)
X l. (2.19)

It follows from the above formula and the one for Z(1)
N in Proposition 1.5 that the

expectation is given by

DN−1

Z
(1)
N

=
D̃N−1

e
(N−1)
VN

=
N2(1 +X)N−1

N(1 +X)N−1
= N,

which is the claim.

Theorem 2.11. The quenched expectation of off-diagonal overlaps in the spherical
ensemble is given by the formula

EΛ (O12) = − 1

N |λ1 − λ2|2
N∏
k=3

(
1 +

(1 + λ1λ2)(1 + |λk|2)

N(λ1 − λk)(λ2 − λk)

)
. (2.20)

Proof. Similarly to the diagonal case, we define the partial sums

O
(d)
12 := −b2

d∑
i=2

bidi.

It follows from the facts presented in Section 1.2 that

O
(2)
12 = −|b2|2 =

−|u2|2

|λ1 − λ2|2
.

One can check, following the proof of Theorem 2.6, that |u2|2
d
= XN , so that

E|u2|2 =
1

N
and EΛO

(2)
12 =

−1

N |λ1 − λ2|2
,

which initiates the recurrence. We now compute the conditional expectation of bn+1dn+1

by integrating out the vector un+1. We use Proposition 2.3 and (2.26) from Lemma 2.15
with a = B∗n, b = D∗n and S = Sn such that S2

n = (1 + |λn|2)(In−1 + Tn−1T
∗
n−1). It follows

that

EΛ,Fn−1bn+1dn+1 =
1

N(λ1 − λn+1)(λ2 − λn+1)
BnS

2D∗n

=
(1 + |λn+1|2)

N(λ1 − λn+1)(λ2 − λn+1)
(BnD

∗
n +BnTT

∗D∗n).

We notice that, as T is triangular and Bn, Dn are subvectors of L1 and L2,

BnTn = λ1Bn, DnTn = λ2Dn,

which gives

−b2EΛ,Fn
bn+1dn+1 =

(1 + |λn+1|2)(1 + λ1λ2)

N(λ1 − λn+1)(λ2 − λn+1)
O

(n)
12 .

The factorization follows.
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Proposition 2.12. The conditional expectation of 1
N TrG∗G with G distributed accord-

ing to Sph(N) is given by the formula:

EΛ

(
1

N
TrG∗G

)
=

N∏
i=1

(
1 +

1 + |λi|2

N

)
− 2.

Proof. It is clear that TrG∗G = TrT ∗NTN , and that for any n 6 N ,

TrTnT
∗
n = |λn|2 + ‖un‖2 + TrTn−1T

∗
n−1,

so that defining
vN,n = vN,n(λ1, . . . , λn) := EN,Λ TrTnT

∗
n ,

yields a recursion with vN,1 = |λ1|2 and, using Proposition 2.3 and (2.27) from Lemma
2.15,

vN,n+1 = vN,n

(
1 +

1 + |λn+1|2

N

)
+ |λn+1|2 +

n

N

(
1 + |λn+1|2

)
. (2.21)

This suggests the introduction of wN,n = vN,n +N + n, for which we see that

wN,1 = N

(
1 +

1 + |λ1|2

N

)
and wN,n+1 = wN,n

(
1 +

1 + |λn+1|2

N

)
,

so that for every n 6 N ,

1

N
vN,n =

N∏
i=1

(
1 +

1 + |λi|2

N

)
−
(

1 +
n

N

)
,

which is equivalent to the statement, when n = N .

2.3 Constants and integrals

Lemma 2.13. The normalization constant for generalized gamma variables γV (k) with
potential V (x) = (N + 1) log(1 + x) and 1 6 k 6 N is∫

R+

xk−1

(1 + x)N+1
dx = β(N + 1− k, k),

and γV (k)
d
= 1

βN+1−k,k
− 1. Moreover, the associated function e(N−1)

V is given by

e
(N−1)
V = N(1 +X)N−1.

Proof. Let us compute, for any suitable function f ,∫
R+

xk−1

(1 + x)N+1
f(x)dx =

∫ 1

0

xN−k(1− x)k−1f

(
1

x
− 1

)
dx

= β(N + 1− k, k)Ef

(
1

βN+1−k,k
− 1

)
,

which implies the first claims; the next ones follow naturally.

Lemma 2.14. For any p > n,

Cn,p :=

∫
z∈Cn

1

(1 +
∑n
i=1 |zi|2)

p dm(z1) . . . dm(zn) = πn
(p− n− 1)!

(p− 1)!
, (2.22)

and for p > n+ 1,

C(1)
n,p :=

∫
z∈Cn

|z1|2

(1 +
∑n
i=1 |zi|2)

p dm(z1) . . . dm(zn) =
1

p− (n+ 1)
Cn,p. (2.23)
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Proof. We first compute Cn,p by induction on n. For n = 1, p > 1,

C1,p =

∫
z∈C

1

(1 + |z|2)
p dm(z) = π

∫ ∞
r=1

1

rp
dr =

π

p− 1

and one can note that for any α > 0,∫
z∈C

1

(1 + α−1|z|2)
p dm(z) =

πα

p− 1
.

For general n, using the above equalities with αn = 1 +
∑n−1
i=1 |zi|2,

Cn,p =

∫
z∈Cn

1(
1 +

∑n−1
i=1 |zi|2

)p × 1(
1 + α−1

n |zn|2
)p dm(z1) . . . dm(zn)

=
π

p− 1

∫
z∈Cn−1

1(
1 +

∑n−1
i=1 |zi|2

)p−1 dm(z1) . . . dm(zn−1) =
π

p− 1
Cn−1,p−1.

Equation (2.22) follows. A similar induction can be performed on C
(1)
n,p. The only

difference is that the last step involves the following identity: for any p > 2,

C
(1)
1,p =

∫
z∈C

|z|2

(1 + |z|2)p
dm(z) = π

∫ ∞
r=1

r − 1

rp
dr = π

(
1

1− p
− 1

2− p

)
=

π

(p− 1)(p− 2)
,

which, in general, yields the extra factor 1
p−(n+1) in (2.23).

Note that when we begin the recursion from [11] with n = N − 1, p = 2N , the extra
factor is 1

N at every step.

Lemma 2.15. For any p > n, a, b ∈ Cn and any Hermitian positive-definite matrix S,∫
Cn

1

(1 + u∗S−2u)p
du = Cn,p|detS|2, (2.24)∫

Cn

a∗u

(1 + u∗S−2u)p
du = 0, (2.25)∫

Cn

(a∗u)(u∗b)

(1 + u∗S−2u)p
du = Cn,p|detS|2 a∗S2b

p− (n+ 1)
, (2.26)∫

Cn

‖u‖2

(1 + u∗S−2u)p
du = Cn,p|detS|2 TrS2

p− (n+ 1)
, (2.27)

where the constant Cn,p is explicitly computed in Lemma 2.14.

Proof. Integral (2.24) was computed in [11]. (2.25) is zero by symmetry. For (2.26), the
change of variables u = Sv yields

|detS|2
∫

dv
(a∗Sv)(v∗Sb)

(1 + v∗v)p
.

We notice that
(a∗Sv)(v∗Sb) = v∗(Sba∗S)v = v∗Av,

where A = Sba∗S is a matrix of rank 1. If we express v =
∑
viei in a unitary basis such

that the vectors (e2, . . . , en) form a basis of ker(A) and denote Ae1 = λ1(A)e1 +
∑
i>2 αiei,

v∗Av = λ1(A)v2
1 +

∑
i>2

αiv1vi.
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Therefore, after a unitary change of basis the integral becomes, using Lemma 2.14 and
the fact that cross-terms v1vi vanish by symmetry,∫

dv
λ1(A)v2

1

(1 + v2
1 + · · ·+ v2

n)p
=

λ1(A)

p− (n+ 1)
Cn,p.

The value of λ1(A) can be obtained by writing

λ1(A) = TrSba∗S = a∗S2b,

from which the claim (2.26) follows. The same technique applied to (2.27) yields

|detS|2
∫

dv
‖Sv‖2

(1 + v∗v)p
.

and a unitary change of variable to a basis that diagonalizes S, together with Lemma
2.14, gives∫

dv
λ1(S2)v2

1 + · · ·+ λn(S2)v2
n

(1 + v2
1 + · · ·+ v2

n)p
= (λ1(S2) + · · ·+ λn(S2))

1

p− (n+ 1)
Cn,p,

concluding the proof of the last claim.

Lemma 2.16. For any p > n, a ∈ Cn and any Hermitian positive-definite matrix S, if
u ∈ Cn is distributed with density

1

Cn,p|detS|2
1

(1 + u∗S−2u)p

with respect to the Lebesgue measure on Cn, then the following identity in distribution
holds:

|a∗u|2 d
= ‖Sa‖2Xp−n−1.

Proof. By a direct change of variable, it is clear that u
d
= SV n

p . We note that |a∗Sv|2 =

v∗Av where A = Saa∗S is a Hermitian matrix of rank one. A unitary change of variable
brings it to the form λ1(A)v2

1 with λ1(A) = TrA = a∗S2a = ‖Sa‖2. Successive integration
of the other coordinates v2, . . . , vn yields the result.

3 Truncated unitary ensemble

This section contains the proof of all claims concerning the truncated unitary ensem-
bles TUE(N,M) when N 6M . Almost every step in this study is analogous to what was
done in the spherical case; we therefore refer constantly to the corresponding parts
of Section 2. The condition N 6 M is an essential requirement here, as it was in [11],
for the integration techniques to apply. The cases where N > M require a different
approach and will be the subject of a separate paper. Note that the particular case M = 1

can be treated by the analytical techniques exposed in [13]. It follows in particular that,
in this weakly non-unitary case, the overlaps are functions of the eigenvalues, with no
extra randomness.

3.1 Schur form and eigenvalues

As in Section 2, we first present a few general results in order to illustrate the method,
as well as a few tools and definitions that are specific to the truncated unitary case. We
first recall that the Schur transfom T is distributed with density proportional to∏

i<j

|λi − λj |2 det(IN − TT ∗)M−N1TT∗<1 (3.1)
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with respect to the Lebesgue measure on all complex matrix elements, diagonal (dΛ =

dλ1 · · · dλN ) and upper-triangular (du2 · · · dun).
Provided TT ∗ < 1 (which implies the same condition on every submatrix Tn), we

introduce the Hermitian, definite-positive matrices

Hn := In − TnT ∗n , Sn−1 := (1− |λn|2)1/2H
1/2
n−1. (3.2)

Note that the only differences with the matrices Hn, Sn−1 used in the spherical case are
the minus sign and the condition on the eigenvalues of TT ∗.

Lemma 3.1. The determinant of Hn = In − TnT ∗n can be recursively decomposed as

det(Hn) =(1− |λn|2) det(Hn−1)

(
1− 1

1− |λn|2
u∗nH

−1
n−1un

)
. (3.3)

The proof is analogous to the proof of Lemma 2.1.
For any p > 0, we denote by W

(n)
p a random vector with density

1

Cn,p
(1− v∗v)p1v∗v<1 (3.4)

with respect to the Lebesgue measure on Cn; the value of Cn,p is given by (3.15). For
any m > 2, we denote by Ym a real random variable with density

(m− 1)(1− y)m−21(0,1) (3.5)

with respect to the Lebesgue measure, i.e. it follows a β1,m−1 distribution; in particular

EYm = 1
m . If wi is a coordinate of W

(n)
p , it follows from Lemma 3.14 that

|wi|2
d
= Yp+n+1.

Note that the i.i.d. variables that appear in Theorem 3.5 follow the above distribution
with m = M .

Lemma 3.2. Identity holds between the following expressions, for p > n and f, g inte-
grable functions of the matrix elements:∫

f(Tn−1, λn)g(un)det(Hn)p1TnT∗
n<1dTn = Cn−1,p×∫

f(Tn−1, λn)E
(
g(Sn−1W

(n−1)
p )

)
(1− |λn|2)p+n−1 det(Hn−1)p+11Tn−1T∗

n−1<1dTn−1dλn,

where Hn, Sn−1,W
(n)
p are defined in (3.2) and (3.4).

We deduce from the above Lemma the distribution of every top-left submatrix of the
Schur form, analogously to Proposition 2.3.

Proposition 3.3. Conditionally on Λ and for 2 6 n 6 N , the submatrix Tn of the Schur
transform is distributed with density proportional to

det(In − TnT ∗n)M−n1TnT∗
n61 (3.6)

with respect to the Lebesgue measure on upper-triangular matrix elements (du2 · · · dun).

We also derive the joint eigenvalue density of the truncated unitary ensemble from
the density of its Schur form, as was done in [11]. The result itself was first proven in
[19].
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Theorem 3.4 (Życzkowski & Sommers). The joint density of eigenvalues for the trun-
cated unitary ensemble when M > N is proportional to

1

ZM,N

∏
16i<j6N

|λi − zj |2
N∏
i=1

(1− |λi|2)M−11D(λi) (3.7)

with respect to the Lebesgue measure on CN .

The proof is analogous to the one of Theorem 2.4.
Theorem 3.4 can be rephrased by saying that the eigenvalues of TUE(N,M) are

distributed according to (1.18) with potential V (t) = VM (t) = −(M − 1) ln(1− t)1(0,1). A
straightforward computation shows that in that case

ΓV (α) = β(α,M), γV (α)
d
= βα,M . (3.8)

Thus, Kostlan’s theorem in that case asserts that the set of squared radii is distributed
as a set of independent β variables. Namely,

{|λ1|2, . . . , |λk|2}
d
= {β1,M , . . . , βk,M}.

3.2 Distribution and conditional expectation of overlaps

Theorem 3.5. Conditionally on {Λ = (λ1, . . . , λN )}, diagonal overlaps in the truncated
unitary ensemble TUE(N,M) are distributed as

O11
d
=

N∏
k=2

(
1 +

(1− |λ1|2)(1− |λk|2)

|λ1 − λk|2
Y

(k)
M

)
, (3.9)

where the Y (k)
M are i.i.d. distributed according to (3.5) with m = M . In particular, the

quenched expectation is given by the formula

EΛ (O11) =

N∏
k=2

(
1 +

(1− |λ1|2)(1− |λk|2)

M |λ1 − λk|2

)
. (3.10)

Proof. It is similar to the one of Theorem 2.6; we sketch it again to see where the
differences lie. We first write

O
(d+1)
11 = O

(d)
11 + |bd+1|2 = O

(d)
11

(
1 +

1

|λ1 − λd+1|2
|Bdud+1|2

‖Bd‖2

)
.

In order to characterize the distribution of this factor, we use Proposition 3.3, then
Lemma 3.2 and Lemma 3.14 with a = b = Bd and S = Sd+1 such that S2

d+1 = (1 −
|λd+1|2)(Id − TdT ∗d ). This yields

|Bdud+1|2
d
= (1− |λd+1|2)‖(Id − TdT ∗d )Bd‖2YN , (3.11)

where YN is distributed according to (3.5) with m = M , and independent of Fd; we
denote this variable by Y

(d+1)
N to avoid confusion. The last steps of the proof follow

accordingly.

Proposition 3.6. Conditionally on {λ1 = 0}, the expectation of the diagonal overlap O11

in the truncated unitary ensemble TUE(N,M) is

E{λ1=0}O11 = N.
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Proof. We know from Proposition 1.4 that the squared radii, conditionally on the event
{λ1 = 0}, are distributed like independent variables with distributions γV,k with V (x) =

−(M − 1) log(1 − x)1(0,1) and 2 6 k 6 N . We already noticed that γV,k
d
= βk,M . A

straightforward computation follows:

E{λ1=0}O11 = E

N∏
k=2

(
1 +

1− |λk|2

M |λk|2

)
=

N∏
k=2

E

(
1− 1

M
+

1

Mβk,M

)
.

For any k > 2,

E

(
1

βk,M

)
=
β(k − 1,M)

β(k,M)
=
M + k − 1

k − 1
,

so that the expectation is given by the telescopic product

E{λ1=0}O11 =

N∏
k=2

k

k − 1
= N

as was claimed.

Proposition 3.7. Conditionally on {λ1 = 0}, the following convergence in distribution
takes place:

1

N
O11

d−−−−→
N→∞

1

γ2
.

Note that N →∞ implies M →∞, as we study the truncated unitary ensemble in the
regime where N 6M . The rate at which N,M go to infinity does not have any impact on
the following proof (although it is expected to play a role when conditioning on a generic
z in the bulk).

Proof. The technique is similar to the proof of Proposition 2.8 and also relies on the
the multiplicative version of Lemma 1.6. We decompose the distribution obtained by
Theorem 3.5 in two factors

NO−1
11

d
= kN

kN∏
k=2

(
1 +

1− γV (k)

γV (k)
Y

(k)
M

)−1

× N

kN

N∏
k=kN+1

(
1 +

1− γV (k)

γV (k)
Y

(k)
M

)−1

=: G(2, kN )×G(kN + 1, N).

As γV (k)
d
= βk,M , we have

GM,k := 1 +
1− γV (k)

γV (k)
Y

(k)
M

d
= 1 +

(
1

βk,M
− 1

)
YM ,

where YM is defined by (3.5). The proof then proceeds in two separate parts.

Convergence of G(2, kN ) to γ2 for a suitable sequence kN . It is straightforward to
check that for every k, the term GM,k converges to the factor playing an analogous role
in the complex Ginibre case. Indeed,

MYM
d−−−−→

N→∞
γ1, and Mβk,M

d−−−−→
N→∞

γk,

so that

GM,k
d
= 1 +

(
1

Mβk,M
− 1

M

)
MYM

d−−−−→
N→∞

1 +
γ1

γk
.

The argument then proceeds exactly as in Proposition 2.8: by Lemma 1.6, there exists a
sequence kN that verifies (2.17) and such that we can derive the convergence

G(2, kN )
d−−−−→

N→∞
γ2

by comparison with the complex Ginibre case.
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Convergence of G(kN + 1, N) to 1. It follows from the computation performed in the
proof of Proposition 3.6 that

EGM,k =
k

k − 1
,

which is the same as the expectation of FN,k (and does not depend on M nor N ). We
compute the second moment, using the values

EY 2
M =

2

M(M + 1)
, E

(
1

βk,M
− 1

)2

=
M(M + 1)

(k − 1)(k − 2)
,

and find, as for FN,k,

EG2
M,k =

k

k − 2
,

so that we obtain the exact same expressions as in the spherical case. The end of the
argument is strictly similar to what has been written in the proof of Proposition 2.8.

The analog of the spherical structure of Sph(N) for TUE(N,M) is the stereographic
projection on the pseudosphere (see [11]). However, the symmetries of the pseudosphere
do not allow to establish an exact equivalent to Fact 2.9. The way in which the distribution
of the diagonal overlap O11 depends on the eigenvalue λ1 in the truncated unitary
ensembles is a more delicate question that would require analytical tools beyond the
scope of the present work. What can be obtained with techniques analogous to the
spherical case is an explicit formula for the conditional expectation with respect to one
eigenvalue, which checks the general form predicted in [4].

Proposition 3.8. The conditional expectation of diagonal overlaps with respect to λ1 in
the truncated unitary ensemble TUE(N,M) is

Eλ1
(O11) =

NFM−1,N (|λ1|2)− |λ1|2∂FM−1,N (|λ1|2)

FM,N (|λ1|2)
,

where for any integer parameters a, b,

Fa,b(X) :=

b−1∑
l=0

(
a+ l

l

)
X l.

In particular, in the regime where the limit M/N → κ > 1 holds, for any z1 s.t. |z1|2 <
1

κ+1 ,
1

N
E{λ1=z1} (O11) −−−−→

M→∞
1− (1 + κ)|z1|2. (3.12)

Note that the limit (3.12) is a special case of eq. (25) in [4]. In that same regime,
the eigenvalue limit distribution is on a disk of radius 1√

κ+1
, such that for a typical

eigenvalue, |λ1|2 has mean density

κ

(1− x)2
1[0, 1

κ+1 ].

This should be compared to the complex Ginibre case, where the empirical distribution
of eigenvalues converge to the circular law on the unit disk, and the corresponding
conditional expectation of the diagonal overlap O11 is approximately N(1− |λ1|2)1|λ1|<1.

Proof. Proposition 1.5, together with the specific potential for the truncated unitary
ensemble, yields

Eλ1

(
N∏
i=2

1 +
(1− |λ1|2)(1− |λk|2)

M |λ1 − λk|2

)
=

1

Z
(1)
N

det (fi,j)
N−1
i,j=1 =:

1

GV (N)e
(N−1)
V (|λ1|2)

DN−1,
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where the determinants Dk are Hermitian, tridiagonal and nested, with matrix coeffi-
cients

fk,k = |λ1|2ΓV (k) + ΓV (k + 1) +
1

M
(1− |λ1|2) (ΓV (k)− ΓV (k + 1))

fk+1,k = fk,k+1 = −λ1ΓV (k + 1).

This gives the initial values D0 = 1,

D1 = |λ1|2ΓV (1) + ΓV (2) +
1

M
(1− |λ1|2)(ΓV (1)− ΓV (2)),

and the three-terms induction Dk = fk,kDk−1 − |fk,k−1|2Dk−2.
As in the previous cases, we use the shorthands (1.19) and pose X = |λ1|2. Note that

in the truncated-unitary case, with potential V (t) = −(M − 1) ln(1− t)1(0,1),

ΓV (k) = β(k,M) =
1

M

(
M + k − 1

k − 1

)−1

, γk :=
ΓV (k)

ΓV (k + 1)
=
M

k
+ 1,

and e(N−1)
V (X) = MFM,N (X), coherently with Lemma 3.11. This gives D̃0 = M ,

D̃1 =
X

ΓV (2)
+

1

ΓV (1)
+

(1−X)

M

(
1

ΓV (2)
− 1

ΓV (1)

)
= M(2 +MX),

and the three-terms induction

D̃k =

(
Xγk + 1 +

1

k
(1−X)

)
D̃k−1 −XγkD̃k−2,

which defines a sequence of polynomials in X; the next one is

D̃2 = M

(
3 + 2MX +

M(M + 1)

2
X2

)
.

These first terms suggest the general solution below, which can be checked by a direct
computation:

D̃k = M

k∑
l=0

(k − l + 1)

(
M − 1 + l

l

)
X l,

so that in particular

D̃N−1(X) = M (NFM−1,N (X)−X∂XFM−1,N (X)) ,

and the statement follows. In the regime M/N → κ and for fixed x < 1
1+κ , a straightfor-

ward computation gives the asymptotics

FM,N (x) ∼ 1

(1− x)M+1
, FM−1,N (x) ∼ 1

(1− x)M
, ∂xFM−1,N (x) ∼ M

(1− x)M+1
,

so that the limit (3.12) follows in the corresponding regime.

Theorem 3.9. The quenched expectation of off-diagonal overlaps in TUE(N,M) with
N 6M is given by the formula

EΛ (O12) = − 1

M |λ1 − λ2|2
N∏
k=3

(
1 +

(1− λ1λ2)(1− |λk|2)

M(λ1 − λk)(λ2 − λk)

)
. (3.13)
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Proof. As for the proof of theorem 2.11, we consider the partial sums O
(d)
12 and proceed

by induction. It follows from the proof of Theorem 2.6, that |u2|2
d
= YM , so that

E|u2|2 =
1

M
and EΛO

(2)
12 =

−1

M |λ1 − λ2|2
.

We then compute the conditional expectation of bn+1dn+1 by integrating out the vector
un+1, using Proposition 3.3 and (3.19) from Lemma 3.13 with a = B∗n, b = D∗n and S = Sn.
It follows that

EΛ,Fn−1
bn+1dn+1 =

(1− |λn+1|2)

M(λ1 − λn+1)(λ2 − λn+1)
(BnD

∗
n −BnTnT ∗nD∗n).

As noted in the proof of Theorem 2.11, we have

BnTn = λ1Bn, DnTn = λ2Dn,

and conclude that

−b2EΛ,Fn
bn+1dn+1 =

(1− |λn+1|2)(1− λ1λ2)

M(λ1 − λn+1)(λ2 − λn+1)
O

(n)
12 .

The factorization follows.

Proposition 3.10. The quenched expectation of TrG∗G with G distributed according to
TUE(N,M) is given by the formula:

EΛ

(
1

N
TrG∗G

)
=

N∏
i=1

(
1 +

1− |λi|2

M

)
−
(

1 +
N

M

)
.

Proof. As in the proof of Proposition 2.12, we define vN,n := EN,Λ TrTnT
∗
n and note that

for any n 6 N ,
TrTnT

∗
n = |λn|2 + ‖un‖2 + TrTn−1T

∗
n−1.

Using (3.20) from Lemma 3.13 yields a induction with vN,1 = |λ1|2 and

vN,n+1 = vN,n

(
1 +

1− |λn+1|2

M

)
+ |λn+1|2 +

n

M

(
1− |λn+1|2

)
. (3.14)

This is an analogous recursion formula to the one obtained in Proposition 2.12 and it can
be solved the same way, replacing |λi|2 by −|λi|2 and N by M in the denominators; this
leads to the expression

1

N
vN,n =

n∏
i=1

(
1 +

1− |λi|2

M

)
−
(

1 +
n

M

)
,

which is equivalent to the statement, when n = N .

3.3 Constants and integrals

Lemma 3.11. The normalization constant for generalized gamma variables γV (k) with
potential V (x) = −(M − 1) log(1− x)1(0,1) and k > 1 is∫ 1

0

xk−1(1− x)M−1dx = β(k,M),

and γV (k)
d
= βk,M . Moreover, the associated function e(N−1)

V is given by

e
(N−1)
V (X) = M

N−1∑
k=0

(
M + k

k

)
Xk =: MFM,N (X),

where the FM,N (X) corresponds to the partial sums of 1
(1−X)M+1 as formal series.
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Proof. The first computations are straightforward. The correspondence with partial
sums of 1

(1−X)M+1 can be established either by induction, or combinatorially by noticing
that this is an identity related to ‘weak compositions’ (unordered partitions of integers
with possible zeros).

Lemma 3.12. For any p > 0, with Bn := {(λ1, . . . , λn) ∈ Cn |
∑
|λi|2 6 1},

Dn,p :=

∫
z∈Bn

(
1−

n∑
i=1

|λi|2
)p

dm(λ1) . . . dm(zn) = πn
p!

(p+ n)!
, (3.15)

and

D(1)
n,p :=

∫
z∈Bn

|λ1|2
(

1−
n∑
i=1

|λi|2
)p

dm(λ1) . . . dm(zn) =
1

p+ n+ 1
Dn,p. (3.16)

Proof. We first compute Dn,p by induction on n. For n = 1, p > 0,

D1,p =

∫
z∈D

(
1− |z|2

)p
dm(z) = π

∫ 1

r=0

rpdr =
π

p+ 1
.

Note that for any α > 0, ∫
|z|2<α

(
1− α−1|z|2

)p
dm(z) =

πα

p+ 1
.

For general n, using the above equalities with αn = 1−
∑n−1
i=1 |λi|2,

Dn,p =

∫
z∈Bn

(
1−

n−1∑
i=1

|λi|2
)p
×
(
1− α−1

n |λn|2
)p

dm(λ1) . . . dm(λn)

=
π

p+ 1

∫
z∈Bn−1

(
1−

n−1∑
i=1

|λi|2
)p+1

dm(λ1) . . . dm(λn−1) =
π

p+ 1
Dn−1,p+1.

Equation (3.15) follows. A similar induction can be performed on D
(1)
n,p. The only

difference is that the last step involves the following identity: for any p > 0,

D
(1)
1,p =

∫
z∈D
|z|2(1− |z|2)pdm(z) = π

∫ 1

r=0

(r − 1)rpdr

= π

(
1

p+ 1
− 1

p+ 2

)
=

π

(p+ 1)(p+ 2)
,

which in general yields the extra factor 1
p+n+1 in (3.16).

Note that when we begin the recursion from [11] with n = N − 1, p = M − N , the
extra factor is 1

M at every step.

Lemma 3.13. For any p > n, a, b ∈ CN and any Hermitian positive-definite matrix S,∫
SBn

(1− u∗S−2u)pdu = Dn,p|detS|2, (3.17)∫
SBn

(a∗u)(1− u∗S−2u)pdu = 0, (3.18)∫
SBn

(a∗u)(u∗b)(1− u∗S−2u)pdu = Dn,p|detS|2 a∗S2b

n+ p+ 1
, (3.19)∫

SBn
‖u‖2(1− u∗S−2u)pdu = Dn,p|detS|2 TrS2

n+ p+ 1
, (3.20)

where the constant Dn,p is explicitly computed in Lemma 3.12.
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Lemma 3.14. For any p > n, a ∈ Cn and any Hermitian positive-definite matrix S, if
u ∈ Cn is distributed with density

1

Cn,p|detS|2
(1− u∗S−2u)p

with respect to the Lebesgue measure on Cn, then the following identity in distribution
holds:

|a∗u|2 d
= ‖Sa‖2Yp+n+1.

The proofs of Lemmata 3.13 and 3.14 are exactly analogous to the proofs of their
spherical counterpart, Lemmata 2.15 and 2.16.
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helpful comments.

EJP 26 (2021), paper 124.
Page 29/29

https://www.imstat.org/ejp

https://arXiv.org/abs/1805.08993
https://doi.org/10.1214/21-EJP686
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Electronic Journal of Probability
Electronic Communications in Probability

Advantages of publishing in EJP-ECP

• Very high standards

• Free for authors, free for readers

• Quick publication (no backlog)

• Secure publication (LOCKSS1)

• Easy interface (EJMS2)

Economical model of EJP-ECP

• Non profit, sponsored by IMS3, BS4 , ProjectEuclid5

• Purely electronic

Help keep the journal free and vigorous

• Donate to the IMS open access fund6 (click here to donate!)

• Submit your best articles to EJP-ECP

• Choose EJP-ECP over for-profit journals

1LOCKSS: Lots of Copies Keep Stuff Safe http://www.lockss.org/
2EJMS: Electronic Journal Management System http://www.vtex.lt/en/ejms.html
3IMS: Institute of Mathematical Statistics http://www.imstat.org/
4BS: Bernoulli Society http://www.bernoulli-society.org/
5Project Euclid: https://projecteuclid.org/
6IMS Open Access Fund: http://www.imstat.org/publications/open.htm

http://en.wikipedia.org/wiki/LOCKSS
http://www.vtex.lt/en/ejms.html
http://en.wikipedia.org/wiki/Institute_of_Mathematical_Statistics
http://en.wikipedia.org/wiki/Bernoulli_Society
https://projecteuclid.org/
https://secure.imstat.org/secure/orders/donations.asp
http://www.lockss.org/
http://www.vtex.lt/en/ejms.html
http://www.imstat.org/
http://www.bernoulli-society.org/
https://projecteuclid.org/
http://www.imstat.org/publications/open.htm

	Introduction
	Spherical ensemble
	Truncated unitary ensemble

