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Regularization lemmas and convergence in total
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Abstract

We provide a simple abstract formalism of integration by parts under which we obtain
some regularization lemmas. These lemmas apply to any sequence of random variables
(Fy) which are smooth and non-degenerated in some sense and enable one to upgrade
the distance of convergence from smooth Wasserstein distances to total variation
in a quantitative way. This is a well studied topic and one can consult for instance
[3, 11, 14, 20] and the references therein for an overview of this issue. Each of the
aforementioned references share the fact that some non-degeneracy is required along
the whole sequence. We provide here the first result removing this costly assumption
as we require only non-degeneracy at the limit. The price to pay is to control the
smooth Wasserstein distance between the Malliavin matrix of the sequence and its
limit, which is particularly easy in the context of Gaussian limit as the Malliavin matrix
is deterministic. We then recover, in a slightly weaker form, the main findings of
[19]. Another application concerns the approximation of the semi-group of a diffusion
process by the Euler scheme in a quantitative way and under the Hormander condition.
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1 Introduction

The main historical application of Malliavin calculus, introduced in 1975 by Paul
Malliavin, was a probabilistic proof of the Hormander regularity criterion. But in the
40 last years it gave rise to a huge amount of various applications, and in particular
it has been developed as a branch of stochastic analysis on the Wiener space, see the
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classical book of Nualart [22], as well as the more recent area of research pioneered
by Nourdin and Peccati, see [17]. There is a major philosophical difference between
the two aforementioned views of Malliavin calculus, as the so-called Malliavin-Stein’s
method (of Nourdin and Peccati), which has been intensively studied in a recent past,
mixes the formalism of integration by parts provided by Malliavin calculus operators
together with the Stein’s method. Let us recall that the quintessence of Stein’s method
consists of identifying a suitable functional operator which characterizes a specific target
and use it to prove convergence towards this target in a quantitative way. The most
emblematic example is certainly the univariate standard Gaussian distribution v which
is characterized by the equation (f’ — zf,~) = 0 for every test function f. The link with
Malliavin calculus appears in the identity:

E(f(X)-Xf(X)=E(f(X)(1-T[X,-£7"'X]))

where T is the square field operator on the Wiener space and £ ! is the pseudo-inverse
of the Ornstein-Uhlenbeck operator. The quantity of interest is then I'[X, —£~! X] which
is different from the quantity I'[X, X] which is standard in Malliavin calculus. Hence,
although these two points of view are rather close as they both employ the Malliavin
calculus to compute distances between distributions, they go towards different directions.
Malliavin-Stein methods focus on specific targets with specific operators in order to
provide rates of convergence whereas regularization lemmas focus on smoothness of
distribution and upgrading distances of convergence. The present article explores this
direction, namely we do not aim at proving limit theorems but instead of that, given a
limit theorem, we explore the strongest probabilistic distances and the smoothness of
the laws. In some sense, both approaches are complementary.

To do so, we introduce an abstract framework built on Dirichlet form theory in which
such properties may be obtained by using some integration by parts techniques. Those
techniques are very similar to the standard Malliavin calculus but are presented in a
more general framework which goes far beyond the sole case of the Wiener space. In
particular, we aim at providing a minimalist setting leading to our regularization lemma.
Our unified framework includes the standard Malliavin calculus and different known
versions: the calculus based on the splitting method developed and used in [3, 4, 6] as
well as the I' calculus in [2]. We also mention that our approach applies in the case of
the Malliavin calculus for jump type processes as settled by Bichteler, Gravereaux and
Jacod [10] and in the “lent particle” approach for Poisson point measures developed by
Bouleau and Denis [12]. But we have to stress that in the framework of jump processes,
another type of Malliavin calculus, based on chaotic decomposition has been developed
(see [23, 24, 29, 26] and many others). In contrast with the framework presented in our
paper, in this type of Malliavin calculus, the derivative operator does not verify the chain
rule - so our approach does not apply.

The first aim of this paper is to present, in this unified framework, the following
regularization lemma (see Theorem 3.1):

[BUE) ~ B < Clfll (Pldetor <)+ 22,(F)). a1

Here fs = f * ¢s is the regularization by convolution by means of a super kernel ¢; (see
(3.1)-(3.2) and (3.3)). We use Malliavin calculus (abstract version) for F: then o is the
Malliavin covariance matrix and C,(F) is a quantity which involves the Malliavin-Sobolev
norms up to order g of F. This inequality holds for every 6 > 0,7 > 0 and every ¢ € IN. So
one may play on these parameters according to the problem at hand. A more powerful
variant of the above lemma involves derivatives of the test function f:

(B0, 1)) ~ E(@, ) (F))] < Oy Pldetar <)+~ [l Cytn()).
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Here [|fll,,00 = 2 |5/=m [108fll, and m = [|y[. Such an inequality allows to handle
convergence in distribution norms for the law of F;, to the law of F'. Applications of such
convergence results are given in [4, 6].

One important application of the regularization lemma consists in proving that, if
a sequence F,, — F in a distance involving smooth test functions (as for example for
the Wasserstein distance) then it converges also in total variation distance. Of course,
in order to get such a result, we need F,, to be smooth, in order to control C,(F},), and
(more or less) non degenerated, in order to control P(det o, < 7). Actually, according to
the non degeneracy properties, several variants of the convergence result are obtained.

Let us give an informal version of these results. Assume first that we have the uniform
non degeneracy condition @, := sup,, E((det o, )?) < oo for every p. Then we prove
(see Lemma 3.9 for a precise statement) that, for every given € > 0

dry (F, F,) < Cdyy *(F, F,) (1.2)

where dry is the total variation distance and dy is the Wasserstein distance. Here C is a
constant which depends on the Sobolev norms and on the “non degeneracy” constant ),
for some p large enough. Notice that we lose something, because we get the power 1 — ¢
instead of 1 for dy (F, F,,). This is somehow a technical drawback of our method which
is based on an optimization procedure. A more careful examination of this optimization
procedure is likely to provide logarithmic losses but this would result in highly technical
computations which fall beyond the scope of this paper. Let us emphasize that the
previous estimate requires non-degeneracy assumptions along the whole sequence (F),)
which may be in general rather hard to check. Assumptions of non-degeneracy on the
sequence (F,,) may sometimes be provided by classic anti-concentration estimates. For
instance, when the underlying Gaussian functionals are polynomials, the Carbery-Wright
estimate gives a kind of non-degeneracy but in a much weaker way. The reader can
consult [11, 20] for results in this direction. Another reference of interest is [14] where
convergence of densities is explored when the limit is Gaussian and under the same
non-degeneracy assumption. Finally, let us mention the reference [25] which shows that
in the particular setting of quadratic forms of Gaussian vectors, the central convergence
automatically implies the required non-degeneracy assumptions and the previous results
apply under the sole assumption of Gaussian convergence.

In order to bypass this major issue, we are able to obtain a variant of the above
estimate without assuming anything on the non degeneracy of F;, (so (), may be infinite).
In Proposition 3.11 we prove that, for every ¢ > 0

dry (F, F,) < C(diy < (F, F,) + diy ¢ (det o, det o, ) (1.3)

where C depends on the Sobolev norms and ¢ only (and not on the non degeneracy
constant (),,). And in Proposition 3.12 we prove the same result with det o replaced by
a general non degenerate positive random variable, so one just needs that o, converges
(non necessarily to og).

In concrete examples it may be difficult to precisely estimate dy (detop,detog,),
but then one may use the standard upper bound dy (det op,detop,) < C||DF — DF,||;.
Doing this is not innocent, because we replace “weak distances” with “strong” ones
and this may induce a serious loss of accuracy: for example the weak distance is of
order % while the strong distance is ﬁ However, the aforementioned result completely
covers the case of central convergence as in this case o is a deterministic matrix and
the quantity dw (F, F),) is easy to estimate. Using this strategy we recover a central
result of Nourdin-Peccati theory [19] establishing multivariate total variation estimates
for suitable sequences converging to Gaussian. Proofs are completely different as the
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proof of the aforementioned article employs tools of information theory and provides
stronger results such as convergence in entropy. On the other hand, our result is more
general and requires much less structural information on the sequence approximating
the Gaussian law.

We also illustrate the above results in the framework of the approximation of the semi-
group of a diffusion process by using the Euler scheme: if one assumes uniform ellipticity,
then one has uniform non degeneracy for the Euler scheme and may use (1.2). But if one
works under Hérmander condition, then the Euler scheme is degenerated so (), = cc. In
[9] this problem has been discussed and the authors have been obliged to work with a
slightly regularized Euler scheme in order to bypass this difficulty. Now, one may use
(1.3) and to get the convergence for the real Euler scheme (without regularization). But
one loses accuracy: we pass from % to %7 so the result is not optimal.

A last type of results concerns the distance between density functions. This issue has
already been discussed in [3]. Here, in Theorem 3.15 we prove the following: if F and G
are smooth and non degenerated then the density functions pr and pg exists and are
smooth. Moreover, for every multi index « and for every € > 0

10%pr — 0%pcll,, < Cdyy (F, G). (1.4)

This is a striking improvement with respect to the estimate obtained in [3], see (2.53)
there.

2 Abstract framework

In this section we present an abstract framework which covers most of the known
variants of Malliavin calculus and which allows to obtain the integration by parts formula
that we need.

We consider a probability space (2, 7, P) and a subset £ C Np~1LP(2; R). The guiding
example is £ = S or also, £ = D*° (the space of simple functionals respectively the
space of smooth functionals in the classical Malliavin calculus). We assume that for
every ¢ € CgO(IRd) (smooth functions with polynomial growth) and every F € £¢, one
has ¢(F) € £. In particular £ is an algebra. In the sequel we will also use the following
consequence. For 7 > 0 we denote by ¥, : (0,00) — R a smooth function which is equal
to zero on (0,7/2) and to one on (7, c0). Then for every n > 0,

1

Feéf = F\IIU(F)@‘: (2.1)

Moreover we consider

& I': £ x & — £ which is a symmetric bilinear form such that I'(F, F) > 0 and
I(F,F)=0iff F=0.

In the language of Dirichlet forms I is the carré du champ operator. Notice that,
since I'(F, G) € £ and £ is an algebra, if F,G,H € £ then I'(F,G)H € £. We also
may define I'(F, T'(G, H)).

& L : & — £ which is a linear operator.

We assume:

¢ [Chain rule] For every ¢ € C;°(R?) and F = (F, ..., Fy) € £

d
T((F),G) = 0;¢(F)T(F;, G) (2.2)
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In particular, taking ¢(z,y) = zy we obtain
I'(FH,G) = FT'(H,G) + HT(F,G) (2.3)
¢ [Duality formula] For every F,G € &,
E(I'(F,G)) = E(FLG) = E(GLF). (2.4)

Notice that we also have the following extension of the duality formula: using
the duality first and the chain rule for the function ¢(x,y) = xy we get for every
F,G He¢E:

E(HFLG)=EI(HF,G)) =E(HI'(F,G)+ FT'(H,Q))
so that
E(T(F,G)H) =E(F(HLG —T'(H,QG))) (2.5)

This gives the standard integration by parts formula that we present now.
Lemma 2.1. Let F = (F},..., Fy) € £% and let 0%/ = T'(F;, F};),i,j = 1,...,d be its Malli-
avin covariance matrix. We suppose that o is invertible, we denote vp = 0;1, and we
assume that

Vie & Vik=1,..,d. (2.6)
Then for every ¢ € C;°(R%) and G € £
E(9;¢(F)G) = E(¢(F)H;(F,G)) (2.7)
with
d , , d )
Hy(F,G) =Y G(vp'LF, —T(7", Fy)) = Y _ 7' T(G, Fy). (2.8)
k=1 k=1

Moreover, iterating this relation we get
E(0a¢(F)G) = BE(FHL(F,G)) (2.9)

with H,(F,G) obtained by iterations: if « = (ay,...,an) € {1,...,d}™ and @ = (ag, ...,
am—1) then we define H,(F,G) = H,,, (F, Hz(F, G)).

Remark 2.2. If det o is almost surely invertible and (det o) ™! € £ then (2.6) is verified

Proof. We use the chain rule and we get

d d
L(G(F), Fi) = 3 Oip(F)L(F;, Fi) = 3 0i(F)od"

This gives V@(F') = I'(¢(F), F')yr which, on components reads

Then, by (2.5)

k=1
d
=Y E(¢(F)(vg'GLF; = T(5'G, Fy))).- O
k=1
EJP 25 (2020), paper 74. http://www.imstat.org/ejp/
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The non degeneracy hypothesis (2.6) considered in Lemma 2.1 is sometimes too
strong (this is the case in our framework). So we present now a localized version of the
previous integration by parts formula. We recall that ¥, (z) is a smooth function which
is null for < /2 and equal to one for > 7. Notice that o is invertible on the set
{¥,(detor) > 0} so we are able to define

fy}Jn = 'y?jllln(det OF).
And, by (2.1) we know that fy}]n cé.
Lemma 2.3. Let F = (F}, ..., Fy) € £%. Then for every ¢ € C;°(R?) and G € £

E(0,6(F)GW, (det o7)) = E(FH, ,(F,G)) 2.10)
with ;
H,i(F,G) =Y G(vg, LFy — (7, G, Fy)). (2.11)
k=1

Moreover, iterating this relation we get
E(0.0(F)GY, (detor)) = E(FH, «(F,G)) (2.12)

with H, ,(F,G) obtained by iterations: if &« = (1, ...,am) € {1,...,d}™ and @ = (a1, ...,
am—1) then we define H, (F,G) = Hy o, (F, H, 5(F,G)).

Proof. The proof is almost the same as above. The only change is that in the first step
we multiply with ¥, (det o) and we write

L((F), F1.) ¥, (det op) Za@ Yo, (det op).

On the set ¥, (det o) > 0 the matrix o is invertible so we get

d d
0ip(F) Wy (detop) =Y T(S(F), Fi) Wy (det op)yp’ = > T($(F), Fi)vp,

and then, by (2.5)

d
E(0;¢(F)GW,(det op)) = Y BT(S(F), Fi)vyh,G)

=Y E(6(F) (v, GLF: — T (33, G, Fi))- =

2.1 Norms

In order to be able to give estimates of H,(F,G) we need to assume that I is given
by a derivative operator as follows (this is actually always true, see Mokobodzki [16]):

& We assume that there exists a separable Hilbert space H and a linear application
D : & — Np>1LP(;H) such that

i) T(F,G)=(DF,DG),
ii)  DyF :=(DF,h), €&.

We also assume that we have the chain rule: for ¢ € C>°(R?) and F € £ we have
d
iti)  D$(F) =Y d;¢(F)DF,
i=1

EJP 25 (2020), paper 74. http://www.imstat.org/ejp/
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Then we may define higher order derivatives in the following way. D? : & —
Np>1LP(Q; H®?) is defined by (D?F,hy @ ha), o, = Dp, Dp, F. So, if we denote D, F =

(D?*F,hy ® h2>H®2 then D%LIMF = Dy, Dy, F. In a similar way we define (by induction)

k _ k—1
Dy, ... =DnDy " o F

stk —1

We introduce now the norms

k k
Pl =S |DF|ye. |l = [F|+|Fl = |FI+ Y [D'F,..

i=1 1=1

For F = (Fy, ..., Fy) € £ we define

d d
|F|1,k:Z|Fi|1,k> |F|k:Z|Fi|k'
i=1 i=1

Notice that since H is separable we may take an orthonormal base (¢;);c and denote
D;F = D.,F = (DF,e;). Then DF =% ° D,F x e; and more generally

D*F = )" Di. . F x®_e;.

11,0k

Moreover, on the set {detor > 0} we denote

2(d—1 2d
PR (Pl + 1P Pl 2.13)
b det O ’ k det OoF ’
and
Koo (F) = (IF|) gyngr T I1LF])" (1 + |F|1,k+n+1)2d(2n+k)> (2.14)
CalF) = Kna(F) = ([Fl, oy + [LEL) (L [F, )" (2.15)

Cop(F) = [ICu(F) (2.16)

Hp‘

Then, the following lemma is proved in the Appendix of [4]:

Lemma 2.4. A. Let F € £. Suppose that det or(w) > 0. Then, for every k and n there
exists a constant C such that for every multi-index p with |p| < n one has

Hy(F.G), < Cafly S (G, (14 Bra)” (2.17)
p1+p2<k+n
B. For everyn > 0
C
|H,(F,¥,(detop)G)l|, < R X KCn 1 (F) % |Gl - (2.18)

As an immediate consequence of (2.18) and of (2.12) we get

Corollary 2.5. Let ' € £ and n > 0. Then

C
B0 (F) (et o1 )| < e % ot (F) 1 (2.19)
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3 Regularization lemma

We go now on and we give the regularization lemma. We recall that a super kernel
¢ : R? = R is a function which belongs to the Schwartz space S (infinitely differentiable
functions with rapid decrease) and such that for every multi-indexes « and 3, one has

/cﬁ(m)dm =1and /ya¢(y)dy =0 for |a| > 1, (3.1)
1l 050t dy < . (32)
As usual, for a multi-index a = (a1, ..., ) € {1,...,d}™ then || = m and y* = [[", Y,

Since super kernels play a crucial role in our approach we give here the construction
of such an object. We do it in dimension d = 1 and then we take tensor products. We
take ¢ € S which is symmetric and equal to one in a neighborhood of zero and we define
¢ = F~ 4, the inverse of the Fourier transform of ). Since 7! sends S into S the
property (3.2) is verified. And we also have 0 = (™) (0) =i™™ J ™ ¢(z)dx so (3.1) holds
as well. We finally normalize in order to obtain [ ¢ = 1.

We fix a super kernel ¢. For § € (0, 1) and for a function f we define

L (y
o5(y) = 576(%) and fs=fx s, (33)
the symbol * denoting convolution. Moreover, for f € Cf°(R?) we denote
oo = D 10afls- (3.4)
0<al<k

Lemma 3.1. Let f € C°(R?) and F € £%. For every q,m € IN there exists a universal
constant C' (depending on q and m only) such that for every multi-index vy with |y| = m,
every 6 > 0 and every n > 0

54
B, F(F) = B0, ()] < C 0, 1] Pldetar < 1)+~ 1o Cons (F) 3.5)
with Cyy.m (F') given in (2.15). In particular, taking m = 0
54
B () = BUs(F)] < C 1o (Pldetor < m)+ €0 (F)) (3.6)

Remark 3.2. A similar estimate holds for |E(G9, f(F')) — E(GO, fs(F))| with G € £. But
in this case one has to replace P(det o < n) with ||G||, PY/?(det o < 1) and Cyim,1(F)
by [[ |G, 4 my1 ll2Cqtm,2(F) in the right hand side of (3.5). The proof is the same.

Proof. The proof is given in [4] in a particular framework, but, for the convenience of
the reader, we recall it here. Using Taylor expansion of order ¢ (with integral remainder)
and (3.1) we obtain

Oy f(x) — 0y fs(x) = /(Gvf(x) — 0y f(y)ps(x — y)dy = /R%q(% Y)os(z —y)dy
with

Roulen) = 5 30 [ 0,0,5(0+ 20— 0) (e -1 = 270

" al=q

By a change of variable we get

/R%q(x, Y)ps(x —y)dy = % Z /0 /dZ(bg(z)@a&,f(x + A2)2%(1 — X)%dA.
la|=q

EJP 25 (2020), paper 74. http://www.imstat.org/ejp/
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So, we have
E(¥,(detop)0, f(F)) — E(¥,(det or)0y f5(F)) (3.7)

= E(/\Ifn(detap)R%q(F,y)ng(F—y)dy)

% Z/O /d2¢6(Z)E(‘I’n(detUF)%&,f(F+/\z))za(l—/\)qd,\,

la|=q
As a consequence of (2.19)

C
[E(W,(det 07)0a0y f(F + Az))| < ch—&-m,l(F) [f1loc -

We also have, if |a| =g,

/ dz|¢s(2) %] < 69 / 16()] 21! dz (3.8)

so we conclude that
Iy = (B0, (det 77)0, /() = B(¥ (et )0, f5(F))] €~ Cotns (F) ]
We write now
Iy = [E((1 — ¥, (det 07))0, f(F))] < (105 fll o P(det o < 1)
and similarly,
I3 = [E((1 — ¥, (det 07))0, f5(F))| < [0 sl P(det or <n) < [0, f[| P(detor < ).
Since |E(07 f(F)) — E(9" fs(F))| < I + I» + I3, (3.5) follows. O

Remark 3.3. The main contribution of Lemma 3.1 is to separate the quantities concern-
ing the non degeneracy (that is, P(det o > 1)) and the regularity (the Malliavin Sobolev
norms contained in C,, 1(F)): on one hand we localize on the set {detor > 1} where
we have non degeneracy and there we can use the integration by parts formula which
involves the Sobolev norms (multiplyed by 1/n). This is I;. On the other hand, on the set
where det o < 7 we are not able to use integration by parts so we upper bound 9, f by
the infinite norm (put it otherwise, we do nothing). These are I5 and I3.

Under a weak non degeneracy condition for F', we get the following immediate
consequence.

Corollary 3.4. Let F € £%. Suppose that for some k > 0 there exists a positive constant
0. (F) (so, possibly depending on F') such that
P(detor <n) <0.(F)n®  Vn>0. (3.9)

Then for every, g € N and § > 0
K _29_ rq
[Ef(F) = E(fs(F)] < Cllfllo Cg1™ (F)0 (F) x 6752, (3.10)
Proof. One plugs (3.9) into (3.6). This gives

[E((F) =BG < Ol (80P + € ()

Then we optimize over n and 4, that is, we choose 7 in order that the addenda in the
above rh.s. are equal. So, n = (69C4,1(F)/6.(F)) "> and by inserting, (3.10) follows. O
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Example. Let F = A? with A a standard normal random variable. We use standard
Malliavin calculus to see what (3.10) gives in this case. We have DF = 2A so that
or = 4A? and then (3.9) reads

1
PA? <) = P([A] < 5i1) <n*/3
Sok = % here and for every ¢ > 0, (3.10) gives (one takes g large enough)

E(f(F) = E(fs(F)| < Ce || fllog x 8275 = Cc ||f ]| x 677°

But some informal computations give

[E(f(F)) — E(fs(F)| ~ C | f]l., x 62

So our calculus is not sharp: we get % instead of %

In the regularization Lemma 3.1 we have not assumed that o is invertible but we
preferred to keep P(det o < 7). We give now a variant under a strong non degeneracy
assumption for F': for every p > 1

E((detop)?) < Cp < 0. (3.11)

Denote
Q(F) = C1o(F) (E(det o) =)/ (3.12)

and C; »(F) is given in (2.16).

Lemma 3.5. Let f € C°(R%) and F € & such that (3.11) holds. For every q,m € IN
there exists a universal constant C (depending on q and m only) such that for every
multi-index ~ with |y| < m, every § > 0 and everyn > 0

[E(0y f(F)) —E(0, fs(F))| < Co| f|l oo Lagtm (F). (3.13)

Proof. We follow the same reasoning as in the previous proof and we come back to (3.7),
but we do not multiply with ¥, (det 0) anymore:

(vf( ) — E(0, f5(F))
4 Z/ /dz% E(9a05 f(F + A2))2*(1 = A)%dA.

la|=q
Using the standard integration by parts formula (2.9) we obtain, for some p > 1
[E(0ady f(F +A2))| < (E(det o) 2 H™)V2C, 10 o (F) || £l

And by (3.8) we conclude that

(B0, f(F)) = B0y f5(F)| < Qum(F) [| fllo0 07 -

In [4] one gives the following more sophisticated version of the regularization lemma
for smooth functions with polynomial growth. More precisely we denote by CI?O(IRd) the
space of smooth functions such that for every ¢ € IN there exists L,(f) and [,(f) such
that, for every multi index with |a| < ¢ and every z € R?

100 f ()| < Ly(f)(1 + |z|)la).

Then we have the following result (see [4] Lemma 5.3)
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Lemma 3.6. Let F € £% and q,m € IN. There exists some constant C' > 1, depending on
d,m and q only, such that for every f € Cg;[m(IRd), every multi-index v with |y| = m and
everyn,d >0andp > 1

(0, f(x + F)) = B0, f5(z + F)| < OO+ ||, (1 + )

04
X (Lm(f)clm(f)2lm(f)IP(p71)/p(det op < 77) + 2l0(f)clo(f)+q Lo(f)mcq+7rz,l(F)).

(3.14)
3.1 Convergence in total variation distance
Let us introduce the following distances:
di(F,G) = sup{[E(f(F)) = E(f(G)]: Y 0°fll, <1} (3.15)

la|=k

In the case k& = 0 this means that the test functions f are just measurable and bounded
and in this case dj is the so called “total variation distance” that we will denote by dry .
Another interesting distance is the “Wasserstein distance”

dw (F,G) = di(F, G) = sup{[E(f(F)) = E(f(G))] : [Vfll < 1}.

In many problems the estimate of the error involves some Taylor type expansions and
then the test functions have to be differentiable and the norms of the derivatives come
on. So we are able to estimate d; for some k. And then one asks about the possibility to
obtain estimates for measurable test functions, as in total variation distance. And one
may use the regularization lemma presented before in order to do it. We give several
forms of such a result. But as we will show, the regularization lemma can be applied to
other distances. As an example, in the sequel we consider also the following distance
between random vectors in R%: we set

der(F,G) = sup{’]E(eiw’F>) - E(eiw’m)‘ 9 € R}, (3.16)

So, d¢F is the maximum distance between the characteristic functions of ' and G. There
are many situations where it is easier to obtain bounds on the difference of characteristic
functions, especially when the targets in consideration are infinitely divisible. One may
for instance consult [1] for an introduction to Stein’s method theory for this kind of
distribution. Again, the regularization lemma allows one to pass from such distance to
the distance in total variation.

The key remark which allows to use the regularization lemma is the following.

Lemma 3.7. Let ¢s be the super-kernel introduced in (3.1)-(3.2) and let F, G denote
random vectors in R%. We also fix a multi-index (3 with || = r (including the void multi-
index, in which case r = 0). Then for every k € IN there exists a constant C depending
on k and r only such that for every f € C,(R%)

[E(0°(f % ¢s)(F)) = B(0°(f * 65)(G))| < C6~FHdi(F,G) x ||f|, - (3.17)
We also have, for a constant C' > 0 depending on r only,

(0% (f  65)(F)) — B(0°(f % 65)(Q))| < CO~CHDdop(F,G) x |If],.  (3.18)
And moreover, for every € > 0 one may find C (depending on ¢ and r) such that

[E(0°(f * ¢5)(F)) = E(0°(f % ¢5)(G))| < C6~ P dop(F,G) ™ x ||fll-  (3.19)
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Proof. (3.17) is an immediate consequence of the definition of dj, and of ||0%(f * ¢s)|| . <
OO 5 || fll oo

Let us prove (3.18). Take first f € S (Schwartz space). Let Ff(¢) = [ f(z)e 2"{@:8 dy
denote the Fourier transform of f and Fr(¢) = E(¢{"¢)) be the characteristic function
of F. Then, using the inverse F~! of F

E(f(F) = B(FF ' (F)) =F / FLf()e 2RO g — / FUf(€) Fr(—2me)de.

Take « such that 9% = 97 - - - % and notice that, by using integration by parts, one obtains
FLoof(€) = (2mi)24 [[, 2F 1 f(€). Setting B(0,1) the ball of radius 1 centered at 0 in
R¢, we can write

B . 1 e .
PO Fe(-2mie)de + i [ o T2 7 @ Fe(-2mieyic

i=1

E((F)) = [

B(0,1)
It follows that

[E(f(F)) = E(f(G)] < CllFr = Falloo (IF " flloo + IF 10 flloo)
= Cder(F,G)(IF flloe + [F 710 fllc)-

We will use this formula with f * ¢5 instead of f. One has

|F 7107 (f % )|, =0 PN FH(F % 0°079) oo < 6711 |If 0790,
<5 MYfIL 107N, < Cs £l -

So, by inserting above, (3.18) is proved. In order to prove (3.19) we take a truncation
function ¥, € C*°(R?) such that 15,,0) < ¥ < 15,,,,(0) and we use (3.18) for f¥ ;.
Since || ¥y, < CM?| f||,. we obtain

[E((fTnr) % 0°65(F)) — B((fnr) % 0°$5(G))| < C6~CHI M| f|| o dor(F,G).
Notice that for ¢ one has
/Iqu\aﬁ%(y)!dy:éq‘r/Iy\q\a%(y)!dy-
Moreover, since I’ has finite moments of any order, one has,
P(|F -yl >M+1) < MTIE(|F —yl") < CM (1 + [y|?).

So, for every g,

IN

[E((f(1 = War)) * 8705(F))| ||fHoo/IP(|F —yl = M +1)[0°5(y)|dy

Co" [ fllog M1

IN

The same is true for G and then, combining the two previous estimates we obtain, for
everyg e IN

|[E(f x 8705(F)) — E(f x 8°65(G))| < C6~ D | f| (dor(F.G)M? + M 7).

We optimize over M: we choose M such that dop(F,G)M? = M~ We get M =

_ 1
do i (F,G) and by inserting, we obtain (3.19). O
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We first consider the case in which both F' and G satisfy the weak non degeneracy
condition in (3.9).

Lemma 3.8. Let F,G € £% be such that (3.9) holds true for some fixed x > 0. Then for

everyk,g e IN .
dry (F,G) < C x (Cpq(F) + Cr o(G)) " dy (F, G) Fra (3.20)

with , v
CN;Q(F) = HN(F)qu,2(F)m7 a = Kl+2q. (3.21)

Moreover, for every e > 0

dry (F,G) < C x (Crog(F) + Cr o (G)) 755 dep (F, G) 55 (3.22)
Proof. By (3.17) (with r = 0)
[E(f * ¢5(F)) = E(f * 5(G)] < || fll o di(F, G)5*,
so, using (3.10) we get
E(f(F)) = E(f(@))] < C||fllog (Crg(F) + Crg(G))5750 + dy(F, G)5").

We optimize over ¢: we choose ¢ such that (C,; 4(F) + C,{,q(G))(Sﬁ%q = di(F,G)6%. We

_1
get 0 = ((Crq(F) 4 Cry(G))/dp(F,G))***, a being given in (3.21), and by inserting,
(3.20) follows. The proof of (3.22) is the same, but one employs (3.19). O

We give now a result under the strong non degeneracy condition both for F' and G:
(det (3’}7)717 (det O’G)il € ﬂpzlLP.

Lemma 3.9. Let F,G € £ be such that Q,(F') + Q,(G) < oo for every g € IN (see (3.12)).
Then, for every q,k € IN there exists a constant C (depending on q and k only) such that

dry (F,G) < C(Qy(F) + O (G)TF x di'* (F, Q). (3.23)
In particular, for every e > 0
dry (F,G) < C(Qye) (F) + Que) (G))° x & (F, G) (3.24)
with q(e) = k(1 — 1). Moreover, with q(¢) = 2d(1 — 1),
dry (F,G) < C(Qy(e) (F) + Qu)(G))° x dop” (F.G) (3.25)
Proof. Let f € C:°(R) and 6 > 0. Using (3.13)
[E(f(F)) = E(f * ¢s(F))] < C6 || | o Qq(F)

and a similar estimate holds for G. Moreover by (3.17)

C
[E(fs(F)) — E(f * ¢5(G))| < 5 I fll o i (F, G)
so that
1
I
We choose § such that §9(Q,(F) + Q,(G)) = 55 di(F,G), that is, § = (d(F, G)/(Qq(F) +
Qq(G)))Q%’“ and we get (3.23). Using (3.19), we obtain, in the same way, (3.25). O

[E(/(F)) = E((G))] < C e (07(Qu(F) + Q4(G)) + 55u(F, ).
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Remark 3.10. Compare with Corollary 2.8 pg 11/33 in [3] - there we have d,le/(k’ﬂ) (F,F,).
So it is much less good there. The reason is that we have now a much stronger
regularization lemma. Compare the estimate (2.29) pg 8/33 in [3] with (3.6) here:
here we have “for every q” and this is what gives the much better result.

We finish this section with a variant of the previous Lemma: now we assume the
strong non degeneracy condition (detop)™' € N,>;LP for F but we assume no non
degeneracy condition on GG. Then we get the following:

Proposition 3.11. Let F,G € £ be such that Q,(F) + C,4,1(G) < oo for every g € IN (see
(3.12)). Then, for every p,p’ € IN and every ¢ > 0 there exists a constant C' (depending
on e, p,p') such that

—€

dry (F,G) < C x Co(F,G) x (dy(F,G) + dy (det o, det o)) (3.26)
with
Co(F,G) =1+ Que)(F) + Cyey1(G),  qle) = max{[4p/e] + 1,[p/2¢] + 1}.  (3.27)
Moreover, with q(¢) = max{[8d/e] + 1, [p’/2¢] + 1} one has
drv(F,G) < C x C.(F,G) x (dop(F,G) + dy(det o, det o)) °. (3.28)

Proof. We denote
dppy =dp(F,G) +dp(detop,det og).

Take 1 > 0 and take ®,, € Cy°(R ) such that 1y, < ®, < 1(g 2, and H<I>$,k)\|oo < On~k.
We recall that o4 is the Malliavin covariance matrix of G and we write

P(detog < n)

< E(®,(detog)) < E(P®,(detor)) + |E(P,(det 0g)) — E(P,(det op))| (3.29)
<P(op <2n)+ Cn*p/dp/(det op,detog)

< C’(Qp(F)np + n_p,dm”)

the last inequality being true for every p. Then, using the regularization lemma, we get
for every § > 0 and every g € IN

q

[E(/(G)) = B(f5(G))] < C ||l (P(detog < n)+ qucq,mG))
< Ol (QulF) + GG (i + 177 by + 51,

We also have P(or < 1) < Q,(F)n” for every p so that the regularization lemma for F'
gives

[BUE) - BUS(ED] < C Il QlF) (1 + 55
On the other hand
E(f5(F) ~ E(f5(G))] < C |l 67d,(F. ).

Putting these together

BUE) ~ BUG)| < C Il (14 QulF) + ColG) (5 P+ 07 iy + 2.
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We fix now € > 0 and we choose § and 7. First take 6 = dffp, so that

—p _ 41-2pe
4 (ipvp/ - Lip,p/ .

Take n = d;/ p2, so that d; , x n~2 = 1 and consequently
2qe qe
ﬁ — p.pr — 1 dp _ qae
n24 n24 p,p’ n24 p.p'”
We also have
—p’ _ 1-p’e/2 _ pe/2
nPdpy =d, and 0’ =d, )’ .

Choose ¢ = 1/¢ and p = 2/¢ in order to obtain
p, 9
n" + ;;Z; < QClPJf'
Then

IE(f(F)) — E(f(G))] < O Ifllae (14 Qpaye) 1 (F) +Claje)+1,1(G)) (dh 77 +db P % 4 dy ).
Take now & = max{2pe, p'e/2} and ¢(¢) = max{[4p/€] + 1, [p' /28] + 1}. The above estimate
reads

[E(f(F)) = E(F(G)] < C1fllo (1 + Qo) (F) + Co2)1(G)) x d}
so (3.30) is proved. In order to prove (3.28), we proceed as before but we use (3.19)
instead of (3.17). O

In inequality (3.29) one can replace det o with any other random variable H > 0
such that P(H <) < ¢,n" for every x and n > 0, that is, H~' € N,LP. So, Proposition
3.11 can be reformulated as follows:

Proposition 3.12. Let F,G € £ be such that Q,(F) + C,1(G) < o for every g € IN (see

(3.12)). Let H > 0 be ar.v. such that H~! ¢ N, LP. Then, for every p,p’ € IN and every
€ > 0 there exists a constant C' (depending on ¢,p,p’) such that

dry (F,G) < C x C.(F,G, H) x (dy(F,G) + dy (det o, H))' 7, (3.30)
with C.(F, G, H) = C.(F,G) + ||H |2/ with C<(F,G) given in (3.27). Moreover,
drv(F,G) < C x C.(F,G, H) x (dop(F,G) + dy (det o, H))' ™. (3.31)

Remark 3.13. Proposition 3.11 essentially says that if (F,,,detor, ) — (F,detop) in
some “smooth distance” d,, (for example in the Wasserstein distance dy ) then F;,, = F
in total variation distance. And Proposition 3.12 says that it is not necessary that oy,
converges to op: one can also have (F,,detop, ) — (F, H). In any case one obtains the
estimate of the speed of convergence: one loses a little bit because we have the power
1 — . The striking fact is the we do not need the non degeneracy condition for F;, but
only for F.

Remark 3.14. For the use of Proposition 3.11, in concrete applications it may be difficult
to compute d,(det o, det o). Then we are obliged to come back to “strong distances”:
we have d; (det op, det o) < (|DF||*™" + |DG||*") |DF — DG|| so we take p’ = 1 and
we get

drv(F,G) < C x C<(F,G) x (d,(F,G) + |DF — DG||)' ¢ (3.32)

Notice however that here we lose the right order of convergence. For example, in
the case of the convergence of the Euler scheme X}* to the diffusion process X; we
have d; (X]', X;) < € but |DX] — DX, ~ % This is because we deal with the weak
convergence in the first case and with the strong convergence in the second one. So we
pass from % to "11/2 . If we have an ellipticity property, then we do no need to estimate

| DX} — DX;|| so we are at level 1.
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3.2 The distance between density functions

We give here an immediate application of the regularization lemma under the strong
non degeneracy condition (Lemma 3.5): we estimate the distance between density
functions.

Proposition 3.15. Let F, G € £¢ be such that Q,(F) + Q,(G) < oo for every q € N (see
(3.12)). Then for every k € N, every multi index a = («ay, ..., au,) and every ¢ > 0 there
exists some constants C' and ¢q (depending on ¢, k and on m) such that

[0 f(F)) — B f(G))| < Cd}, *(F,G) || fll o (Qq(F) + Qq(G))° (3.33)

In particular if pr and pg are the density functions for F and G respectively, then for
every r € R?

0°pr (2) = 0°pa(w)| < Cdy™*(F, G)(Qq(F) + Q4(G))° (3.34)
The same estimates hold with d;,*(F, G) replaced by d¢ ;5 (F, G).

Remark 3.16. Compare with the estimate (2.53) pg 14/33 in [3]: here the estimate is
much better because, using d; for example, we have just d *(F,G) < E(|F — G|)'~¢ and
the Sobolev norms of F' — (G are not involved (as it is the case in [3]).

Proof. We will prove just (3.33) because (3.34) follows by standard regularization meth-
ods. To begin we use (3.13) and we get

B f(F)) = E(O%(f * ¢6)(F))] < Co | f[l oo Lagtm(F)
and a similar estimate for G. Moreover, using (3.17)
[E(°(f * ¢5)(F)) = B(0“(f % ¢5)(G))] < C5~FF™dy (F,G) x ||f]|
so that
B0 f(F)) — E(0*f(G))| < C(6~* ™ dy(F,G) + 69 (Qqm(F) + Qqim(G))) | fll o -
We choose § such that §~*+™)d (F, G) = §%(Qqim(F)+ Qq+m(G)), thatis, § = (di(F, G)/
(Qqm(F) + Qq+m(G))) T , so that
[E(0° F(F)) ~ E(@” £(G))] < C AT (F,G)(Qutm (F) + Qurm (@) ™7 ||

Then we choose ¢ large in order that kiﬂiq < g, and we get (3.33). O

4 Examples

4.1 Euler scheme

In this section we discuss the convergence in total variation distance of the Euler
scheme.
We consider the d dimensional diffusion process

m t t
Xt:a:+2/ aj(Xs)ng'—&—/ b(X4)ds
= o 0

where o; € C°(R%, RY),j = 1,...,m and b € C{°(R?%, RY). We are concerned with the
Euler scheme defined in the following way. We fix n € IN, we define 7,(t) = £ for

% <t< % and then the Euler scheme is given by
mo ot 4 t
Xf=z+) / o (X2 ))dBl + / b(XT (,))ds.
= 0
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In this framework there are two types of errors which are of interest: first, the “strong
error” is || X; — X', < % And moreover, the weak error: for f € C¢(R?), Talay and

=
Tubaro proved in [28] that

B/ (X)) ~ B < O fllg o * 1)

Then one is interested to obtain the above estimate for measurable and bounded func-
tions, so to replace | f[|s ., by [ f[l,, in the above estimate (this means to obtain the
estimate of the error in total variation distance). This has been done by Bally and Talay
in [9] and by Guyon in [13] by using Malliavin calculus (another approach, based on the
parametrix method has been given by Konackov and Memen [15], in the elliptic case). In
order to do this one has to assume a non degeneracy hypothesis. We construct the Lie
algebra associated to the coefficients of the above SDFE:

Ao ={o1,...,om},
Ak - {[01,1/1}» ceey [Umﬂ/)]» [ba Uj] : 1/’ € Akfl}

where [¢, ] = (¢, Vi) — (b, V@) is the Lie bracket. We also denote Ay (z) = {¢(z), ¢ €
Ay }. Then we have two types of non degeneracy conditions: the ellipticity condition in «
means that o1 (), ..., 0., (z) span RY. This is also equivalent with the fact that oo*(z) is
invertible The second condition, much less strong, is that Uycn.Ax(2) span R?. This is
the so called Hormander’s condition. And Hormander’s theorem (proved by Malliavin
by a probabilistic approach) say that under this condition the law of X;(z) is absolutely
continuous and has a smooth density.

Let us come back to the estimate of the weak error in total variation distance. J.
Guyon proved in [13] that if the uniform ellipticity condition holds that is oo™ (z) > A > 0
for every z, then

IMﬂEWM—EUUﬂ@MSCWMX%- (4.2)
The estimate of the weak error in total variation distance, under the Hormander condition,
has been done in [9] under the “uniform Hormander condition”: there is a £k € IN and
some A > 0 such that
A(z) == ‘glfl (h(z),€)* > A
YEAL

But here a supplementary difficulty appears: the Hormander assumption is not
sufficient in order to guarantee that the Malliavin covariance matrix oxp(,) of the
Euler scheme X['(z) is invertible (and this was a crucial ingredient in the proof). In
[9] this difficulty has been bypassed by replacing X}*(x) by the “regularized version”
X, (x) = X} (z) +&,A where A is a standard normal random variable independent of the
Brownian motion B. From a simulation point of view this is really not a problem because
this just means to simulate one more random variable A. And one proves that

E(f(Xe(x))) = E(F(X} (@))] < Cllfll x % (4.3)

Although from a practical point of view this has not big interest, the following theoretical
question remained open: is it possible to prove (4.3) for the real Euler scheme X' (z)
(without the regularization factor ¢, A) under the Hérmander condition?

Let us see what we may obtain using the results from the previous sections. We use
the standard Malliavin calculus so now £ = D*° (see the notation in Nualart [22]). And
under our assumptions on the coefficients (o;,b € C;;O(Rd, ]Rd)) standard estimates yield,
foreveryge IN

CalXe(@)) + supCy(X7(2)) = Oy < oo.
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Moreover, if the ellipticity condition holds, one proves that det ox,(;) > A(z) > 0 and
det oxn(y) > A(x) > 0 with A\(z) independent of n. It follows that

Qu(Xe(2)) +sup QX' (2)) = Qq < o0.

So, using (3.24) first and (4.1) then, we obtain for every ¢ > 0
C

nl—e’

(4.4)

dry (X, X7') < C x di (X4, XJ) <

Comparing with the result of Guyon (4.2) we see that we have lost a little bit because we
have the power 1 — ¢ instead of 1. This is a structural drawback of our method which is
based on optimization. However there is a slight gain because we need just ellipticity in
the starting point x and not uniform ellipticity.

Let us see now what we are able to say under Hérmander’s condition. We stress
that we do not need the uniform Hormander condition but only the condition in the
starting point z: we just assume that Span{UrenAx(z)} = RY. This is sufficient in order
to guarantee that det ox,(,) > 0 and this is all we need. As we mentioned above, we are
no more able to prove that det OX7(x) 2 A(z) > 0 so we have to use (3.26) (together with
(4.1)):

drv (Xy, X;') < C x (dg(Xy, X;") + dp(det ox,, det oxp))' ~°

1—¢

1
< C x (ﬁ +dy(detox,,det O'Xt”))

Now we have to estimate d,(detox,,det o th). If we were able to prove that for some
p € IN one would have d,,(det ox,,det oxp) < <, then we come back to the same estimate
as in the elliptic case. At a first glance this seems reasonable, but taking things seriously
this is not so clear — we give up to answer this question here, and we just notice that easy
standard arguments give || det ox, — det oxp|[; < % which yields d; (det ox,,det oxp) <
—C>. Finally we obtain:
C
drv(Xe, X{') < ——. (4.5)

nz—¢

We conclude that we are still able to prove that lim,, drv (X¢(z), X;*(z)) = 0 but we lose
much on the speed of convergence.

Remark 4.1. We guess that one could obtain the rate (Inn)®/n instead of 1/n!~¢. But
this would require hard work and we are not able to do it at this time. However we
believe that the method presented in our paper always loses a little bit and never gives
1/n.

4.2 Central Limit Theorem for Wiener chaoses

Letus fix1 <q; < ¢ <--- < qq a sequence of d positive integers. Let us consider
here F,, = (Fi n, - , Fan) a sequence of random vectors such that forall i € {1,--- ,d}
and all n > 1, the random variable F; ,, belongs to the ¢;-th Wiener chaos. We will further
assume that the covariance matrix of F), is the identity matrix for every n > 1. A central
result of Nourdin-Peccati theory established in [19] provides an explicit bound in total
variation between the distribution F;, and the distribution of a standard Gaussian vector,
say N = (Ny,---, Ng):

dry (F,N) < C® (E (|F,|*") —E(IN[*)), ®(z) = |log(z)|vz. (4.6)

Let us mention that an entropic result is actually proved in [19] and the previous bound
is the corresponding total variation estimate which is derived from Pinsker inequality.
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The proof of (4.6) uses clever arguments from information theory which are never-
theless rather specific to Gaussian targets. Our goal here is to apply Proposition 3.12 to
this situation and to compare the bounds. First, from [18] one has the following result
regarding the Wasserstein distance:

Nl

K2

dy (F,N) < C{ zd: E((ai,j - gr[Fm,Em]f)} : 4.7)
ij=1

while from [21] one gets the bound

d

3 IE(((SM - iF[Fi,n,ij])Q) <E(F,[*) - B(NJ). 4.8)
ij=1 v

Finally it is obvious that for some constant C only depending on d we get

4 1 2\13
dw (det o, det D) < C| 3" B((6: - aF[Fi,n,Fj,n]) e (4.9)
ij=1 !
with D = Diag(qi1,q2, - ,qq4). Since D is a deterministic invertible matrix and F, is

uniformly bounded in D*°, one can apply Proposition 3.12 with H = det D. For every
€ > 0, gathering the bounds (4.7), then inequalities (4.8) and (4.9) lead to

dry (F,N) < Ce (B (|F,J1) ~ B (IN]1) (4.10)

which, up to an arbitrarily small loss, retrieves the correct order of magnitude in the
total variation estimate of the so-called fourth moment Theorem.
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