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We investigate percolation of the vacant set of random interlacements on
Z

d , d ≥ 3, in the strongly percolative regime. We consider the event that the
interlacement set at level u disconnects the discrete blow-up of a compact set
A ⊆ R

d from the boundary of an enclosing box. We derive asymptotic large
deviation upper bounds on the probability that the local averages of the oc-
cupation times deviate from a specific function depending on the harmonic
potential of A, when disconnection occurs. If certain critical levels coincide,
which is plausible but open at the moment, these bounds imply that condition-
ally on disconnection, the occupation-time profile undergoes an entropic push
governed by a specific function depending on A. Similar entropic repulsion
phenomena conditioned on disconnection by level-sets of the discrete Gaus-
sian free field on Z

d , d ≥ 3, have been obtained by the authors in (Chiarini
and Nitzschner (2018)). Our proofs rely crucially on the “solidification esti-
mates” developed in (Nitzschner and Sznitman (2017)).

1. Introduction. Random interlacements have been introduced to understand the kind of
disconnection or fragmentation created by a simple random walk, and constitute a percolation
model with long-range dependence and nontrivial percolative properties; see, for example,
[20, 21, 27]. This article aims at understanding the optimal way for random interlacements
on Z

d , d ≥ 3, to disconnect the discrete blow-up of a compact set from an enclosing box,
when their vacant set is in a strongly percolative regime.

Specifically, we consider for the discrete blow-up of a compact set A ⊆R
d the disconnec-

tion event that random interlacements isolate it from the boundary of an enclosing box. Our
goal is to track the behavior that conditioning on disconnection entails for the occupation-time
profile of random interlacements. As a main result, we derive an asymptotic large deviation
upper bound on the probability of the event that the average of the occupation-time profile
deviates from a certain function involving the harmonic potential of A, when disconnection
occurs. Large deviation results on the probability of the disconnection event itself have been
obtained in [14], concerning lower bounds, and in [24] for upper bounds in the case where A

is itself a box. The latter were later generalized to arbitrary compact sets A in [17] by making
use of “solidification estimates,” a technique that is also pivotal in this work. It is plausible
but open at the moment that certain critical levels for the percolation of the vacant set of ran-
dom interlacements coincide. If this is the case and the set A is regular, the upper and lower
bounds of the references given above would match in principal order and yield the exact
asymptotic behavior for the probability of the disconnection event. Under the same circum-
stances, the results put forward in this work imply that conditioning on disconnection will
effectively force the occupation times of the random interlacements to be pinned locally to
(
√

u+ (
√

u∗ −√
u)𝒽A(·/N))2, where 𝒽A is the harmonic potential of the set A, u is the level

of the random interlacements under consideration and u∗ is the critical level for percolation
of the vacant set. This shift in the local level of the occupation-time profile conditionally on
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disconnection should be compared with the “strategy” used in [14] to enforce disconnection,
making use of so-called tilted interlacements and provides further evidence that this object
emerges naturally when conditioning random interlacements on disconnection.

The upward shift for the occupation-time profile can be understood in the context of en-
tropic repulsion phenomena, and we are guided by similar findings for the Gaussian free
field conditioned on disconnection by level-sets in a strongly percolative regime (see [4]),
which extend a more elementary result from [16]. Namely, if certain critical levels coincide,
forcing the excursion set of the Gaussian free field below a given level to disconnect the dis-
crete blow-up of a regular set A from the boundary of a box, lowers the field by an amount
proportional to the harmonic potential of A. This behavior is reminiscent of the study of clas-
sical entropic repulsion phenomena, which focuses on a Gaussian free field conditioned to be
positive over a given set; see, for instance, [2, 3, 5].

We will now describe the model and our results in a more detailed way. Consider Z
d ,

d ≥ 3. For a given u ≥ 0, we let Iu stand for continuous-time random interlacements at
level u in Z

d , which are governed by some probability measure P. The vacant set at level u is
denoted by Vu = Z

d \Iu. For a thorough introduction and background on the model, we refer
to [6]. There are three critical levels 0 < u ≤ u∗ ≤ u∗∗ < ∞ in the study of the percolation
of the vacant set. The strongly nonpercolative regime for Vu corresponds to u > u∗∗, and the
strongly percolative regime to 0 < u < u (the positivity of u was proved in [7]). We refer to
(1.2) and (3.3) of [24] for the precise definition of these levels. The level u∗ corresponds to
the threshold of percolation for the vacant set of random interlacements. Although plausible,
it is still an open question to show that these three levels are in fact equal (progress toward
showing u∗ = u∗∗ might come from [8]).

We consider a compact set A ⊆ R
d with nonempty interior which is contained in the

interior of a closed box of side-length 2M , M > 0, centered at the origin. For an integer
N ≥ 1, we define

(1.1) AN = (NA) ∩Z
d and SN = {

x ∈ Z
d; |x|∞ = 
MN�}

(where 
·� denotes the integer part and | · |∞ the sup-norm of a vector in R
d ), which are the

discrete blow-up of A and the boundary of the discrete blow-up of the box that contains A.
In what follows, we study the disconnection event

(1.2) Du
N = {AN

Vu

�←→ SN },
which stands for the absence of a path in Vu that connects AN to SN . The asymptotic leading
order behavior of P[Du

N ] has been obtained in [14, 17]. On one hand, Theorem 0.1 of [14]
gives the lower bound for u < u∗∗,

(1.3) lim inf
N

1

Nd−2 logP
[
Du

N

] ≥ − 1

d
(
√

u∗∗ − √
u)2 cap(A),

where cap(·) stands for the Brownian capacity (see, for instance, [18], page 58, for a defini-
tion).

On the other hand, Theorem 4.1 of [17] also provides us with an upper bound for u < u,
namely

(1.4) lim sup
N

1

Nd−2 logP
[
Du

N

] ≤ − 1

d
(
√

u − √
u)2 cap(Å),

where Å denotes the interior of the set A. As mentioned, if A is regular in the sense that
cap(A) = cap(Å) and if the critical levels u, u∗ and u∗∗ are shown to be equal, then the
right-hand sides of (1.3) and (1.4) coincide.



ENTROPIC REPULSION BY DISCONNECTION 1319

FIG. 1. Occupation-time field conditioned on disconnection.

The proof of the lower bound (1.3) is based on a change of probability method and in-
volves the use of probability measures P̃N governing tilted interlacements. The choice of
P̃N corresponds in essence to a certain strategy to enforce disconnection—roughly speaking,
under P̃N the interlacements follow a slowly space-modulated intensity equal to ℳu

A( x
N

) =
(
√

u+ (
√

u∗∗ −√
u)𝒽A( x

N
))2, x ∈ Z

d , which informally creates a “fence” around AN , where
they locally behave as interlacements at a level u∗∗ (one actually chooses a level slightly
above u∗∗ in the construction). Thus, the tilted interlacements are in a strongly nonpercola-
tive regime in the vicinity of AN , and disconnect this set from SN with high probability, or in
other words, Du

N becomes typical under P̃N . The fact that the lower and upper bounds coin-
cide for regular sets, if the critical levels are the same, hints at a certain optimality of the tilted
interlacements: Whenever the rare event Du

N occurs, we expect the random interlacements to
effectively behave like tilted interlacements. Our main results (1.8) and (1.9) provide further
evidence that this reasoning is indeed correct.

We introduce the random measure on R
d

(1.5) ℒN,u = 1

Nd

∑
x∈Zd

Lx,uδ x
N
,

where (Lx,u)x∈Zd stands for the field of occupation times of continuous-time random in-
terlacements at level u > 0 (see Section 2 for details) and we define for any continuous,
compactly supported function η :Rd →R, and any signed Radon measure ν on R

d

(1.6) 〈ν, η〉 =
∫

η(x)ν(dx).

Moreover, if ν(dx) = f (x)dx holds, we write 〈f,η〉 instead of 〈ν, η〉. For two nonnegative
Radon measures μ, ν on BR ⊆ R

d , a closed box of side length 2R > 0 centered at the origin,
we denote by dR(μ, ν) the sum of |μ(BR) − ν(BR)| and the 1-Wasserstein distance among
the probability measures obtained by normalizing ν and μ by their respective total masses;
see (4.4) for a precise definition.

Finally, we introduce for B ⊆ R
d open or closed the function

(1.7) ℳu
B(x) = (√

u + (
√

u − √
u)𝒽B(x)

)2
, x ∈ R

d,

with 𝒽B the harmonic potential of B (see (2.18)).
Our main result comes in Theorem 4.1 and states that for u < u, � > 0 and any R > 0

with [−M,M]d ⊆ BR , one has

(1.8)

lim sup
N

1

Nd−2 logP
[
dR

(
ℒN,u,ℳu

Å

) ≥ �;Du
N

]

≤ − 1

d
(
√

u − √
u)2 cap(Å) − c1(�,R,A,u),

where c1(�,R,A,u) is a positive constant depending on �, R, A, u and also on d , which
fulfills c1(�,R,A,u) ∼ c2(�,R,A)

√
u as u → 0, where c2(�,R,A) > 0 (see Figure 1 for

an illustration). Moreover, we show in Corollary 4.2 that if u = u∗ = u∗∗ holds and cap(A) =
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cap(Å), one has an asymptotic result for the conditional measure given disconnection, which
states that for u < u∗ and R > 0 fulfilling [−M,M]d ⊆ BR , it holds that

(1.9) lim
N

E
[
dR

(
ℒN,u,ℳu

Å

)∧ 1|Du
N

] = 0.

If we fix R > 0 large enough so that [−M,M]d ⊆ BR , then P[ · |Du
N ]-almost surely, one

has ℒN,u(BR) > 0, thus, in view of the definition of dR , we can rephrase the above statement
as follows: conditionally on Du

N , the random measure ℒN,u converges weakly in probability
to ℳu

A when restricted to BR . In other words, local averages of the occupation-time field are
pinned to ℳu

A.
As mentioned earlier, random interlacements were introduced to study the disconnection

or fragmentation created by a random walk, which itself can be seen heuristically as the limit
as u → 0 of random interlacements. Therefore, it is natural to ask whether the occupation-
time field of the random walk experiences a similar entropic push when it is conditioned to
isolate the blow-up of the macroscopic body AN from the boundary of the enclosing box
SN . In the case of large deviation upper bounds for the disconnection by random walk, a
coupling argument was pertinent to infer the leading order behavior for the disconnection
probability as the limit when u → 0 of the equivalent quantity for random interlacements;
see Corollary 6.4 of [24] and Corollary 4.4 of [17]. One may hope that the results of this
article provide some insight into the “random walk conditioned on disconnection”; see also
Remark 4.7.

The article is organized as follows: In Section 2, we introduce further notation and re-
call useful results about random walks and random interlacements, some potential theory
and solidification estimates from [17]. In Section 3, we prove an exponential upper bound
for the occupation time of a perturbed potential, which is instrumental in the proof of the
main result. In Section 4, we state and prove Theorem 4.1, which corresponds to the entropic
repulsion under disconnection for the occupation-time field (1.8). In the Appendix, we pro-
vide in Proposition A.1 an asymptotic comparison between Brownian capacities of certain
well-separated finite collection of boxes in R

d of similar sizes.
We conclude this Introduction with our convention regarding constants. We denote by

c, c′, . . . positive constants changing from place to place. Numbered constants c1, c2, . . . will
refer to the value assigned to them when they first appear in the text and dependence on
additional parameters is indicated in the notation. All constants may depend implicitly on the
dimension.

2. Notation and useful results. In this section, we introduce some notation and collect
useful results concerning random walks, potential theory, random interlacements and the so-
lidification estimates for porous interfaces from [4] and [17]. These solidification estimates
will be pivotal in the following sections to derive the large deviation upper bound (1.8). We
will assume that d ≥ 3 throughout the article.

We start by introducing some notation. For real numbers s, t , we denote by s ∨ t and s ∧ t

the maximum and minimum of s and t , respectively, and we denote the integer part of s by

s�. We consider on R

d the Euclidean and �∞-norms | · | and | · |∞ and the corresponding
closed balls B2(x, r) and B∞(x, r) of radius r ≥ 0 and center x ∈ R

d . Also, we denote by
B(x, r) = {y ∈ Z

d; |x −y|∞ ≤ r} ⊆ Z
d the closed �∞-ball of radius r ≥ 0 and center x ∈ Z

d .
For subsets G,H ⊆ R

d , we denote by d(G,H) their mutual �∞-distance, that is, d(G,H) =
inf{|x −y|∞;x ∈ G, y ∈ H } and write for simplicity d(x,G) instead of d({x},G) for x ∈ R

d .
For K ⊆ Z

d , we let |K| denote the cardinality of K . If x, y ∈ Z
d , fulfill |x − y| = 1, we call

them neighbors and write x ∼ y. We call π : {0, . . . ,N} → Z
d a nearest neighbor path (of

length N ≥ 1) if π(i) ∼ π(i + 1) for all 0 ≤ i ≤ N − 1. For subsets K,K ′,U ⊆ Z
d , we write
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K
U↔ K ′ (resp., K

U
� K ′) if there is a path π with values in U starting in K and ending in

K ′ (resp., if there is no such path) and we say that K and K ′ are connected in U (resp., not
connected in U ). Given two measurable, real-valued functions f , g on R

d such that |fg|
is Lebesgue-integrable we define 〈f,g〉 = ∫

f (y)g(y)dy. For functions f : Rd → R and
h : Zd → R, we denote by ‖f ‖∞ and ‖h‖∞ the respective supremum norms over Rd and
Z

d , and we denote by f + = f ∨ 0 and f − = (−f ) ∨ 0 the positive and negative part of f ,
respectively. If f :Rd →R is continuous and compactly supported and ν is a Radon measure
on R

d , we write 〈ν,f 〉 = ∫
f dν. Similarly, for functions u, v : Zd → R, we will routinely

write 〈u, v〉Zd = ∑
z∈Zd u(z)v(z), if |uv| is summable.

We now introduce some path spaces and the set-up for the continuous-time simple ran-
dom walk on Z

d . We denote by Ŵ+ (resp., Ŵ ) the spaces of infinite (resp., doubly-infinite)
Z

d × (0,∞)-valued sequences, such that the first coordinate sequence forms a nearest-
neighbor path in Z

d , spending finite time in any finite subset of Z
d , and the sequence of

second coordinates—interpreted as time spent at a lattice site—has an infinite sum (resp.,
infinite forward and backwards sums). We denote by Ŵ+ and Ŵ the respective σ -algebras
generated by the coordinate maps. The measure Px is a law on (Ŵ+,Ŵ+) under which the
sequence of first coordinates (Zn)n≥0 has the law of a simple random walk on Z

d starting
from x ∈ Z

d and the sequence of second coordinates (ζn)n≥0 are i.i.d. exponential variables
with parameter 1, independent from (Zn)n≥0. We call Ex the expectation associated to Px .

To ŵ ∈ Ŵ+, we attach a continuous-time trajectory (Xt(ŵ))t≥0 via the definition

(2.1) Xt(ŵ) = Zn(ŵ) for t ≥ 0,when
n−1∑
i=0

ζi(ŵ) ≤ t <

n∑
i=0

ζi(ŵ),

the left-hand side being 0 if n = 0. Thus, (Xt)t≥0 under Px describes the continuous-time
simple random walk with unit jump rates starting from x.

For a subset K ⊆ Z
d , we introduce HK = inf{t ≥ 0;Xt ∈ K}, H̃K = inf{t ≥ ζ1;Xt ∈ K}

and TK = inf{t ≥ 0;Xt /∈ K}, the entrance, hitting and exit times of K . The Green function
of the random walk g(·, ·) is then defined by

(2.2) g(x, y) = Ex

[∫ ∞
0

1{Xs=y} ds

]
for x, y ∈ Z

d,

and since d ≥ 3, it is finite. Moreover, one has g(x, y) = g(y, x) = g(x − y,0) =: g(x − y)

and the following asymptotic behavior (see, e.g., Theorem 5.4, page 31 of [12]):

(2.3) g(x) ∼ Cd

|x|d−2 as |x| → ∞,with Cd = d

2π
d
2




(
d

2
− 1

)
.

For a finitely supported function f : Zd →R, we write

(2.4) Gf (x) = ∑
y∈Zd

g(x, y)f (y), x ∈ Z
d .

The equilibrium measure of a finite subset K ⊆ Z
d is defined by

(2.5) eK(x) = Px[H̃K = ∞]1K(x) for x ∈ Z
d,

and its total mass

(2.6) capZd (K) = ∑
x∈K

eK(x)

is called the (discrete) capacity of K . If K is nonempty, we denote by eK the normalized
equilibrium measure of K , that is,

(2.7) eK(x) = eK(x)

capZd (K)
, x ∈ Z

d .
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Also, for a set K ⊆ Z
d we write

(2.8) hK(x) = Px[HK < ∞], x ∈ Z
d,

for the harmonic potential associated to K . Recall that for finite K ⊆ Z
d , one has

(2.9) hK(x) = GeK(x) for x ∈ Z
d;

see, for example, Theorem 25.1, page 300 of [19]. Finally, for functions f,g : Zd → R we
define the discrete Dirichlet form by

(2.10) EZd (f, g) = 1

4d

∑
x∼y

(
f (y) − f (x)

)(
g(y) − g(x)

)
,

whenever the above expression is absolutely summable. Moreover, we will use the shorthand
notation EZd (f ) = EZd (f, f ).

We now introduce continuous-time random interlacements. We refer to [6] for more details
on (discrete-time) random interlacements and to [22] for the case of continuous-time random
interlacements. We write Ŵ ∗ for the space Ŵ modulo time shift, that is, Ŵ ∗ = Ŵ/ ∼ where
ŵ ∼ ŵ′ if there is a k ∈ Z such that ŵ = ŵ′(· + k). Moreover, we denote by π∗ : Ŵ → Ŵ ∗
the canonical projection and endow Ŵ ∗ with the pushforward σ -algebra of Ŵ under π∗. For
a finite set A ⊆ Z

d , we denote by Ŵ ∗
A the subset of Ŵ ∗ of trajectories modulo time-shift

that intersect A. For ŵ∗ ∈ Ŵ ∗
A, we define ŵ∗

A,+ to be the unique element of Ŵ+ that follows
ŵ∗ step by step from the first time it enters A. More precisely, taking the unique ŵ ∈ Ŵ

such that π∗(ŵ) = ŵ∗, ŵ(0) ∈ A × (0,∞) and ŵ(k) /∈ A × (0,∞) for all k < 0, we define
ŵ∗

A,+(k) = ŵ(k) for all k ≥ 0.
The continuous-time random interlacements is then a Poisson process on Ŵ ∗ ×R+, with

intensity measure ν̂(dŵ∗)du, where ν̂ is a σ -finite measure on Ŵ ∗ such that its restriction
to Ŵ ∗

A (denoted by ν̂A) is equal to π∗ ◦ Q̂A where Q̂A is a finite measure on Ŵ such that if
(Xt)t∈R is the continuous-time walk attached to ŵ ∈ Ŵ (see (1.7) in [22]), then

(2.11) Q̂A[X0 = x] = eA(x),

and when eA(x) > 0,

(2.12)
under Q̂A conditioned on X0 = x, (Xt)t≥0 and the right-continuous
regularization of (X−t )t≥0 are independent and are distributed respec-
tively as (Xt)t≥0 under Px and as (Xt)t≥0 under Px[ · |H̃A = ∞].

The space � where the Poisson point measure is defined can be chosen as

(2.13) � =
⎧⎪⎨
⎪⎩

ω = ∑
i≥0 δ(ŵ∗

i ,ui ) with ŵ∗
i ∈ Ŵ ∗ for each i ≥ 0, ui distinct, so that

ω
(
Ŵ ∗

A ×[0, u]) < ∞ and ω
(
Ŵ ∗

A ×R+
) = ∞, for any nonempty finite

A ⊆ Z
d and u ≥ 0

⎫⎪⎬
⎪⎭ .

The space � is endowed with the canonical σ -algebra and we denote by P the law on �

under which ω is a Poisson point process of intensity measure ν̂ ⊗ du.
Then, given ω = ∑

i≥0 δ(ŵ∗
i ,ui ) in � and u ≥ 0, the random interlacement at level u, and

the vacant set at level u, are defined as the random subsets of Zd

(2.14) Iu(ω) = ⋃
i:ui≤u

Range
(
ŵ∗

i

)
, Vu(ω) = Z

d \ Iu(ω),

where for ŵ∗ ∈ Ŵ ∗, Range(ŵ∗) stands for the set of points in Z
d visited by the first coordi-

nate sequence associated to any ŵ ∈ Ŵ such that π∗(ŵ) = ŵ∗.
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The main object of interest for us is Lx,u(ω), the (continuous) occupation time at site x

and level u of random interlacements, that is, the total time spent at x by all trajectories ŵ∗
i

with label ui ≤ u in the cloud ω = ∑
i≥0 δ(ŵ∗

i ,ui ) ∈ �. Formally, we define

(2.15)

Lx,u(ω) = ∑
i≥0

∑
n∈Z

ζn(ŵi)1{Zn(ŵi)=x,ui≤u} for x ∈ Z
d, u ≥ 0,

for ω = ∑
i≥0

δ(ŵ∗
i ,ui ) ∈ � and π∗(ŵi) = ŵ∗

i for any i ≥ 0.

One knows that E[Lx,u] = u and also the following formula for the Laplace transform of
(Lx,u)x∈Zd (see Theorem 2.1 of [23]). Namely, for any V : Zd → R finitely supported such
that ‖G|V |‖∞ < 1, and u ≥ 0,

(2.16) E

[
exp

{ ∑
x∈Zd

V (x)Lx,u

}]
= exp

{
u
〈
V, (I − GV )−11

〉
Zd

}
.

On the right-hand side of this equation, GV stands for the composition of G with the mul-
tiplication operator by V , so that GV operates in a natural way on L∞(Zd), the space of
bounded real functions on Z

d (note that ‖GV ‖L∞(Zd )→L∞(Zd ) = ‖G|V |‖∞).
Even though (2.16) is enough for our purposes, more is known for the logarithm of the

Laplace transform and a variational formula is provided in Sections 2 and 4 of [15].
We now introduce Brownian motion on R

d and present some aspects of its potential theory,
in a similar fashion as it was done for the simple random walk above. Let (Zt )t≥0 be the
canonical process on C(R+,Rd) and denote by Wz the Wiener measure starting from z ∈ R

d

such that under Wz, (Zt )t≥0 is a Brownian motion starting from z ∈ R
d . For any open or

closed set B ⊆ R
d , we introduce HB = inf{s ≥ 0;Zs ∈ B} and H̃B = inf{s > 0;Zs ∈ B}, the

entrance and hitting times of B for Brownian motion, and TB = inf{s ≥ 0;Zs /∈ B}(= HBc),
the exit time of Brownian motion from B . For later use, we also define the first time when Z

moves at | · |∞-distance r ≥ 0 from its starting point,

(2.17) τr = inf
{
s ≥ 0; |Zs − Z0|∞ ≥ r

}
.

For an open or closed set B ⊆ R
d , one introduces the harmonic potential of B ,

(2.18) 𝒽B(z) = Wz[H̃B < ∞], z ∈ R
d .

For f,g ∈ H 1(Rd), the usual Sobolev space of square-integrable functions on R
d with

square-integrable weak derivatives, one defines the Dirichlet form attached to Brownian mo-
tion

(2.19) E(f ) = 1

2

∫
Rd

∣∣∇f (x)
∣∣2 dx,

and by polarization one defines furthermore

(2.20) E(f, g) = 1

4

(
E(f + g) − E(f − g)

)
.

Note that E(·, ·) defined in this way is bilinear and its definition can be extended to the space
of all weakly differentiable functions with finite Dirichlet energy. Combining Theorem 4.3.3,
page 171 of [10] with Theorem 2.1.5, page 72 of the same reference, one knows that for any
bounded and either open or closed set B ⊆ R

d , 𝒽B is in this extended Dirichlet space of
(E,H 1(Rd)) (see Example 1.5.3 in [10] for a characterization of this space) and it holds that

(2.21) cap(B) = E(𝒽B,𝒽B).
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Moreover, if B is open and bounded and (Bn)n≥1 is a sequence of compact sets such that
Bn ↑ B , then (see Proposition 1.13, page 60 of [18])

(2.22) cap(Bn) ↑ cap(B).

We also note here, that if f ∈ L2(Rd) ∩ L1(Rd) and g is in the extended Dirichlet space of
(E,H 1(Rd)), one has

(2.23)
∣∣〈f,g〉∣∣2 ≤ E(f )E(g, g),

where E(f ) = ∫
f (x)gBM(x, y)f (y)dx dy is the energy associated to the function f , with

gBM(x, y) being the Green function of the standard Brownian motion on R
d . To see this

inequality, one can for instance show it first in the case where f , g are smooth and com-
pactly supported, and then use an approximation argument (compare also with Lemma 1.5.3,
page 39, and Theorem 1.5.4, page 44, of [10]).

We now recall an asymptotic lower bound from [17] on the capacity of “porous interfaces”
surrounding A ⊆ R

d and a related estimate from [4]. These estimates will be pivotal in the
derivation of the bound (4.5) of Section 4. Let U0 be a nonempty Borel subset of Rd with
complement U1 = R

d \ U0 and boundary ∂U0 = ∂U1. One measures the local density of U1
at x ∈ R

d in dyadic scales

(2.24) σ̂�(x) = |B∞(x,2−�) ∩ U1|
|B∞(x,2−�)| , � ∈ Z,

where | · | stands for the Lebesgue measure on R
d . We furthermore introduce for �∗ nonneg-

ative integer and for a nonempty compact subset A of Rd

(2.25) U�∗,A = the collection of bounded Borel subsets U0 ⊆ R
d with σ̂�(x) ≤ 1

2
for all x ∈ A and � ≥ �∗.

For a given nonempty Borel subset U0 ⊆ R
d , ε > 0 and η ∈ (0,1) we consider the following

class of “porous interfaces”

(2.26) 𝒮U0,ε,η = the class of � ⊆ R
d compact with Wz[H� < τε] ≥ η for z ∈ ∂U0.

Essentially, ε controls the distance of the porous interface � from ∂U0 and η corresponds to
the strength with which it is “felt.” With this, we can quote the capacity lower bound (3.16)
of Corollary 3.4 in [17], which provides for η ∈ (0,1) in the limit ε/2−�∗ going to zero the
following uniform control:

(2.27) lim
u→0

inf
ε≤u2−�∗

inf
A

inf
U0∈U�∗,A

inf
�∈𝒮U0,ε,η

cap(�)

cap(A)
= 1,

where A varies in the class of nonempty compact subsets of Rd with positive capacity. Finally,
we recall a result from [4] (see Lemma 2.2). It states that in the limit ε/2−�∗ → 0, the Dirich-
let energy of 𝒽A −𝒽� is bounded from above by the capacity difference cap(�) − cap(A),
uniformly over all compacts A ⊆ R

d and all porous interfaces �. More precisely, for any
η ∈ (0,1) fixed

(2.28) lim sup
u→0

sup
ε≤u2−�∗

sup
A

sup
U0∈U�∗,A

sup
�∈𝒮U0,ε,η

[
E(𝒽A −𝒽�) − (

cap(�) − cap(A)
)] = 0,

where A varies in the class of nonempty compact subsets of Rd . Similar to [4], this result will
be needed in the proof of Theorem 4.1 (see Step 5, (4.93)), to rule out, with high probability,
the existence of atypical interfaces of bad boxes.
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3. Laplace functional of occupation-time measures of random interlacements. In
this section, we derive an identity for the Laplace functional of the occupation-time measure
with respect to a certain class of potentials with a small perturbation. The main result of this
section, Lemma 3.1 below, will be instrumental in giving a bound on the probability of a large
deviation in the occupation-time field of random interlacements from its expectation.

These bounds will enter the proof of our main result in the form of Corollary 3.2, and
replace in essence certain bounds involving the Borell-TIS inequality in the case of the Gaus-
sian free field; see Proposition 4.3 of [4].

We start with some notation. For a function V : Zd → R vanishing outside a finite subset
of Zd , we define the gauge function γV : Zd → [0,∞] as

(3.1) γV (x) = Ex

[
exp

(∫ ∞
0

V (Xs)ds

)]
,

where we recall that under Px , (Xs)s≥0 is a continuous-time random walk on Z
d starting

from x ∈ Z
d , with Ex the expectation associated to Px . If V is such that ‖G|V |‖∞ < 1, one

can show by expanding the exponential and using the strong Markov property in the same
way as in Proposition 1.2 and Remark 2.1 of [15] that

(3.2) γV (x) = (I − GV )−11(x),

which will essentially allow perturbative calculations of γV (recall that GV stands for the
composition of G, defined in (2.4), and the multiplication by V ). Of particular interest for
us will be the case where V corresponds to a multiple of the equilibrium measure of a finite,
nonempty set C ⊆ Z

d , since then γaeC
(where a ∈ (0,1)) will correspond to a multiple of the

equilibrium potential of the set C, shifted by one (see Remark 3.3).
We now present the main result of this section, in which we develop certain perturbation

formulae for γV which may be of independent interest.

LEMMA 3.1. Let V,V ′ : Zd →R be two functions which are zero outside of a nonempty
finite set, and assume that

(3.3)
∥∥G|V |∥∥∞ < 1,

∥∥G∣∣V ′∣∣∥∥∞ < 1.

Then the following perturbation formulae hold:

(3.4) γV ′ − γV = (I − GV )−1G
(
V ′ − V

)
γV ′,

together with

(3.5)
〈
V ′, γV ′

〉
Zd − 〈V,γV 〉Zd = 〈(

V ′ − V
)
γV , γV ′

〉
Zd .

Moreover, if we assume additionally that

(3.6)
∥∥(I − G|V |)−1

G
∣∣V ′ − V

∣∣∥∥∞ < 1,

then it holds that

(3.7) γV ′ = (
I − (I − GV )−1G

(
V ′ − V

))−1
γV .

PROOF. We view GV and GV ′ as operators acting on L∞(Zd). By (3.3), the resolvent
sets of both operators contain 1 and by the second resolvent identity (see Lemma 6.5 in [28])
we have

(3.8)
(
I − GV ′)−1 − (I − GV )−1 = (I − GV )−1G

(
V ′ − V

)(
I − GV ′)−1

.
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Applying this operator equation to the constant function 1 and using that (3.2) holds for both
V and V ′ readily implies (3.4). Next, we will prove (3.5). Upon multiplication of (3.4) with
V and summation over x ∈ Z

d , we see that

(3.9)
〈
V,γ ′

V

〉
Zd − 〈V,γV 〉Zd = 〈

V, (I − GV )−1G
(
V ′ − V

)
γV ′

〉
Zd .

Since ‖G|V |‖∞ < 1, we can expand the sum (I − GV )−1 into a series and rewrite the last
expression as

(3.10)

∞∑
n=0

〈
1,V (GV )nG

(
V ′ − V

)
γV ′

〉
Zd =

∞∑
n=1

〈
1, (V G)n

(
V ′ − V

)
γV ′

〉
Zd

= 〈(
(I − GV )−1 − I

)
1,

(
V ′ − V

)
γV ′

〉
Zd

= 〈
γV − 1,

(
V ′ − V

)
γV ′

〉
Zd ,

where we used that both V and G are symmetric operators. The claim follows easily by
rearranging the terms. We finally turn to the proof of (3.7). From the perturbation identity
(3.4), we can conclude that

(3.11)
(
I − (I − GV )−1G

(
V ′ − V

))
γV ′ = γV .

If (3.6) holds, the operator acting on γV ′ in the above equation has a bounded inverse (I −
(I − GV )−1G(V ′ − V ))−1 and, therefore, (3.4) follows. �

In our main application, the perturbation of a potential V is of a certain size δ > 0, and
it will be of interest to control deviations of the occupation-time profile from its expectation
in terms of powers in δ. The following corollary will be helpful in the proof of the main
Theorem 4.1 (more precisely in Proposition 4.6) of this article. In essence, it follows from
combining the result of Lemma 3.1 with a well-known formula for the Laplace functional of
the occupation-time measure of random interlacements.

COROLLARY 3.2. Let V,η : Zd → R be functions vanishing outside a finite set and
δ > 0 such that, with V ′ = V + δη, (3.3) and (3.6) are both fulfilled. Then, for any t ∈ R,

(3.12) P
[〈
Lu,V

′〉
Zd ≥ u

〈
V ′, γ 2

V

〉
Zd + t

] ≤ exp
(−uEZd (γV − 1) − t + uRδ,η,V

)
,

where Lu := ∑
x∈Zd Lx,uδx = ℒ1,u and

(3.13) Rδ,η,V = 〈|η|,1
〉
Zd ‖γV ‖2∞

δ2‖(I − G|V |)−1G|η|‖∞
1 − δ‖(I − G|V |)−1G|η|‖∞

.

PROOF. By the exponential Markov inequality, one has

(3.14)
P
[〈
Lu,V

′〉
Zd ≥ u

〈
V ′, γ 2

V

〉
Zd + t

]
≤ exp

(−u
〈
V ′, γ 2

V

〉
Zd − t

)
E
[
exp

(〈
Lu,V

′〉
Zd

)]
.

By (2.16) (see also Theorem 2.1 of [23]) and since we assumed ‖G|V ′|‖∞ < 1, the expecta-
tion can be written as

(3.15) E
[
exp

(〈
Lu,V

′〉
Zd

)] = exp
(
u
〈
V ′,

(
I − GV ′)−11

〉
Zd

) = exp
(
u
〈
V ′, γV ′

〉
Zd

)
.

Now, we see that since V ′ − V = δη,

(3.16)
〈
V ′, γV ′

〉
Zd

(3.5)= 〈V,γV 〉Zd + δ〈ηγV , γV ′ 〉Zd .
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Since the assumption (3.6) is fulfilled, we can insert (3.7) into the above equation

(3.17)
〈
V ′, γV ′

〉
Zd = 〈V,γV 〉Zd + δ

〈
ηγV ,

(
I − δ(I − GV )−1Gη

)−1
γV

〉
Zd .

By construction, we have a natural ordering in terms of powers in δ of the right-hand side,
and using again (3.6), we arrive at

(3.18)

〈
V ′, γV ′

〉
Zd = 〈V,γV 〉Zd + δ

〈
η, γ 2

V

〉
Zd

+ δ
∑
n≥1

〈
ηγV ,

(
δ(I − GV )−1Gη

)n
γV

〉
Zd .

The absolute value of the sum can be bounded as follows:

(3.19)

∣∣∣∣∑
n≥1

〈
ηγV ,

(
δ(I − GV )−1Gη

)n
γV

〉
Zd

∣∣∣∣
≤ ∑

n≥1

〈|η|,1
〉
Zd ‖γV ‖2∞

(
δ
∥∥(I − G|V |)−1

G|η|∥∥∞
)n

= 〈|η|,1
〉
Zd ‖γV ‖2∞

δ‖(I − G|V |)−1G|η|‖∞
1 − δ‖(I − G|V |)−1G|η|‖∞

.

Collecting (3.14)–(3.19), we arrive at

(3.20) P
[〈
Lu,V

′〉
Zd ≥ u

〈
V ′, γ 2

V

〉
Zd + t

] ≤ exp
(−u

〈
V,γ 2

V − γV

〉
Zd − t + uRδ,η,V

)
.

To conclude, we are left with showing that the scalar product can be rewritten as a Dirichlet
form. To do this, we note that (� + V )γV = 0 (with � the discrete Laplacian), as can be
shown explicitly by using the definition of γV (3.1) and expanding (I − GV )−1. For V not
zero everywhere, γV > 0, one therefore has V = −�γV

γV
, and thus

(3.21)

〈
V,γ 2

V

〉
Zd − 〈V,γV 〉Zd = 〈−�γV ,γV 〉Zd − 〈−�γV ,1〉Zd

= 〈−�γV ,γV − 1〉Zd

= 〈−�(γV − 1), γV − 1
〉
Zd

= EZd (γV − 1, γV − 1).

In the last step, we used the summation by parts formula. The formula (3.21) also holds
trivially if V is identical to zero. By inserting (3.21) into (3.20), the claim of the corollary
follows. �

REMARK 3.3. 1. For the application that we have in mind (cf. Proposition 4.6), it will
be crucial that the remainder term Rδ,η,V is of order δ2 as δ → 0 if ‖(I − G|V |)−1G|η|‖∞
and ‖γV ‖∞ stay bounded away from zero and infinity over the class of possible η and V that
we are interested in. In fact, the main contribution in terms of δ in the exponential in (3.12)
will come in the term t and will be linear in δ.

2. In the situation V = aeC with C ⊆ Z
d finite and nonempty and a ∈ (0,1), one has

γaeC
(x) = 1 + a

1−a
hC(x). To see this, we remark that G|V | = ahC < 1, thus we have

(3.22)

γaeC
(x) = (1 − GV )−11(x) =

∞∑
n=0

an(GeC)n1(x)

= 1 +
∞∑

n=1

an(GeC)n−1 (GeC)(x)︸ ︷︷ ︸
=hC(x)(=1 on C)

= 1 + a

1 − a
hC(x).
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4. Entropic push of the occupation-time field by disconnection. In this section, we
prove our main result, namely Theorem 4.1. It states an asymptotic upper bound on the
joint occurrence of the disconnection event Du

N and the event that, for a fixed R > 0 so that
[−M,M]d ⊆ BR , the dR-distance (see (4.4) below) between the random measure ℒN,u (the
scaled occupation-time measure of random interlacements) and ℳu

Å
(x)dx becomes large.

Informally, dR is a metric that measures the distance between two nonnegative measures on
BR by comparing on one hand the 1-Wasserstein distance between their versions normalized
to one and on the other hand their total masses.

If the critical levels u, u∗ and u∗∗ all coincide and if A is regular in the sense that cap(Å) =
cap(A), we furthermore obtain Corollary 4.2, which can be roughly interpreted as follows:
given disconnection, the occupation-time field of random interlacements is pinned with high
probability around a local level equal to ℳu

A( x
N

) = (
√

u+(
√

u−√
u)𝒽A( x

N
))2. These results

and the methods used in the proof are similar in spirit to corresponding ones in the case of
level-set percolation of the Gaussian free field (see Section 4 of [4]).

Before stating the main theorem, we recall the notion of the 1-Wasserstein distance and
define precisely the metric dR . For ∅ �= J ⊆ R

d , and a function η : J → R, we denote the
Lipschitz constant by

(4.1) Lip(η) = sup
x,y∈J,x �=y

|η(x) − η(y)|
|x − y| ∈ [0,∞].

Moreover, we define the function space

(4.2) Lip1(J ) = {
η : J →R;Lip(η) ≤ 1

}
.

The 1-Wasserstein distance (also known under the name of Kantorovich–Rubinstein distance)
between probability measures P , Q on J is defined by

(4.3) dW,J (P,Q) := sup
η∈Lip1(J )

{∫
η dP −

∫
η dQ

}
.

It is known that if J is compact, dW,J metrizes weak convergence on the space of probability
measures on J (see, e.g., [29], Theorem 6.9).

Our goal is to compare the nonnegative measures ℒN,u and ℳu

Å
(x)dx which in general

do not have finite mass on R
d . Therefore, we will restrict these measures to arbitrary large

boxes BR = [−R,R]d , with side lengths 2R > 0, and compare both their masses on BR and
their normalized versions on BR (the choice of a box, i.e., a ball in sup-norm, instead of a
ball in Euclidean norm is not essential, but it will simplify certain geometrical arguments
later). More precisely, fix R > 0 and define for nonnegative Radon measures μ, ν on BR the
distance

(4.4) dR(μ, ν) :=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∣∣μ(BR) − ν(BR)
∣∣+ dW,BR

(
μ

μ(BR)
,

ν

ν(BR)

)
if μ,ν �= 0,

0 if μ = ν = 0,

∞ otherwise.

For simplicity, we write dR(μ,f ) instead of dR(μ, ν) if f is the Lebesgue density of ν. We
are now ready to state the main result of this article. Recall that, according to our convention
at the end of Section 1, all numbered constants are assumed to be positive.
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THEOREM 4.1. Let � > 0, u ∈ (0, u) and R > 0 so that [−M,M]d ⊆ BR . Then

(4.5)

lim sup
N

1

Nd−2 logP
[
dR

(
ℒN,u,ℳu

Å

) ≥ �;Du
N

]

≤ − 1

d
(
√

u − √
u)2 cap(Å) − c1(�,R,A,u).

Moreover, as u → 0 one has c1(�,R,A,u) ∼ c2(�,R,A)
√

u.

This result should be compared to Theorem 4.1 of [4]. In particular, note that the same
explanation as around (4.5) of the same reference assures the measurability of the event under
the probability in (4.5). The following corollary gives the interpretation of an “entropic push”
alluded to above in the case that the critical levels u, u∗ and u∗∗ coincide (see Section 1 and
the references therein for the definition of these levels).

COROLLARY 4.2. Let �, u, R be as in Theorem 4.1 and suppose that A is regular in the
sense that cap(Å) = cap(A). If the critical levels u, u∗ and u∗∗ coincide, one has

(4.6) lim sup
N

1

Nd−2 logP
[
dR

(
ℒN,u,ℳu

A

) ≥ �|Du
N

] ≤ −c1(�,R,A,u).

PROOF. First, we remark that cap(Å) = cap(A) implies that 𝒽
Å

= 𝒽A Lebesgue-a.e.;
see, for example, below (3.3) of [4]. Therefore, the measures ℳu

Å
(x)dx and ℳu

A(x)dx coin-
cide, and it holds that

(4.7)

lim sup
N

1

Nd−2 logP
[
dR

(
ℒN,u,ℳu

A

) ≥ �|Du
N

]

≤ lim sup
N

1

Nd−2 logP
[
dR

(
ℒN,u,ℳu

Å

) ≥ �;Du
N

]

− lim inf
N

1

Nd−2 logP
[
Du

N

]
.

Combining (4.5) with the lower bound on the disconnection probability (1.3) readily proves
the claim. �

The distance dR is not the only natural metric on the space of nonnegative Radon measures
on BR . An alternative choice is given, for example, by the bounded Lipschitz distance on BR ,
which is defined as

(4.8) dBL,R(μ, ν) := sup
‖η‖∞≤1

η∈Lip1(BR)

{∫
η dμ −

∫
η dν

}
,

where μ, ν are nonnegative Radon measures on BR . In fact, in the proof of Theorem 4.1 we
will show (4.5) with dR replaced by dBL,R and no restriction on R > 0. Theorem 4.1 is then
deduced via Lemma 4.3 below and the fact that when [−M,M]d ⊆ BR one has that, on the
event Du

N , both ℒN,u and ℳu

Å
(x)dx are positive measures.

LEMMA 4.3. Fix R > 0 and μ, ν positive Radon measures on BR . Then

(4.9)

1

μ(BR) ∧ ν(BR) + 1
dBL,R(μ, ν)

≤ dR(μ, ν) ≤ dBL,R(μ, ν)

(
1 + 2

(
√

dR) ∨ 1

μ(BR) ∨ ν(BR)

)
.



1330 A. CHIARINI AND M. NITZSCHNER

PROOF. We start with the simple observation

(4.10)
∣∣μ(BR) − ν(BR)

∣∣ ≤ sup
‖η‖∞≤1

η∈Lip1(BR)

{∫
BR

η dμ −
∫
BR

η dν

}
,

by considering η ≡ 1 or η ≡ −1 on BR . By replacing η with η̂ = η − η(0) and observing that
for x ∈ BR , |η̂(x)| ≤ (

√
dR) ∨ 1 by Lipschitz continuity, we get

(4.11)

dW,BR

(
μ

μ(BR)
,

ν

ν(BR)

)

= sup
η∈Lip1(BR)

{
1

μ(BR)

∫
BR

η dμ − 1

ν(BR)

∫
BR

η dν

}

≤ sup
‖η̂‖∞≤(

√
dR)∨1

η̂∈Lip1(BR)

{
1

μ(BR)

∫
BR

η̂ dμ − 1

ν(BR)

∫
BR

η̂ dν

}

≤ (
√

dR) ∨ 1

μ(BR) ∨ ν(BR)

(∣∣μ(BR) − ν(BR)
∣∣

+ sup
‖η‖∞≤1

η∈Lip1(BR)

{∫
BR

η dμ −
∫
BR

η dν

})
,

where in the last inequality we replaced η̂ by η̂/((
√

dR) ∨ 1). By combining (4.10) and
(4.11), the second inequality of (4.9) follows by the definition of dR . The first inequality
follows from

(4.12)

dBL,R(μ, ν)

≤ μ(BR) ∧ ν(BR) sup
‖η‖∞≤1

η∈Lip1(BR)

{
1

μ(BR)

∫
BR

η dμ − 1

ν(BR)

∫
BR

η dν

}

+ ∣∣μ(BR) − ν(BR)
∣∣

and the definition of dR . �

The proof of the main Theorem will rely to a large extent on a certain coarse-graining
procedure introduced in [17] that brings into play a class of “porous interfaces” in the sense
of (2.26). We will therefore recall the relevant scales that play a role in this procedure and
provide the necessary definitions that will enter the coarse-graining scheme.

For 0 < u < u, we consider α > β > γ in (u,u) and take a sequence (γN)N≥1 of numbers
in (0,1] that satisfy the conditions (4.18) of [17], in particular γN → 0 as N → ∞.

Next, we consider scales

(4.13) L0 = ⌊
(γNN logN)

1
d−1

⌋
, L̂0 = 100d
√γNN�,

in particular (cf. (4.24) of [17]) one has that L̂0/L0 → ∞ as N → ∞. Moreover, we will use
the lattices

(4.14) L0 = L0Z
d, L̂0 = 1

100d
L̂0Z

d

and consider for z ∈ L0 the boxes

(4.15)
Bz = z + [0,L0)

d ∩Z
d ⊆ Dz = z + [−3L0,4L0)

d ∩Z
d

⊆ Uz = z + [−KL0 + 1,KL0 − 1)d ∩Z
d,
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where K ≥ c(α, γ,β, ε̃)(≥ 100) is a large integer and the constant corresponds to
c4(α,β, γ ) ∨ c5(̃ε) ∨ c8(α,β, γ ) in the notation of Theorem 2.3, Proposition 3.1 and Theo-
rem 5.1 of [25] which will be sent to infinity eventually.

We denote by Nu(Dz) the number of excursions from Dz to the exterior boundary ∂Uz

of Uz that are in the trajectories of the random interlacements up to level u; see (3.14) and
(2.42) of [25]. Moreover, we will need the notion of a good(α,β, γ ) box Bz (which is oth-
erwise called bad(α,β, γ )); see (3.11)–(3.13) of [25]. Roughly speaking, one considers the
excursions of the interlacements between Dz and the complement of Uz according to some
natural ordering. Being good(α,β, γ ) then corresponds to the existence of a connected set
with | · |∞-diameter exceeding L0/10 in the complement of the first α capZd (Dz) excursions
inside Bz, which must be connected to similar components in neighboring boxes Bz′ in Dz

avoiding the first β capZd (Dz) excursions. Additionally, we need that the first β capZd (Dz)

excursions have to spend a significant local time of at least γ capZd (Dz) on the inner bound-
ary of Dz.

These above properties of boxes have their equivalent in the study of level-set percolation
of the Gaussian free field: In our setting, being good(α,β, γ ) roughly plays the same role
as being ψ-good as defined in Section 5 of [24] does for the Gaussian free field, whereas
Nu(Dz) ≥ β capZd (Dz) corresponds in essence to the notion of Bz being h-good; see (5.9)
of [24]. On an informal level, one can understand the variables Nu(Dz) as a means to track a
global structure of the occupation-time field that governs the decay of correlations at leading
order, while being good(α,β, γ ) only depends on local fluctuations of the field, and for boxes
sufficiently far apart, here one has good decoupling properties.

Outline of the proof. Since the proof of Theorem 4.1 is done in a multistep procedure, we
will now turn to a detailed description of the outcome of each of the five steps.

1. Reduction of the uniformity to a location family: The major effort in this step takes place
in Proposition 4.4, where we introduce a location family {χε(· − x

N
)}x∈BR,N

with BR,N :=
(NBR)∩Z

d and consider a discrete convolution of η ∈ Lip1(BR) with χε(·− x
N

) (see (4.17)),
to reduce the set of test functions to a much smaller class. By choosing ε sufficiently small,
we obtain an upper bound (see (4.16)) on the probability on the left-hand side of (4.5) with
dR replaced by dBL,R in terms of the probability that disconnection occurs and the measures
ℒN,u and ℳu

Å
(x)dx deviate from each other, when tested against elements of the location

family (and not against all of Lip1(BR)). In doing so, we utilize the representation of the
Laplace functional of the measure ℒN,u from (2.16).

2. Coarse graining of the disconnection event: After discarding a “bad event” BN with
negligible probability at the relevant order, the effective disconnection event D̃u

N = Du
N \BN

is decomposed into subevents DN,κ , where κ ∈ KN . A choice of κ ∈ KN will essentially
correspond to a set of L0-boxes between AN and SN which are all good(α,β, γ ) and fulfill
Nu(Dz) ≥ β capZd (Dz). Importantly, this coarse graining is of a “small combinatorial com-
plexity,” which means that |KN | = exp{o(Nd−2)}. Therefore, a union bound will allow us to
further reduce the goal of bounding the probability on the right-hand side of (4.16) to finding
a bound on the probability of the event DN,κ ∩ {|〈ℒN,u − ℳu

Å
, χε(· − x

N
)〉| ≥ �′} which is

uniform in κ ∈ KN and in x ∈ BR,N . For a fixed κ ∈ KN , upper bounds on the probability of
such an event will eventually bring into play the Brownian capacity of a set � (depending on
this κ), which constitutes a porous interface of boxes surrounding A′ ⊆ Å. It will also be nec-
essary to distinguish two types of κ ∈ KN , those for which the Dirichlet energy of 𝒽

Å
−𝒽�

is smaller than a given μ > 0, a case that we denote as κ ∈ Kμ
N , and those for which the

opposite holds. Importantly, in the latter case one can directly use the solidification result
(2.28) to infer a bound on the probability P[DN,κ ] that is sufficiently good for our purposes.
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The main result of this step will be (4.43), and in what follows we only need to focus on the
cases where κ ∈ Kμ

N .
3. Uniform replacement of ℳu

Å
by Mu

C : In this step, we aim at replacing the mea-
sure ℳu

Å
(x)dx by the measure 1

Nd

∑
x∈Zd Mu

C(x)δx/N , when tested against a function

η ∈ Lip1(BR), where C is the set of discrete boxes associated to κ ∈ Kμ
N and Mu

C is de-
fined in (4.45). This is the aim of Proposition 4.5. By the result from the previous step, in
order to make use of such a replacement, the bound on the error needs to be uniform in
κ ∈ Kμ

N . Remarkably, this step is purely deterministic and also does not use any solidification
estimates. Instead, we entirely rely on a strong coupling technique going back to [9] in the
spirit of Komlos, Major and Tusnady to compare hC with its continuous counterpart 𝒽� and
on gradient estimates for bounded harmonic functions.

4. Occupation-time bounds: After combining the results of the previous steps, we are
left with providing an upper bound on the probability of the intersection of DN,κ and
{|〈ℒN,u,χε(·− x

N
)〉− 1

Nd

∑
y∈Zd Mu

C(y)χε(
y−x
N

)| ≥ �′}, which is both uniform in x ∈ BR,N

and in κ ∈ Kμ
N . This is done in Proposition 4.6: The main observation is that the intersection

of these two events entails the occurrence of a large deviation of a certain perturbed poten-
tial from its expectation (see (4.70)), which brings us to a situation reminiscent of (4.8) of
Theorem 4.2 in [25]. At this point, the perturbation formulae for the Laplace transform of the
occupation time measure (more specifically Corollary 3.2) will be brought into play to yield
an exponential bound involving capZd (C).

5. Application of the solidification estimates: Via Lemma 4.3, we reduce (4.5) to a similar
statement for the bounded Lipschitz distance dBL,R . Following this, we proceed to collect the
bounds obtained in Propositions 4.4, 4.5 and 4.6 and use solidification estimates to finalize
the proof.

Step 1. Reduction of the uniformity to a location family. We start by reducing the problem
of controlling the supremum of |〈ℒN,u −ℳu

Å
, η〉| over the class Lip1(BR) to a much smaller

class, namely the “location family” {χε(· − x/N)}x∈BR,N
(recall that BR,N = (NBR) ∩Z

d ).
To do this, we consider for ε > 0 the discrete convolution of any function in the class

η ∈ Lip1(BR) with ‖η‖∞ ≤ 1 with χε(· − x/N) and control the probability that Du
N and a

deviation between ℒN,u and ℳu

Å
(x)dx in the dBL,R-distance of size bigger that � happen

simultaneously. In essence, we show that the main contribution to this probability at leading
order comes from the event that |〈ℒN,u − ℳu

Å
, χε(· − x/N)〉| becomes large for one of the

x ∈ BR,N and disconnection occurs. This is encapsulated in the following proposition.

PROPOSITION 4.4. Let χ :Rd → [0,1] be a symmetric, smooth probability density sup-
ported in the Euclidean unit ball and fix R > 0. Then there exists ε = ε(�,R,A) ∈ (0,1)

such that if χε(x) := ε−dχ(x/ε),

(4.16)

lim
N

1

Nd−2 logP
[
dBL,R

(
ℒN,u,ℳu

Å

) ≥ �;Du
N

]

≤
(
− 1

d
(
√

u − √
u)2 cap(Å) − 1

)

∨ lim
N

sup
x∈BR,N

1

Nd−2 logP
[∣∣〈ℒN,u −ℳu

Å
, χε(· − x/N)

〉∣∣ ≥ �

4|BR| ;D
u
N

]
.

PROOF. Recall the definition of dBL,R from (4.8). In order to reduce the family Lip1(BR)

of test functions to a much smaller set, we consider for each η ∈ Lip1(BR) the discrete con-
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volution

(4.17) ηε
N(x) = 1

Nd

∑
y∈Zd

χε

(
x − y

N

)
η

(
y

N

)
, x ∈ R

d,

where we implicitly extended η to be zero outside of BR . We note that suppηε
N ⊆ BR+ε , and

(4.18) lim sup
N

sup
‖η‖∞≤1

η∈Lip1(BR)

sup
x∈BR−ε

∣∣ηε
N(x) − η(x)

∣∣ ≤ ε

∫
χ(y)|y|dy.

Our first goal is to replace η by ηε
N in |〈ℒN,u −ℳu

Å
, η〉|. Upon using the triangle inequality,

we have

(4.19)

dBL,R

(
ℒN,u,ℳu

Å

) = sup
‖η‖∞≤1

η∈Lip1(BR)

∣∣〈ℒN,u −ℳu

Å
, η

〉∣∣

≤ sup
‖η‖∞≤1

η∈Lip1(BR)

∣∣〈ℒN,u −ℳu

Å
, ηε

N

〉∣∣

+
〈
ℳu

Å
+ℒN,u, sup

‖η‖∞≤1
η∈Lip1(BR)

∣∣ηε
N − η

∣∣〉.

Consequently, we obtain the bound

(4.20)

P
[
dBL,R

(
ℒN,u,ℳu

Å

) ≥ �;Du
N

]
≤ P

[
sup

‖η‖∞≤1
η∈Lip1(BR)

∣∣〈ℒN,u −ℳu

Å
, ηε

N

〉∣∣ ≥ �

2
;Du

N

]

+ P

[〈
ℳu

Å
+ℒN,u, sup

‖η‖∞≤1
η∈Lip1(BR)

∣∣ηε
N − η

∣∣〉 ≥ �

2

]
.

We will now derive separate large deviations upper bounds for the two summands in (4.20).
We start with an upper bound for the first summand in (4.20). We observe that in view of the
definition of ηε

N and the fact that ‖η‖∞ ≤ 1 and suppη ⊆ BR ,

(4.21)

∣∣〈ℒN,u −ℳu

Å
, ηε

N

〉∣∣ ≤ 1

Nd

∑
x∈Zd

∣∣∣∣η
(

x

N

)∣∣∣∣∣∣〈ℒN,u −ℳu

Å
, χε(· − x/N)

〉∣∣

≤ |BR,N |
Nd

sup
x∈BR,N

∣∣〈ℒN,u −ℳu

Å
, χε(· − x/N)

〉∣∣.
Using a union bound, we thus conclude that

(4.22)

P

[
sup

‖η‖∞≤1
η∈Lip1(BR)

∣∣〈ℒN,u −ℳu

Å
, ηε

N

〉∣∣ ≥ �

2
;Du

N

]

≤ |BR,N | sup
x∈BR,N

P

[∣∣〈ℒN,u −ℳu

Å
, χε(· − x/N)

〉∣∣ ≥ �Nd

2|BR,N | ;D
u
N

]
.
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Taking logarithms, dividing by Nd−2 and sending N → ∞ in (4.22) yields

(4.23)

lim
N

1

Nd−2 logP
[

sup
‖η‖∞≤1

η∈Lip1(BR)

∣∣〈ℒN,u −ℳu

Å
, ηε

N

〉∣∣ ≥ �

2
;Du

N

]

≤ lim
N

sup
x∈BR,N

1

Nd−2 logP
[∣∣〈ℒN,u −ℳu

Å
, χε(· − x/N)

〉∣∣ ≥ �

4|BR| ;D
u
N

]
,

where we used that |BR,N | ≤ 2|BR|Nd for any N large enough.
We are left with handling the second summand in (4.20). In view of (4.18) and the fact that

χ is assumed to be bounded by one, we have that for all N large enough

(4.24) sup
‖η‖∞≤1

η∈Lip1(BR)

sup
x∈BR−ε

∣∣ηε
N(x) − η(x)

∣∣ ≤ cε.

Observe that ηε − η = 0 on R
d \ BR+ε . Then, for all large N , and any ε < 1,

(4.25)

〈
ℳu

Å
+ℒN,u, sup

‖η‖∞≤1
η∈Lip1(BR)

∣∣ηε
N − η

∣∣〉

≤ cεuRd + cε

〈
ℒN,u,1BR−ε

+ 1

ε
1BR+ε\BR−ε

〉
.

Define for convenience ψ := 1BR−ε
+ 1

ε
1BR+ε\BR−ε

and ψN(x) := ψ(x/N). We then fix
λ = λ(R) such that λN−2‖GψN‖∞ ≤ 1/2 for all N large. Let us explain why this choice is
possible. For x ∈ Z

d , one has

(4.26)

GψN(x) = ∑
y∈(NBR−ε)∩Zd

g(x, y) + 1

ε

∑
y∈(NBR+ε\BR−ε)∩Zd

g(x, y)

≤ cR2N2 + 1

ε

∑
y∈(NBR+ε\BR−ε)∩Zd

g(x, y).

Let us argue how the second summand in (4.26) is bounded. By Hε
N = {−2
εN�,

. . . ,2
εN�} × {−2
RN�, . . . ,2
RN�}d−1, we denote a slab of size 4
εN� + 1 in one and
4
RN� + 1 in d − 1 dimensions. For N large enough, the set (NBR+ε \ BR−ε) ∩Z

d is con-
tained in a union of 2d rotated and translated copies of Hε

N . By (2.3) and the equivalence
between the Euclidean and sup-norm in R

d , one can see that

(4.27)
∑

y∈(NBR+ε\BR−ε)∩Zd

g(x, y) ≤ ∑
y∈Hε

N

c

(|y|∞ ∧ 1)d−2 ,

where we used that the sum of g(x, y) over y ∈ Hε
N is maximal when x = 0.

Finally, by decomposing the slab Hε
N into the cube Qε

N , defined by Qε
N := {−2
εN�, . . . ,

2
εN�}d , and the rest, one obtains

(4.28)

∑
y∈Hε

N

c

(|y|∞ ∧ 1)d−2 ≤ ∑
y∈Qε

N

c

(|y|∞ ∧ 1)d−2 + ∑
y∈Hε

N\Qε
N

c

(|y|∞ ∧ 1)d−2

≤ cε2N2 + c′εRN2.

Combining (4.26)–(4.28) and using ε < 1, one finds that ‖GψN‖∞ ≤ cR2N2.
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Then, with the help of (2.16), we get for all N large enough (using the exponential Markov
inequality in the second bound)

(4.29)

P

[〈
ℳu

Å
+ℒN,u, sup

‖η‖∞≤1
η∈Lip1(BR)

∣∣ηε
N − η

∣∣〉 ≥ �

2

]

(4.25)≤ P

[
〈ℒN,u,ψ〉 ≥ c′ �

ε
− cuRd

]

≤ exp
{
−λNd−2

(
c′ �

ε
− cuRd

)

+ uλN−2〈ψN,
(
I − λN−2GψN

)−11
〉
Zd

}

≤ exp
{
−λNd−2

(
c′ �

ε
− cuRd

)
+ cuλRdNd−2

}
.

We finally choose ε = ε(�,R,A) < 1 in such a way that

(4.30) λ

(
c′ �

ε
− cuRd

)
− cuλRd ≥ 1

d
(
√

u − √
u)2 cap(Å) + 1.

After taking logarithms and sending N → ∞, we conclude that for this choice of ε,

(4.31)

lim sup
N

1

Nd−2 logP
[〈
ℳu

Å
+ℒN,u, sup

‖η‖∞≤1
η∈Lip1(BR)

∣∣ηε
N − η

∣∣〉 ≥ �

2

]

≤ − 1

d
(
√

u − √
u)2 cap(Å) − 1.

By combining (4.23) and (4.31) in (4.20), we obtain the claimed (4.16). �

Step 2. Coarse graining of the disconnection event. In this step, we revisit the coarse-
graining of the disconnection event Du

N developed in [17] that allows us to bring into play a
set of “bad” boxes between AN and SN whose scaled R

d -filling will act as a porous interface.
Recall the definition of the scales L0 and L̂0 from (4.13). As a first step, we define the

random subset

(4.32) U1 =
the union of all L0-boxes Bz that are either contained in B

(
0, (M + 1)N

)c
or linked to an L0-box in B

(
0, (M + 1)N

)c by a path of L0-boxes Bzi
,

0 ≤ i ≤ n, all (except possibly the last one) good(α, β , γ ) and such that
Nu(Dzi

) < β capZd (Dzi
).

To determine the presence of U1 within boxes B(x, L̂0), we introduce the function

(4.33) σ̂ (x) = ∣∣U1 ∩ B(x, L̂0)
∣∣/∣∣B(x, L̂0)

∣∣, x ∈ Z
d,

and, moreover, we define the (random) subset ŜN ⊆ L̂0, that provides a “segmentation” of
the interface of blocking L0-boxes, namely

(4.34) ŜN =
{
x ∈ L̂0; σ̂ (x) ∈

[
1

4
,

3

4

]}
.

We proceed as in (4.39) of [17] and extract S̃N ⊆ ŜN such that

(4.35) S̃N is a maximal subset of ŜN with the property that the B(x,2L̂0), x ∈
S̃N , are pairwise disjoint.
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Further, we need the “bad” event BN from (4.22) of [17], which is defined as

(4.36) BN = ⋃
e∈{e1,...,ed }

⎧⎨
⎩

there are at least ρ(L0)(NL0/L0)
d−1 columns of L0-

boxes in direction e in B
(
0,10(M + 1)N

)
that contain

a bad(α,β, γ ) L0-box

⎫⎬
⎭ ,

in which ρ(L) is a positive function depending on α, β , γ and K tending to 0 as L → ∞,
NL0 = Ld−1

0 / logL0, and {e1, . . . , ed} is the canonical basis of R
d . The probability of the

“bad” event decays with a superexponential rate at the order we are interested in, namely

(4.37) lim
N

1

Nd−2 logP[BN ] = −∞;
see Lemma 4.2 of [17]. For this reason, it can be discarded in the further discussion by
working on an effective disconnection event

(4.38) D̃α
N = Dα

N \BN.

We set K = 2K + 3 and as in (4.41) of [17], one has that

(4.39)

for large N , on D̃α
N , for each x ∈ S̃N , there is a collection C̃x of points in

L0 such that the corresponding L0-boxes Bz, z ∈ C̃x , intersect B(x, L̂0) with
π̃x -projection at mutual distance at least KL0. Moreover, C̃x has cardinal-

ity
⌊(

c′

K

L̂0

L0

)d−1⌋
and for each z ∈ C̃x , Bz is good(α,β, γ ) and Nu(Dz) ≥

β capZd (Dz)

(here, for each x ∈ S̃N , π̃x is the projection on the set of points in Z
d with vanishing ĩx-

coordinate).
We now introduce the random variable κN defined on D̃α

N with range KN ,

(4.40) κN = (
ŜN, S̃N, (π̃x, C̃x)x∈S̃N

)
,

see below (4.41) of [17] or (3.19) of [16]. As in (4.43) of [17], the choice of L̂0 and L0
together with (4.39) implies the “small combinatorial complexity”:

(4.41) |KN | = exp
{
o
(
Nd−2)}.

For a given choice of κ = (Ŝ, S̃, (π̃x, C̃x)x∈S̃) ∈ KN , we define a number of sets which will
be of use later (see Figure 2 below for a graphical representation of some of these sets):

(4.42)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

C = ⋃
x∈S̃

C̃x,

C = ⋃
z∈C

Dz ⊆ Z
d,

U1 = the unbounded component of Rd \ 1

N

⋃
x∈Ŝ

B∞
(
x,

1

50d
L̂0

)
,

U0 = R
d \ U1,

�(r) = 1

N

⋃
z∈C

(
z + [−(3 + r)L0, (4 + r)L0

]d) ⊆ R
d, r ∈ (0,3),

� = 1

N

⋃
z∈C

(
z + [−3L0,4L0]d) ⊆R

d,

�(r) = 1

N

⋃
z∈C

(
z + [−(3 − r)L0, (4 − r)L0

]d) ⊆ R
d, r ∈ (0,3).
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FIG. 2. Informal illustration of the boxes present for a given κ ∈KN , with the set of selected boxes of side-length
2L̂0 surrounding AN and the blow-up of one such box with selected boxes Dz of size 7L0 (dashed lines) and slight
enlargements/diminutions. The scaled R

d -fillings of the dashed boxes constitute �, while the scaled R
d -fillings

of the enlarged/diminished boxes constitute �(r) and �(r), respectively.

Note that for every r ∈ (0,3), �(r) ⊆ � ⊆ �(r), and �(r) and �(r) are an enlargement
and a diminution, respectively, of the scaled R

d -filling � of C, and all three can be seen
as “porous interfaces” for the “segmentation” U0 in the sense of (2.25) and (2.26) (with the

choice ε = 10 L̂0
N

). It should be noted that the occupation time bounds that will be developed
in Step 4 force us to work with the boxes Dz, z ∈ C as opposed to Bz, z ∈ C in [17, 26] to
eventually build up the “porous interfaces” �. This brings us to the main decomposition of
this section, namely the coarse-graining

(4.43) D̃α
N = ⋃

κ∈KN

DN,κ where DN,κ = D̃α
N ∩ {κN = κ}.

We finish this step by introducing the set of “good” configurations Kμ
N for a given real

number μ > 0. In essence, we will declare a configuration κ to be in Kμ
N , if the harmonic

potential 𝒽� is “close” to 𝒽
Å

as measured by the Dirichlet form. The formal definition
is

(4.44) Kμ
N = {

κ ∈ KN ;E(𝒽� −𝒽
Å
) ≤ μ

}
.

Step 3. Uniform replacement of ℳu

Å
by Mu

C . For the interfaces C attached to κ ∈ Kμ
N

(see (4.42)), we define a discrete approximation to ℳu

Å
, namely the function

(4.45) Mu
C(x) = (√

u + (
√

u − √
u)hC(x)

)2
, x ∈ Z

d

(recall the definition of hC from (2.8)). Our aim is to show that for large N , K , uniformly in
κ ∈ Kμ

N , Mu
C is (after scaling) a good approximation of ℳu

Å
. More precisely we show the

following.
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PROPOSITION 4.5. For any fixed μ > 0, and K ≥ 100 large enough (depending on μ)

(4.46)

lim sup
N

sup
κ∈Kμ

N

sup
‖η‖∞≤1

η∈Lip1(BR)

∣∣∣∣ 1

Nd

∑
x∈Zd

Mu
C(x)η

(
x

N

)
− 〈

ℳu

Å
, η

〉∣∣∣∣
≤ 8E(1BR

)1/2μ1/2,

where E was defined below (2.23).

PROOF. By replacing η with −η, we see that it suffices to obtain an upper bound for

(4.47)

1

Nd

∑
x∈Zd

Mu
C(x)η

(
x

N

)
− 〈

ℳu

Å
, η

〉

=
(

1

Nd

∑
x∈Zd

Mu
C(x)η+

(
x

N

)
− 〈

ℳu

Å
, η+〉)

−
(

1

Nd

∑
x∈Zd

Mu
C(x)η−

(
x

N

)
− 〈

ℳu

Å
, η−〉).

This requires an upper bound on the first term on the right-hand side of (4.47) and a lower
bound on the second term. We will give details only for the first contribution since the lower
bound on the second contribution is obtained with a similar argument.

Combining the definitions of ℳu
�(r) in (1.7) and Mu

C in (4.45) together with the fact that
u ∈ (0, u) and hC,𝒽�(r) ≤ 1, we obtain the inequality

(4.48) Mu
C(x) −ℳu

�(r)

(
x

N

)
≤ 2u

(
hC(x) −𝒽�(r)

(
x

N

))
∨ 0,

from which one can easily infer that

(4.49)

1

Nd

∑
x∈Zd

Mu
C(x)η+

(
x

N

)

≤ 1

Nd

∑
x∈Zd

ℳu
�(r)

(
x

N

)
η+

(
x

N

)

+ sup
κ∈Kμ

N

sup
x∈BR,N

2u
|BR,N |

Nd

(
hC(x) −𝒽�(r)

(
x

N

))
∨ 0.

An application of (A.5) in [4], Proposition A.1, which relies on a strong coupling result of
[9] between the simple random walk and Brownian motion, shows that the second summand
of (4.49) converges to zero as N → ∞ (in fact, one has to use a slight modification of this
statement).

We now provide a gradient estimate to approximate the first summand in (4.49) by an
integral, similar as in (4.32)–(4.35) of [4]. Let �(r),∗ and �

(r),∗
2 be the enlargements of �(r)

by L0
N

and L0
2N

, respectively, that is,

(4.50)

�(r),∗ =
{
x ∈ R

d;d(x,�(r)) ≤ L0

N

}
,

�
(r),∗
2 =

{
x ∈ R

d;d(x,�(r)) ≤ L0

2N

}
.
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Using the fact that 𝒽�(r) is harmonic outside �
(r),∗
2 and Theorem 2.10 in [11] yields the

gradient bound

(4.51) sup
x∈(�

(r),∗
2 )c

∣∣∇ℳu
�(r)(x)

∣∣ ≤ sup
x∈(�

(r),∗
2 )c

2(u − √
uu)

∣∣∇𝒽�(r)(x)
∣∣ ≤ c

N

L0
.

We proceed with the approximation of the sum in (4.49) by an integral. To this end, we write

(4.52)

1

Nd

∑
x∈Zd

ℳu
�(r)

(
x

N

)
η+

(
x

N

)

≤
∫

ℳu
�(r)(x)η+(x)dx + sup

κ∈Kμ
N

sup
‖η‖∞≤1

η∈Lip1(BR)

RN
η,κ ,

where

(4.53)

RN
η,κ = 1

Nd

∑
y∈Zd : y

N
∈�(r),∗

η+
(

y

N

)
ℳu

�(r)

(
y

N

)

+ ∑
y∈Zd : y

N
/∈�(r),∗

∫
[ y
N

,
y+1
N

)d
ℳu

�(r)(x)

∣∣∣∣η+
(

y

N

)
− η+(x)

∣∣∣∣dx

+ ∑
y∈Zd : y

N
/∈�(r),∗

η+
(

y

N

)∫
[ y
N

,
y+1
N

)d

∣∣∣∣ℳu
�(r)(x) −ℳu

�(r)

(
y

N

)∣∣∣∣dx.

Furthermore, from this representation of the error term, we obtain

(4.54)

lim
N

sup
κ∈Kμ

N

sup
‖η‖∞≤1

η∈Lip1(BR)

RN
η,κ

≤ lim
N

sup
κ∈Kμ

N

sup
‖η‖∞≤1

η∈Lip1(BR)

(
c|C|
Nd

‖η‖∞ + c

N
Lip(η) + cN

L0
‖η‖∞

)
= 0,

where we used that supκ∈Kμ
N

|C| = o(Nd) by construction (see, e.g., the argument in (3.39)
of [4]) for the first summand, the Lipschitz continuity of η for the second contribution and the
fact that

⋃
y∈Zd :y/N /∈�(r),∗[ y

N
,

y+1
N

) ⊆ (�
(r),∗
2 )c which allows the application of the gradient

estimate (4.51) for the third summand.
Combining (4.49) and (4.52), we finally get

(4.55)

1

Nd

∑
x∈Zd

Mu
C(x)η+

(
x

N

)
−

∫
ℳu

Å
(x)η+(x)dx

≤
∫ (

ℳu
�(r)(x) −ℳu

Å
(x)

)
η+(x)dx +RN

≤ 2u

∫ ∣∣𝒽�(r)(x) −𝒽
Å
(x)

∣∣η+(x)dx +RN

≤ 2uE
(|η|)1/2E(𝒽�(r) −𝒽

Å
)1/2 +RN,

with the definition

RN = sup
κ∈Kμ

N

sup
‖η‖∞≤1

η∈Lip1(BR)

RN
η,κ + sup

κ∈Kμ
N

sup
x∈BR,N

2u
|BR,N |

Nd

(
hC(x) −𝒽�(r)

(
x

N

))
∨ 0,

where in the last step we used (2.23) and E(η+) ≤ E(|η|).
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Via the same ideas (in particular using (A.4) in [4], Proposition A.1), we can show that

(4.56)

1

Nd

∑
x∈Zd

Mu
C(x)η−

(
x

N

)
−

∫
ℳu

Å
(x)η−(x)dx

≥ −2u
(
E
(|η|)E(𝒽�(r)

−𝒽
Å
)
)1/2 −R′

N,

where R′
N → 0 is independent of κ ∈ Kμ

N and η ∈ Lip1(BR) with ‖η‖∞ ≤ 1.
Moreover, we note that for any κ ∈ Kμ

N , one has

(4.57)

E(𝒽�(r) −𝒽
Å
) ≤ 2E(𝒽�(r) −𝒽�) + 2E(𝒽� −𝒽

Å
)

≤ 2
(
cap

(
�(r))− cap(�)

)+ 2μ

≤ 2 cap(�)
[
δN,K

(
1 + or(1)

)− 1
]+ 2μ

≤ cMd−2[δN,K

(
1 + or(1)

)− 1
]+ 2μ,

where δN,K ≥ 0 is a sequence fulfilling δN,K → 1 as N,K → ∞, where we used (4.44) and
the fact that � ⊆ �(r) in the second inequality, Proposition A.1 in the third and cap(�) ≤
cap([−M,M]d) = cMd−2 (by scaling) in the last. With the same argument, one can see that
for any κ ∈ Kμ

N :

(4.58) E(𝒽�(r)
−𝒽

Å
) ≤ cMd−2[δN,K

(
1 + or(1)

)− 1
]+ 2μ.

Upon inserting (4.55) and (4.56) into (4.47), we obtain

(4.59)

lim
N

ŝup
(

1

Nd

∑
x∈Zd

Mu
C(x)η

(
x

N

)
− 〈

ℳu

Å
, η

〉)

≤ lim
N

(
ŝup2uE

(|η|)1/2(E(𝒽�(r) −𝒽
Å
)1/2 + E(𝒽�(r)

−𝒽
Å
)1/2)

+R′
N +RN

)
(4.57), (4.58)≤ 4uE(1BR

)1/2
(
cMd−2

[
lim
N

δN,K

(
1 + or(1)

)− 1
]
+ 2μ

)1/2

≤ 8uE(1BR
)1/2μ1/2,

where we defined ŝup(·) = supκ∈Kμ
N

sup ‖η‖∞≤1
η∈Lip1(BR)

(·) and in the last step, K ≥ 100 was chosen

large enough and r > 0 small enough, which is what we wanted to show. �

Step 4. Occupation-time bounds. We consider L0 as in (4.13), K ≥ 100 an integer and
let C be a nonempty finite subset of L0 with points at mutual distance at least KL0, where
K = 2K +3 (for instance, the C attached to a choice κ ∈KN via (4.42) fulfills this condition).
For a given C as above, we set C = ⋃

z∈C Dz. We will often write D ∈ C meaning D = Dz

with z ∈ C.
The main result of this step is Proposition 4.6 below which should be compared to The-

orem 4.2 of [25]. This result plays the role of Proposition 4.3 in [4], where the notion of
h-good box corresponds to Nu(D) ≥ β capZd (D) in the present context. Whereas Gaussian
bounds (in particular the Borell-TIS inequality) were central in [4], here instead we rely on
the Laplace transform of the occupation times of random interlacements.

PROPOSITION 4.6. Let α > β > γ in (u,u) and ζ : Rd → R such that ‖ζ‖∞ ≤ 1 and
supp ζ ⊆ BR . Define the event

(4.60) 
 := ⋂
z∈C

{
Bz is good(α,β, γ ) and Nu(Dz) ≥ β capZd (Dz)

}
.
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Then there exists a function K �→ ε̂(K) > 0 such that ε̂(K) → 0 as K → ∞ and a positive
constant c3(�,R) such that

(4.61)
P

[∣∣∣∣〈ℒN,u, ζ 〉 − 1

Nd

∑
x∈Zd

Mu
C(x)ζ

(
x

N

)∣∣∣∣ ≥ �;

]

≤ 2e−[(√γ−√
u)2−ûε(K)] cap

Zd (C)−[c3(�,R)
√

u−cRd(u−γ )]Nd−2
.

PROOF. In order to prove (4.61), it suffices show that

(4.62)
P

[
〈ℒN,u, ζ 〉 − 1

Nd

∑
x∈Zd

Mu
C(x)ζ

(
x

N

)
≥ �;


]

≤ e−[(√γ−√
u)2−ûε(K)] cap

Zd (C)−[c3(�,R)
√

u−cRd(u−γ )]Nd−2
.

In fact an application of (4.62) to ζ and −ζ , and a union bound to deal with the absolute
value in (4.61), readily yields the conclusion.

The proof of (4.62) will follow as an application of Corollary 3.2 to a perturbation of the
potential

(4.63) V (x) =
√

γ − √
u√

γ
eC(x), x ∈ Z

d .

For later convenience, we set a = (
√

γ − √
u)/

√
γ so that V = aeC . Notice that a ∈ (0,1)

since γ ∈ (u,u). We start by encoding the event under the probability on the left-hand side
of (4.61) in an event involving a functional of a perturbation V ′ of V ; see (4.70). Recall the
notation Lu = ∑

x∈Zd Lx,uδx(= ℒ1,u), so that for a function ζ :Rd →R one has

(4.64) 〈ℒN,u, ζ 〉 =
〈
Lu,

1

Nd
ζ

( ·
N

)〉
Zd

.

If B = Bz, with z ∈ C, is good(α,β, γ ) and Nu(D) ≥ β capZd (D) (with D = Dz), then one
has

(4.65) 〈Lu, eD〉Zd ≥ γ capZd (D),

see also (4.9) in Theorem 4.2 of [25]. Thus on the event 
, multiplying (4.65) by
eC(D)/ capZd (D) and summing over D ∈ C yields

(4.66)
〈
Lu,

∑
D∈C

eC(D)eD

〉
Zd

≥ γ capZd (C)

(recall that eD is the normalized equilibrium measure of D, cf. (2.7)).
Finally, we use that by (4.6) in [25] for all K there exists ε̂(K) > 0 such that ε̂(K) → 0 as

K → ∞ and

(4.67)
∑
D∈C

eC(D)eD(x) ≤ (
1 + ε̂(K)

)
eC(x), x ∈ Z

d .

This leads to the inclusion of events

(4.68)


 ⊆
{
〈Lu, eC〉Zd ≥ γ capZd (C)

1 + ε̂(K)

}

=
{
〈Lu,V 〉Zd ≥

√
γ (

√
γ − √

u) capZd (C)

1 + ε̂(K)

}
.
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We introduce now for δ ∈ (0,1) a perturbation V ′ of the potential V

(4.69) V ′(x) = V (x) + δN−2ζ

(
x

N

)
, x ∈ Z

d

(here N−2ζ( x
N

) will play the role of η in Corollary 3.2). In view of (4.64), (4.67) and (4.68)
we obtain the following bound:

(4.70)

P

[
〈ℒN,u, ζ 〉 ≥ 1

Nd

∑
x∈Zd

Mu
C(x)ζ

(
x

N

)
+ �;


]

≤ P

[
〈Lu,V 〉Zd ≥

√
γ (

√
γ − √

u) capZd (C)

1 + ε̂(K)
;

〈ℒN,u, ζ 〉 ≥ 1

Nd

∑
x∈Zd

Mu
C(x)ζ

(
x

N

)
+ �

]

≤ P

[〈
Lu,V

′〉
Zd ≥

√
γ (

√
γ − √

u) capZd (C)

1 + ε̂(K)

+ δ

〈
Mu

C,N−2ζ

( ·
N

)〉
Zd

+ δNd−2�

]
.

Our next goal is to rewrite the right-hand side of (4.70) in a way that allows the application
of Corollary 3.2. By (2) of Remark 3.3 with a = (

√
γ − √

u)/
√

γ , one has

(4.71) γV = 1 + a

1 − a
hC, u

〈
V,γ 2

V

〉
Zd = √

γ (
√

γ − √
u) capZd (C),

and that

(4.72) uEZd (γV − 1, γV − 1) = u
a2

(1 − a)2EZd (hC,hC) = (
√

γ − √
u)2 capZd (C).

Moreover, using (4.45) and (4.71) (and that hC(x) ∈ [0,1] for all x ∈ Z
d ) it follows that

(4.73)
∣∣Mu

C(x) − uγ 2
V (x)

∣∣ ≤ u − γ for all x ∈ Z
d .

Using (4.71), (4.73), supp ζ ⊆ BR and δ < 1, we obtain the bounds:
√

γ (
√

γ − √
u)

1 + ε̂(K)
capZd (C)

= u
〈
V,γ 2

V

〉
Zd − √

γ (
√

γ − √
u) capZd (C)

ε̂(K)

1 + ε̂(K)

≥ u
〈
V,γ 2

V

〉
Zd − u capZd (C)̂ε(K),

(4.74)

δ

〈
Mu

C,N−2ζ

( ·
N

)〉
Zd

≥ uδ

〈
N−2ζ

( ·
N

)
, γ 2

V

〉
Zd

− cRdNd−2(u − γ ).(4.75)

By means of (4.74) and (4.75), the right-hand side of (4.70) is bounded above by

(4.76) P

[〈
Lu,V

′〉
Zd ≥ u

〈
V,γ 2

V

〉
Zd + uδ

〈
N−2ζ

( ·
N

)
, γ 2

V

〉
Zd

+ t

]
,

where we set

(4.77) t := δNd−2� − ûε(K) capZd (C) − cRd(u − γ )Nd−2.
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In order to apply Corollary 3.2 to (4.76), we are left with the verification of the assumptions.
On the one hand, G|V |(x) = ahC(x) ∈ [0,1) for any x ∈ Z

d , since γ > u. On the other hand,
since ‖ζ‖∞ ≤ 1, one has

(4.78)
∣∣∣∣δN−2G

∣∣ζ ∣∣( ·
N

)
(x)

∣∣∣∣ ≤ δN−2
∑

y∈BR,N

g(x, y) ≤ cR2δ for all x ∈ Z
d .

Therefore, using (4.63), (4.78), and that hC(x) ∈ [0,1] for all x ∈ Z
d , we get for all N ≥ 1

∥∥G∣∣V ′∣∣∥∥∞ ≤ ∥∥G|V |∥∥∞ +
∥∥∥∥δN−2G|ζ |

( ·
N

)∥∥∥∥∞(4.79)

< 1 −
√

u√
γ

+ cR2δ,

∥∥∥∥(I − G|V |)−1
δN−2G|ζ |

( ·
N

)∥∥∥∥∞
≤ 1

1 − ‖G|V |‖∞

∥∥∥∥δN−2G|ζ |
( ·

N

)∥∥∥∥∞(4.80)
≤ c

√
γ√
u

R2δ.

Thus there exists δ1 := c4(R)
√

u < 1 such that for all δ < δ1, one has

(4.81)
∥∥G∣∣V ′∣∣∥∥∞ < 1,

∥∥∥∥(I − GV )−1δN−2G|ζ |
( ·

N

)∥∥∥∥∞
< 1.

Moreover, the rest Rδ,η,V with η = N−2ζ( ·
N

) can be bounded as

(4.82) Rδ,η,V ≤ cNd−2Rd γ

u

δ2
√

γ√
u
R2

1 − δc′
√

γ√
u
R2

and thus there exists δ2 = c5(�,R)
√

u ≤ c4(R)
√

u such that for all δ ≤ δ2:

(4.83) −δNd−2� + uRδ,η,V ≤ −δ�

2
Nd−2.

In view of (4.81) and using (4.72) we can finally apply Corollary 3.2 for any δ < δ2 and
obtain

(4.84)

P

[〈
Lu,V

′〉
Zd ≥ u

〈
V,γ 2

V

〉
Zd + uδ

〈
N−2ζ

( ·
N

)
, γ 2

V

〉
Zd

+ t

]

≤ exp
{−(

√
γ − √

u)2 capZd (C) − t + uRδ,η,V

}
≤ exp

{
−[

(
√

γ − √
u)2 − ûε(K)

]
capZd (C)

−
[
δ2�

2
− cRd(u − γ )

]
Nd−2

}
,

which is what we wanted to prove by setting c3(�,R) := c5(�,R)�/2. �

Step 5. Application of the solidification bounds. In this last step, we will essentially put
together the results of the previous steps and use the solidification estimates to finalize the
proof of Theorem 4.1. This will prominently feature an argument involving a distinction
between two types of κ ∈ KN , that either give rise to “good” or “bad” interfaces �; see
around (4.89). Both cases will be dealt with separately, and in the (more delicate) case of
“good” interfaces we need to invoke Propositions 4.5 and 4.6 to obtain the required bounds.
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We start with bounding the probability on the left-hand side in equation (4.5) by using
Lemma 4.3:

(4.85)

P
[
dR

(
ℒN,u,ℳu

Å

) ≥ �;Du
N

]
≤ P

[
dBL,R

(
ℒN,u,ℳu

Å

) ≥ �;Du
N

]
with � = �

1 + 2 (
√

dR)∨1∫
BR

ℳu

Å
(x)dx

.

Upon inspection of (4.16), we will now show that (using again the notation BR,N =
(NBR) ∩Z

d )

(4.86)

lim sup
N

1

Nd−2 sup
x∈BR,N

logP
[∣∣〈ℒN,u −ℳu

Å
, χε(· − x/N)

〉∣∣ ≥ �

4|BR| ;D
u
N

]

≤ − 1

d
(
√

u − √
u)2 cap(Å) − c6(�,R,A,u),

with c6(�,R,A,u) ∼ c7(�,R,A)
√

u as u → 0. For a continuous, compactly supported
function ζ :Rd →R and �̃ > 0, we introduce the shorthand notation

(4.87) A�̃,ζ
N := {∣∣〈ℒN,u −ℳu

Å
, ζ

〉∣∣ ≥ �̃
}
.

By (4.37), (4.41) and (4.43), we see that with the notation �′ = �
4|BR | :

(4.88)

lim sup
N

1

Nd−2 sup
x∈BR,N

logP
[
A�′,χε(·−x/N)

N ∩Du
N

]

≤ lim sup
N

1

Nd−2 sup
x∈BR,N

sup
κ∈KN

logP
[
A�′,χε(·−x/N)

N ∩DN,κ

]
.

We will bound the term on the right-hand side of the above equation in different ways, de-
pending on the nature of κ ∈ KN : Recall the definition of the subset Kμ

N ⊆ KN for μ > 0
in (4.44). For “bad” situations κ ∈ KN \ Kμ

N , in which 𝒽� differs from 𝒽
Å

by an amount
exceeding μ as measured by the Dirichlet form, it suffices to focus on the event DN,κ alone
to produce an additional cost in the exponential decay using the solidification result (2.28). In
“good” cases for κ ∈ Kμ

N , we have to employ the uniform replacement of ℳu

Å
by Mu

C (see
Proposition 4.5 of Step 3) and the occupation-time bounds (see Proposition 4.6 of Step 4) and
argue that the relevant bounds hold uniformly when x varies in NBR ∩ Z

d . More precisely,
we let μ > 0 and bound

(4.89)

lim sup
N

1

Nd−2 sup
x∈BR,N

sup
κ∈KN

logP
[
A�′,χε(·−x/N)

N ∩DN,κ

]

≤
(

lim sup
N

1

Nd−2 sup
x∈BR,N

sup
κ∈Kμ

N

logP
[
A�′,χε(·−x/N)

N ∩DN,κ

])

∨
(

lim sup
N

1

Nd−2 sup
κ∈KN\Kμ

N

logP[DN,κ ]
)
.

Let us first focus on the second part of the dichotomy, pertaining to the situation where κ

gives rise to a “bad” interface � ⊆ R
d . By (4.52) of [17] and the argument leading up to it,
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one knows that for ε̃ > 0 small enough,

(4.90)

lim
N

1

Nd−2 sup
κ∈KN\Kμ

N

logP[DN,κ ]

≤ −
(√

γ −
√

u

1 − ε̃(
√

u
u

− 1)

)
(
√

γ − √
u)

1

Nd−2 lim
N

inf
κ∈KN\Kμ

N

capZd (C).

Upon taking lim supK in (4.90) and using Proposition A.1 of [17], we get

(4.91)

lim
N

1

Nd−2 sup
κ∈KN\Kμ

N

logP[DN,κ ]

≤ −
(√

γ −
√

u

1 − ε̃(
√

u
u

− 1)

)
(
√

γ − √
u)

1

d
lim
K

lim
N

inf
κ∈KN\Kμ

N

cap(�).

At this point, we will make use of the solidification result for Dirichlet forms, (2.28). Let us
sketch briefly, how � can be interpreted as a porous interface: Recall the definition of the
sets U0 and U1 associated to κ ∈KN in (4.42). Take A′ ⊆ Å compact, and �∗ ≥ 0 (depending
on A, A′) with the property that for large N and all κ ∈ KN , d(A′,U1) ≥ 2−�∗ ; see (4.50) of
[17]. By definition of κ ∈ KN , one can argue with the help of a projection argument that for
all x ∈ S̃ , cap(

⋃
z∈Cx

z + [−3L0,4L0]d) ≥ c(K)L̂d−2
0 , thus one has

(4.92) Wx[H� < τ
10

L̂0
N

] ≥ c(K) for all x ∈ ∂U1.

We refer to (4.51) of [17] for details of this argument. This ensures that � for any choice of
κ ∈ KN is a porous interface around A′ in the sense of (2.26) and we can apply the solidifi-
cation estimate (2.28):

(4.93)

lim
N

inf
κ∈KN\Kμ

N

cap(�)

= cap
(
A′)+ lim

N

inf
κ∈KN\Kμ

N

(
cap(�) − cap

(
A′))

= cap
(
A′)+ lim

N

inf
κ∈KN\Kμ

N

(
E(𝒽A′ −𝒽�) + cap(�)

− cap
(
A′)− E(𝒽A′ −𝒽�)

)
(2.28)≥ cap

(
A′)+ lim

N

inf
κ∈KN\Kμ

N

E(𝒽A′ −𝒽�)

≥ cap
(
A′)+ (

μ
1
2 − E(𝒽

Å
−𝒽A′)

1
2
)2
+,

having used the inverse triangle inequality in the last step; see also (4.49)–(4.52) of [4] for
a similar argument in the case of level-set percolation of the Gaussian free field. Combining
(4.91) with (4.93) provides us in the case of “bad” interfaces κ ∈ KN \Kμ

N with the bound

(4.94)

lim sup
N

1

Nd−2 logP[DN,κ ]

≤ −
(√

γ −
√

u

1 − ε̃(
√

u
u

− 1)

)

×
√

γ − √
u

d

(
cap

(
A′)+ (

μ
1
2 − E(𝒽

Å
−𝒽A′)

1
2
)2
+
)
.
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We will now turn to the more delicate bounds in the case of κ ∈ Kμ
N , giving rise to “good”

porous interfaces �, that is, those for which 𝒽� and 𝒽A are “close.” Here, we need to find
a suitable upper bound on the first member of the maximum in (4.89). This will be done by
combining Propositions 4.5 and 4.6 from the previous two steps. Let μ > 0 be small enough
(depending only on R, �′ and A) such that

(4.95) �′ εd+1

Lip(χ) ∨ 1
− 8uE(1B2R

)1/2μ1/2 >
�′

2
· εd+1

Lip(χ) ∨ 1
=: �′′.

For N ≥ N0, we conclude from the “uniform closeness” between ℳu

Å
and Mu

C (4.46) that

(4.96) A2�′′,ζ
N ⊆

{∣∣∣∣〈ℒN,u, ζ 〉 − 1

Nd

∑
x∈Zd

Mu
C(x)ζ

(
x

N

)∣∣∣∣ ≥ �′′
}
,

for every ζ ∈ Lip1(BR) with ‖ζ‖∞ ≤ 1 and every κ ∈ Kμ
N . In particular, (4.96) holds for

ζ = χε(·−y)εd+1

Lip(χ)∨1 , uniformly in y ∈ BR . By (4.39), every choice of κ ∈ KN (and a fortiori every

choice in κ ∈ Kμ
N ) gives rise to a system of boxes Bz located at z ∈ C ⊆ Z

d such that every
Bz is good(α,β, γ ) and fulfills Nu(Dz) ≥ β capZd (Dz). This brings us into a position where
we can use the main result of Step 4, Proposition 4.6. Indeed, with the shorthand notation
s̃up(·) = supx∈BR,N

supκ∈Kμ
N
(·), the first member of the maximum in (4.89) is bounded as

follows:

(4.97)

lim
N

1

Nd−2 s̃up logP
[
A�′,χε(·−x/N)

N ∩DN,κ

]

≤ lim
N

1

Nd−2 s̃up logP
[∣∣∣∣
〈
ℒN,u,χε

(
· − x

N

)〉
−

〈
Mu

C,
χε(

·
N

− x
N

)

Nd

〉
Zd

∣∣∣∣
≥ �′

2
;DN,κ

]

≤ lim
N

1

Nd−2 s̃up logP
[∣∣∣∣
〈
ℒN,u,χε

(
· − x

N

)〉
−

〈
Mu

C,
χε(

·
N

− x
N

)

Nd

〉
Zd

∣∣∣∣
≥ �′

2
;


]
,

where we used (4.96) in the first inequality and the notation (4.60). We recall that for fixed
ε > 0, the functions χε(·− x

N
), as x varies in BR,N form a location family and have a common

support contained in the 2ε-neighborhood of BR . Moreover, the sup-norm ‖χε(· − x
N

)‖∞ is
independent of x ∈ BR,N . Therefore, an application of the occupation-time bound (4.61)
yields

(4.98)

lim
N

1

Nd−2 sup
x∈BR,N

sup
κ∈Kμ

N

logP
[
A�′,χε(·−x/N)

N ∩DN,κ

]

≤ − lim
N

inf
κ∈Kμ

N

[
(
√

γ − √
u)2 − ûε(K)

]capZd (C)

Nd−2

− c3

(
�′

2
,R

)√
u + cRd(u − γ ).
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As before, we can take lim supK and arrive with the help of Proposition A.1 of [17] at

(4.99)

lim
N

1

Nd−2 sup
x∈BR,N

sup
κ∈Kμ

N

logP
[
A�′,χε(·−x/N)

N ∩DN,κ

]

≤ − lim
N

lim
K

1

Nd−2 inf
κ∈Kμ

N

1

d
(
√

γ − √
u)2 cap(�)

−
[
c3

(
�′

2
,R

)√
u − cRd(u − γ )

]
.

We can now argue as above (4.92) and see that � is again in the class of porous interfaces for
A′ ⊆ Å compact and U0, U1 as in (4.42). By the capacity lower bound (2.27), we obtain that

(4.100) lim inf
N

inf
κ∈KN

cap(�) ≥ cap
(
A′).

To conclude the proof, we go back to (4.89) and combine the two upper bounds (4.94) and
(4.98):

(4.101)

lim sup
N

1

Nd−2 sup
x∈BR,N

sup
κ∈KN

logP
[
A�′,χε(·−x/N)

N ∩DN,κ

]

≤ −
(√

γ −
√

u

1 − ε̃(
√

u
u

− 1)

)

×
√

γ − √
u

d

(
cap

(
A′)+ (

μ
1
2 − E(𝒽

Å
−𝒽A′)

1
2
)2
+
)

∨ −
(

1

d
(
√

γ − √
u)2 cap

(
A′)−

[
c3

(
�′

2
,R

)√
u − cRd(u − γ )

])
.

By letting successively ε̃ tend to zero and α, β , γ to u, and finally A′ ↑ Å, we obtain, in view
of (2.22) and of E(𝒽

Å
−𝒽A′) ≤ cap(Å) − cap(A′),

(4.102)

lim sup
N

1

Nd−2 sup
x∈BR,N

sup
κ∈KN

logP
[
A�′,χε(·−x/N)

N ∩DN,κ

]

≤ − 1

d
(
√

u − √
u)2 cap(Å)

− c3

(
�′

2
,R

)√
u ∧ μ

d
(
√

u − √
u)2 cap(Å),

and the claim (4.86) follows by choosing μ > 0 such that (4.95) holds and by setting
c6(�,R,A,u) := c3(

�′
2 ,R)

√
u∧ μ

d
(
√

u−√
u)2 cap(Å). Inserting this bound into (4.16) now

results in

(4.103)
lim
N

1

Nd−2 logP
[
dBL,R

(
ℒN,u,ℳu

Å

) ≥ �;Du
N

]

≤ − 1

d
(
√

u − √
u)2 cap(Å) − c6(�,R,A,u) ∧ 1.

By (4.85), we can now set c1(�,R,A,u) := c6(�,R,A,u) ∧ 1 and since c6(�,R,A,u) ∼
c7(�,R,A)

√
u as u → 0, one also has that c1(�,R,A,u) ∼ c2(�,R,A)

√
u. This com-

pletes the proof of the Theorem. �
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REMARK 4.7. One may wonder, whether Theorem 4.1 or Corollary 4.2 provide also
some insight into the behavior of the occupation-time profile of a random walk when condi-
tioned on disconnecting AN from SN . Heuristically, the random walk can be interpreted as
limit of random interlacements with vanishing intensity. In Corollary 6.4 of [24] and Corol-
lary 4.4 of [17], asymptotic large deviation upper bounds on the disconnection probability for
the random walk started at the origin were obtained. These bounds relied on a coupling be-
tween random interlacements conditioned on 0 ∈ Iu at arbitrarily small u > 0 and the random
walk. Similar coupling strategies have also been helpful in the discussion of the existence of
macroscopic holes within a large box created by a random walk; see Section 4 of [26].

However, the specific form of the additional cost for disconnection by random interlace-
ments and a deviation between ℒN,u and Mu

Å
involves an explicit dependence on u that does

not allow a simple coupling argument to conclude that for A regular, also the occupation-time
profile of a simple random walk, and ℳA = u∗𝒽2

A have to be close conditionally on discon-
nection and assuming u = u∗ = u∗∗. In spite of this, one may still ask whether it is true
that

(4.104)

lim
N

E0
[
dR(ℒN,ℳ

Å
) ∧ 1|DN

] = 0,

where DN = {
AN

Range{(Xt )t≥0}c�←→ SN

}
?

In investigating such a question, it should be noted that the strategy to obtain the lower bound
on the disconnection probability for random walk in [13] using so-called “tilted walks” differs
substantially from the construction with tilted interlacements in [14].

APPENDIX: COMPARISON OF CAPACITIES

In this Appendix, we state and prove Proposition A.1, which extends a certain scaling
property of the Brownian capacity of a box to a set of distant boxes. The approach we are
taking in order to prove our result is somewhat inspired by a similar comparison between the
discrete capacity of a set of boxes and the Brownian capacity of its Rd -filling, as performed
in the Appendix of [17] (in fact we will use this result at a certain stage in our proof).

We will first introduce some notation and recall some facts concerning capacities. Let
L ≥ 1 and K ≥ 100 be integers and consider discrete boxes Bz of size L located at z ∈ Z

d ,
that is,

(A.1) Bz = z + [0,L)d ∩Z
d .

Their Rd -fillings will be denoted by B̂z, following the notation of the Appendix in [17], that
is,

(A.2) B̂z = z + [0,L]d (⊆ R
d).

By convention, B = B0 and B̂ = B̂0. Moreover, we define for r ∈ (0, 1
4) the sets B

(r)
z ,Bz,(r) ⊆

Z
d and B̂

(r)
z , B̂z,(r) ⊆ R

d as

(A.3)

B(r)
z = z + [−rL, (1 + r)L

)d ∩Z
d,

Bz,(r) = z + [
rL, (1 − r)L

)d ∩Z
d,

B̂(r)
z = z + [−rL, (1 + r)L

)d
,

B̂z,(r) = z + [
rL, (1 − r)L

)d
.
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We will be interested in the capacity of a set of boxes located at points at mutual distance
bigger than KL. More precisely, we let C ⊆ Z

d stand for a nonempty finite set of points with

(A.4) z �= z′ ∈ C ⇒ ∣∣z − z′∣∣∞ ≥ KL,

and we define the sets

C = ⋃
z∈C

Bz, C(r) = ⋃
z∈C

B(r)
z , C(r) = ⋃

z∈C
Bz,(r),(A.5)


 = ⋃
z∈C

B̂z, 
(r) = ⋃
z∈C

B̂(r)
z , 
(r) = ⋃

z∈C
B̂z,(r).(A.6)

Moreover, we will need the following perturbation and scaling results for equilibrium mea-
sures and capacities:

(A.7)
For any δ > 0 and K ≥ c(δ) and C fulfilling (A.4), it holds that (1 −
δ)μ ≤ eC ≤ (1 + δ)μ with μ = ∑

z∈C eC(Bz)eBz

(see Proposition 1.5 of [24]), and

(A.8) lim inf
K,L→∞ inf

C
d

capZd (C)

cap(
)
≥ 1, lim sup

K,L→∞
inf
C

d
capZd (C)

cap(
)
≤ 1.

Finally, one knows that as L → ∞ the capacities of B and B̂ are equivalent, that is,

(A.9) aL = d
capZd (B)

cap(B̂)
→ 1 as L → ∞,

see Lemma 2.2 of [1] and page 301 of [19].
Note that (A.7), (A.8) and (A.9) continue to hold true uniformly in r ∈ (0, 1

4) if we consis-
tently replace all boxes Bz and B̂z entering the quantities of interest by slight enlargements
or diminutions according to (A.3).

The main result of this Appendix is the following uniform comparison between the Brow-
nian capacities of the sets 
, 
(r) and 
(r):

PROPOSITION A.1.

sup
C

cap(
(r))

cap(
)
≤ (1 + δK,L)(1 + 2r)d−2,(A.10)

inf
C

cap(
(r))

cap(
)
≥ (1 − δK,L)(1 − 2r)d−2,(A.11)

where 0 ≤ δK,L → 0 as K,L → ∞ and C varies in the class of nonempty finite subsets of Zd

with the property (A.4).

PROOF. We define the measure

(A.12) ν(y) = ∑
z∈C

eC(r)

(
B(r)

z

)
eBz(y),

where eF is the equilibrium measure of a set F ⊆ Z
d (see (2.5)), and eF for a set with positive

capacity stands for the normalized equilibrium measure of F ; see (2.7). By construction,
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ν(Zd) = capZd (C(r)) and ν is supported on C. Moreover, we have for x ∈ C:

(A.13)

∑
y∈Zd

g(x, y)ν(y) = ∑
z∈C

eC(r)

(
B(r)

z

) ∑
y∈Zd

g(x, y)eBz(y)
1

capZd (B)

(2.9)= 1

capZd (B)

∑
z∈C

eC(r)

(
B(r)

z

)
hBz(x)︸ ︷︷ ︸

≤h
B

(r)
z

(x)

(2.9)≤ capZd (B(r))

capZd (B)

∑
y∈Zd

g(x, y)
∑
z∈C

eC(r)

(
B(r)

z

)
e
B

(r)
z

(y)

(A.7)≤ capZd (B(r))

capZd (B)

1

1 − δ

∑
y∈Zd

g(x, y)eC(r)(y)

≤ 1

1 − δ

capZd (B(r))

capZd (B)
,

for K ≥ c(δ) large enough. Upon multiplication of this inequality with eC(x) and summation
over x ∈ Z

d , we obtain

(A.14)

capZd

(
C(r)) ≤ 1

1 − δ

capZd (B(r))

capZd (B)
capZd (C)

(A.9)≤ 1

1 − δ
ãL

cap(B̂(r))

cap(B̂)
capZd (C)

with ãL → 1 as L → ∞. Rearranging terms, we arrive at

(A.15)
cap(
(r))

cap(
)
≤ cap(
(r))

capZd (C(r))
· capZd (C(r))

capZd (C)
· capZd (C)

cap(
)
.

Taking the supremum over C fulfilling (A.4) and using (A.8) for the first and last term in the
above inequality and (A.14), one can find 0 ≤ δK,L → 0 as K,L → ∞ such that

(A.16) sup
C

cap(
(r))

cap(
)
≤ (1 + δK,L)

cap(B̂(r))

cap(B̂)
,

for K , L large enough. Since the Brownian capacity is translation invariant and fulfills
cap(αD) = αd−2 cap(D) for any α > 0 and D ⊆ R

d open or closed and bounded, the quo-
tient of capacities in the last term is (1 + 2r)d−2, which completes the proof of (A.10). For
(A.11), the proof is performed in a similar manner. �
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