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QUENCHED CENTRAL LIMIT THEOREM FOR RANDOM WALKS
IN DOUBLY STOCHASTIC RANDOM ENVIRONMENT!

BY BALINT TOTH
University of Bristol and Rényi Institute, Budapest

We prove the quenched version of the central limit theorem for the dis-
placement of a random walk in doubly stochastic random environment, under
the H_1-condition, with slightly stronger, L7t (rather than £2) integra-
bility condition on the stream tensor. On the way we extend Nash’s mo-
ment bound to the nonreversible, divergence-free drift case, with unbounded
(52"‘5 ) stream tensor. This paper is a sequel of [Ann. Probab. 45 (2017)
4307-4347] and relies on technical results quoted from there.

1. Introduction. Let (2, F,m,7,:z¢€ 74 ) be a probability space with an er-
godic Z?-action. Denote by £ := {k € Z? : |k| = 1} the set of possible steps of
a nearest-neighbour walk on 74, Let pr: 2 — [0,s*], k € £, be bounded mea-
surable functions (s* < oo is their common upper bound). These will be the jump
rates of the RWRE considered [see (2) below] and assume they are doubly stochas-
tic,

() Yo k@) =) po(nw).
ke& ke€
The physical meaning of (1) is that the local drift field of the walk is divergence-
free, that is, the stream field of an incompressible flow in stationary regime.
Given these, define the continuous time nearest neighbour random walk ¢ +—
X (1) € Z¢ as a Markov process on Z4, with X (0) = 0 and conditional jump rates

) P, (X (1 +di) = x + k|X (1) = x) = pr(tew) dt + o(d1),

where the subscript @ denotes that the random walk X (¢) is a Markov process
on Z¢ conditionally, with fixed w € €2, sampled according to . The continuous
time setup is for convenience only. Since the jump rates are bounded, this is fully
equivalent with a discrete time walk.

We will use the notation P,,(-) and E,(-) for quenched probability and expec-
tation. That is, probability and expectation with respect to the distribution of the
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random walk X (¢), conditionally, with given fixed environment w. The notation
P():= [oPy()dn(w) and E() := [ E, (-) d(w) will be reserved for annealed
probability and expectation. That is, probability and expectation with respect to
the random walk trajectory X (¢) and the environment w, sampled according to the
distribution .

It is well known (and easy to check, see, e.g., [17]) that due to double stochas-
ticity (1) the annealed set-up is stationary and ergodic in time: the process of the
environment as seen from the position of the random walker

3) n(t) := TX (1)@

is a stationary and ergodic Markov process on (€2, ) and consequently the random
walk ¢ — X (¢) will have stationary and ergodic annealed increments.

Next we define, fork € £, sp : @ — [0, 5], v : @ > [—s*, s*],and ¥, ¢ : @ —
R4,
_ k(o) + p— (o)

sk(@) : 5 . V() =) ksi(o),
ke&
@ (@) = p—k(Tkw)
n(w) = T @)= ) ku(@).
ke&

The local quenched drift of the random walk is
E,(dX(®)|X (1) =x) = (¥ (1x0) + ¢(1yw)) dt + o(dt).

Note that from the definitions (4) it follows that for 7 -almost all w € 2
) si(@) — s—i(tew) =0, Vi(w) = Se; (®) — ¢, (T—¢; ),

vk (@) + vk (tpw) =0, @i () = v (@) + Vg, (T—¢; @).
In addition, condition (1) is equivalent to
(6) Y u(@) =0,  mas.

ke&

Thus, (Vi (Tx®))es veza 18 a stationary sourceless (or divergence-free) flow on the

lattice Z¢. The physical interpretation of the divergence-free condition (6) is that
the walk (2) models the motion of a particle suspended in stationary, incompress-
ible flow, with thermal noise.

In order that the walk ¢ — X (¢) have zero annealed mean drift, we also assume
that forall k € £

(7 /Q vk (w) dm(w) = 0.

Our next assumption is the strong ellipticity condition for the symmetric part
of the jump rates: there exists another positive constant s, € (0, s*] such that for
w-almostall w € Q and all k € £

(8) Sk (w) > sy, T-a.s.
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Note that the ellipticity condition is imposed only on the symmetric part s of the
jump rates and not on the jump rates pi. It may happen that 7 ({w : mingeg pr(w) =
0}) > 0, as it is the case in some examples given in [19].
By applying a linear time change we may and will choose s, = 1 < s* < co.
Finally, we formulate the notorious H_|-condition which plays a key role. De-
note fori, j=1,...,d,

%W=L%@WWMW@L Ciip)i= 3 e/ rCy ).

xez4

By Bochner’s theorem, the Fourier transform C is positive definite d X d-matrix-
valued-measure on [—7, 7). The no-drift condition (7) is equivalent to 6,- ({0 =
0,foralli, j=1,...,d. With slight abuse of notation we denote this measure for-
mally as C; i (p) dp even though it could be not absolutely continuous with respect
to Lebesgue.

The H_1-condition is the following:

d -1 4 R
9) /[_ﬂ n)d<Z(1 - COSpj)) Zcii(]?) dp < oo.

j=1 i=1

This is an infrared bound on the correlations of the skew-symmetric part of the drift
field, x = @(trxw) € RY. It implies diffusive upper bound on the annealed walk
[see the upper bound in (KT28)] and turns out to be a natural sufficient condition
for the diffusive scaling limit (i.e., CLT for the annealed walk); see Theorem 1
in [19]. [Throughout this note, (KTxx) points at display number (xx) in [19].]
Three other equivalent formulations of (9) are given in [19]. Two of these, (KT35)
and Proposition 4(ii) of [19] are of particular interest, since we shall use them. Note
that the H_j-condition (9) actually formally implies the no-drift condition (7).

It is proved in Proposition 4(ii) of [19] that the H_1-condition (9) is equivalent
to the existence of a stationary and square integrable stream-tensor-field whose curl
(or rotation) is exactly the source-less (divergence-free) flow v. More explicitly,
there exist i ; € H, k, [ € £, with symmetries

(10) hi1(w) = —h_p 1(rw) = —hg, 1 (T1w) = —hy (@), T-a.s.,
such that
(11) w(@) =Y hei(w).

le€
Remarks on the stream tensor h. The fact that v is expressed as in (11) with &
having the symmetries (10) is essentially the lattice-version of Helmholtz’s theo-
rem. In its most common three-dimensional formulation: “A divergence free vec-
tor field is the curl of a vector field.” (In classical electrodynamics, this is called the
vector potential.) Note that (10) means that the stream tensor field x — h(t,w) is
actually function of the oriented plaquettes of Z. In particular, in two-dimensions
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x > h(tyw) defines a stationary height function on the dual lattice Z +(1/2, 1/2),
in three-dimensions x — h(7,w) defines a stationary oriented flow (i.e., a vector
field) on the dual lattice Z> + (1/2,1/2, 1/2). For more details about the stream
tensor and the derivation of (10)—(11), see Section 5 of [19].

We will now assume that the stream-tensor-field has the stronger integrability,

(12) hel?(Q, ),

for some & > 0, rather than being merely square integrable. This stronger inte-
grability condition is needed in the proof of quenched tightness of the diffusively
scaled displacement t~1/2X (). We denote

(13) h*=h*@e):= Y (fg \hie |71 dme

k,leE

1/(2+¢)
> < OQ.

In [19], it was shown that for a RWRE (2) whose environment satisfies condi-
tions (1), (8) and (9) the central limit theorem holds, under diffusive scaling and
Gaussian limit with finite and nondegenerate asymptotic covariance, in probability
with respect to the environment; see Theorem 1 in [19]. The proof consists of an
efficient martingale approximation in the spirit of Kipnis—Varadhan, based on the
relaxed sector condition introduced in [14] and down-to-earth explicit functional
analysis in and over the Hilbert spaces of scalars () and gradients (G):

H = {f eLX(Q,7): /Q f(w)dn(w) :0},

G .= {g = (g)kes € P H : gk (@) + g—r (kw) =0,
ke&

gk(w) + gi1(trw) = gi1(w) + gk (tiw), k, 1 € 8}.

We stress that in [19] & € £2(2, ) is assumed, rather than (12).

The main result of the present paper is, that under conditions (1), (8), (9) and
(12) [which is a marginally stronger version of (9)] actually the quenched CLT
holds, with deterministic nondegenerate covariance matrix. This is Theorem 1 be-
low.

For general background on RWRE and in particular on the quenched versus
annealed CLT dichotomy, see the surveys [5, 21, 28]. For more background on
random walks in doubly stochastic random environment, for interesting examples
and in general more illuminating comments, see [19] and [27].

2. Results. Throughout the paper, conditions (1), (8) and (9) are assumed.
[Recall that (7) is formally implied by (9), so we do not state it as a separate
condition.] Propositions 2 and 3 are valid under these conditions. In Proposition 1,
and as a consequence, in Proposition 4 and Theorem 1 the stronger integrability
condition (12) of the stream-tensor-field is also assumed.
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PROPOSITION 1. Conditions (1), (8), (9), (12) are assumed. There exists a
constant M* = M*(d, s, s*, &, h*) < 00 such that for 7 -almost all w,

(14) lim :~2E,(|X (1)]) < M*.
—00
In particular the scaled displacements t /2> X (t) are quenched tight.

In the next proposition, A denotes the Laplacian operator acting on the Hilbert
space H, as defined in (31) below. Note that A is bounded, self-adjoint and neg-
ative. Thus, the operators |A|'/? and |A|~'/? are defined in terms of the spectral
theorem. The unbounded operator |A|~!/2 is defined on the domain

o 1 a1
H_ ._{¢eH.i1{r(1)(¢,(u A)7'g),, < oo
=Ran|A|1/2=Dom|A|71/2.

PROPOSITION 2. Conditions (1), (8), (9) are assumed. For any ¢ € H_1 there
exists a unique solution 0 € G of the equation

(15) Y Pr(@)bi(w) = d().

ke&

We denote by © :  x Z?¢ — R the cocycle to which 6 is the gradient: for x € Z¢
and k € &,

(16) ®(w,0) =0, O(w,x +k)— O (w, x) =60 (tyw), T-a.s.
Equations (15) and (16) amount to the fact that for all x € Z4,

P(rew) — Y pr(t:w) (O, x + k) — O(w, x)) =0, T-a.s.
ke&

Hence, it follows that for m-a.a. w € 2 fixed, the process

t
(17) t—=Y():= / P (tx(5yw)ds — O(w, X (1))
0
is a martingale in the quenched filtration
Fi:=FVvo|{X(s):0<s<r}.

That is, with w € Q2 fixed.

Due to the martingale central limit theorem and stationarity and ergodicity of
the environment process ¢ — 7n(t) defined in (3) (see Section 1.2 of [19]), the 7-
a.s. (quenched) central limit theorem follows for the process ¢ — Y ().
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PROPOSITION 3. Conditions (1), (8), (9) are assumed. Let ¢ € H_1. For m-
a.a. w € 2, and any bounded and continuous function f : R — R,

1 o0 20752
i 172 - ~/(25%)
Mim E,(f (/7Y (1)) = N /_ooe fdy,
with variance
(18) 5% = 2/ 51(0)0k (@)* d7 () > 0.
Q

ke&

As a corollary of Proposition 3 we get the quenched CLT for the harmonic co-
ordinates (i.e., the appropriately corrected displacement) of the random walker.
Indeed, first note that due to the first line in (5) ¢ € 7—[‘11 holds a priori, and due

to the H_1-condition (9) ¢ € ’H‘il. Actually this latter fact is one of the equiva-
lent forms of the H_-condition; see (KT?35). (Hence the term “H_;-condition.”)
Therefore, we can choose

p=¢" =g +yeH’,
and solve (coordinate-wise) equation (15) with ¢*,i =1, ..., d, on the right-hand

side. We denote the solution 8* € G¢ and define the R?-valued cocycle ©* by (16),
with 6* as gradient. Now, let

Y*(1):=X(1) — 0% (w, X(@)).

COROLLARY 1. Conditions (1), (8), (9) are assumed. For m-a.a. w € 2, and
any bounded and continuous function f : R¢ — R,

lim Eo(f (2" (1)) = (27 det2) 472 / LTI () dy,
R

—00
with nondegenerate covariance matrix

(19) 5 = Z/st(w)(ek(w) — k), (Ok (@) — k) ; d7e ().

ke&

The quenched CLT with the correcting terms ® (X (¢)) removed will follow from
Proposition 3/Corollary 1 and the following error estimate.

PROPOSITION 4. Conditions (1), (8), (9), (12) are assumed. Let Q x Z¢ >
(w, x) = Y(w, x) € R be a square integrable zero-mean cocycle. For m-a.a. w €
Q and any § > 0,

(20) lim Py, (| (X (1)) > 84/1) =0.

Indeed, Propositions 3/Corollary 1 and Proposition 4 readily imply the main
result of this paper.
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THEOREM 1. Conditions (1), (8), (9), (12) are assumed. For w-a.a. w € L,
the following quenched CLTs hold:

(1) Let ¢ € H_1. For any bounded and continuous function f : R — R,

t 1 0o -
tim E, (f(12 [ ow)ds)) =5~ [ e pay,
t—00 0 270 J-00
with the variance 5> given in (18).

(ii) For any bounded continuous function f :R¢ — R,

-2
. —1/2 _ —2\—d/2 —xe Y
}E{.loEw(f(’ X(1))) = (27 dets”?) _/H;de 2 f(y)dy,
with the nondegenerate covariance matrix & given in (19).

REMARKS. Theorem 1 readily extends to all finite dimensional marginals of
the diffusively scaled process t — T~'/2X(Tt), as T — oco. In order to spare
notation and space we do not make explicit this straightforward extension. The
tightness [in D(R;. — R?)] of the sequence of diffusively scaled processes t
X(Tt)/NT,as T — 0o, requires some extra arguments, subject of future work.

The concept of harmonic coordinates originates in the seminal papers [16, 24,
25]. This approach was further developed in [17] where the problem of random
walks in doubly stochastic random environment was exposed. As pointed out in
later works (see, e.g., [5, 26] or [15]), beside the highly innovative ideas in [17]
some key arguments are not fully complete there.

The particular case when the jump probabilities admit a bounded cyclic rep-
resentation is covered by the result of [9]. This condition implies, however, the
restriction to h € L.

By restricting to pi(w) = p—i (k) (i.e., pr = sk, vk = 0) [see (5)], the case of
random walks among bounded and elliptic random conductances is covered. This
is Theorem 1 in [26]. However, since the ellipticity condition (8) is essential in our
current setup, Theorem 2.1 of [26] and the main results of [1, 4, 6] are not covered
as special cases.

Relaxing the ellipticity condition (8) within this context remains open. This
might be possibly resolved by combining ideas and techniques from [1, 6] with
those in this paper.

For a more exhaustive list of comments on the historical context of the problem
and results of this paper, see also [27].

Before turning to the proofs we summarize what is truly new—compared with
earlier works on quenched CLT for RWRE—in the details that follow.

The proof of Proposition 1 relies on an extension of Nash’s celebrated moment
bound (cf. [23]), to nonreversible, divergence-free drift (i.e., incompressible flow)
context, with unbounded (£27¢) stream tensor. To our knowledge, this is the first
such kind of extension of Nash’s arguments.
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In the proof of Proposition 2, the construction of the harmonic coordinates is
done by functional analytic tools, relying on the the method of relaxed sector con-
dition (cf. [14, 19]), which differs essentially from the methods employed in the
cited earlier works.

Some variant of Proposition 4 is a key argument in all proofs of quenched CLT;
see, for example, [1, 4, 6, 26]. However, in all these works considerably heavier
tools are used in the proof than the soft, merely ergodic arguments of Lemma 4
below.

3. Proofs.

3.1. Tightness: Proof of Proposition 1. 'We follow Nash’s blueprint; cf. [23].
See also [3] for a streamlined version of the proof and [2, 6] for adaptation of
details to lattice walk on Z¢ (rather than continuous diffusion on R?) setup, in the
context of random walks among random conductances. However, new elements
are needed due to the nonreversible drift term. These new elements of the proof
will be highlighted.

The main ideas of [23] have been employed in the context of random walks
among random conductances; cf. [2, 6]. In all cited works, however, the diffusions
and random walks considered have been reversible with respect to uniform mea-
sure on RY, respectively, 74 . That is, the diffusion generators in [23] and [3] are
purely elliptic in divergence form, the random walks in [2] and [6] are defined by
conductances of unoriented edges. It has been well known that the diagonal heat
kernel upper bound, (23) below, follows from Nash’s inequality not only in the
reversible but also in the doubly stochastic/divergence-free cases. The novelty in
Proposition 1 and its forthcoming proof is the extension of the entropy and entropy-
production bounds of [23] to the nonreversible case, with doubly stochastic jump
rates (or, sourceless, divergence-free, incompressible drift field). The main point
is, that in this case and under the integrability condition (12) we are able to control
the terms coming from the skew-self-adjoint parts, too, by the entropy produc-
tion. This is by no means straightforward. Without assuming at least the H_-
condition (9), this moment bound is simply not valid, even in the annealed setup.
The stronger integrability condition imposed on the stream tensor may well be a
technical nuisance only.

All constants in the forthcoming estimates will depend on d, sy, s*, ¢ and h*
only. See (8) and (13) for their definition. We will adopt the following notational
convention: those constants where their being positive (but possibly small) is im-
portant will be denoted by lower case symbols c;, those ones where their being
finite (but possibly large) is the point that will be denoted by upper case symbols
C ;. We will be explicit about which constants depend on which of the parameters
listed above.
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We are in the quenched setup. However, in order to lighten notation dependence
on w € © will not be shown explicitly within this proof. Denote

q(t,x) =q(t,x, 0) =Py (X (t) =x),
M) =M@, 0):=E,(|X®)|)= D Ixlg@.x),

xezd
H(t)=H(t,0):=— ) _ logq(t,x)q(t, x).
xezd

The ingredients of the proof of Proposition 1 are collected in Lemmas 1, 2 and
3 below. For the proofs of Lemmas 1 and 2 we refer to earlier works, [2, 3, 6, 23].
We present full proof of Lemma 3 which contains the new elements.

LEMMA 1. There exists a constant c1 = c1(d) € (0, 00) such that for any t > 0
it holds that if M(t) > 1 then

Q1) M(t) > cre'd".

The bound (21) is a direct consequence of the entropy inequality and it is ac-
tually valid for any probability distribution ¢(x) on Z¢. See [3, 23] for a proof
for absolutely continuous probability measures on R? and [2, 6] for its adapta-
tion to probability measures on Z¢. We do not reproduce these details here. It is
interesting to note that in [23] Nash attributes this particular argument to Carleson.

LEMMA 2. There exists a constant Co = Co(d, s4) € (0, 00) such that
1
22 —= > —logt — C».
(22) 7 208 2
From Nash’s inequality it follows, that there exists a constant C = C(d, s,) such
that for all > 0 and x € Z¢,
(23) q(t,x) <Cr~2,

See Proposition 3 in [19] for an alternative derivation using “evolving sets” method
of [22]. We omit the details. The bound (22) follows directly from (23) and the
definition of the entropy H ().

Defining now

Gy =20 it >0
=4 ) g 2=0,

the entropy bound (21) reads
(24) t7V2M (1) > ¢3¢0,

with ¢3 = ¢3(d, s) = c1e~2 € (0, 00).
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LEMMA 3. There exists a constant C4 = C4(d, 54, s*, h*) € (0, 00) so that for
m-almost all w € Q there exists t*(w) < o0 such that for t > t*(w),
1+
(25) VM) < C4(G () + 67 ) e
where € > 0 is from (12).
REMARK. Letting ¢ — 0, h* = h*(e) decreases to ) ;;ce llhk.ill2 < o0.
Therefore, C4 also decreases to a finite positive limit. Nonetheless, the right-hand

side of (25) blows up due to the ¢~ ! term. This is the reason of imposing (12), with
e > 0.

PROOF OF LEMMA 3. Within this proof we will use the notation
sk(x) 1= sp(Txw), Uk (x) 1= v (Txw), i1 (x) := hi 1 (Tyew).
We will use repeatedly Kolmogorov’s forward equation for the distribution g;:

Gt.x)= Y si(x)(qt.x+k) —q(,x))

xeZ4 kek

— Y w)gt,x+k).

xeZd ke€

(26)

In the last term, the divergence-freeness (6) of v is used.
First, we provide a lower bound on H (¢):

: 1
Ht) =3 Y sk (g, x + k) —q(t,x))(logg (t, x + k) —logq(t, x))

xeZd ke&
1
—5 2. Mg x k) +q(,x)(logg(t, x +k) —logg(t, x)
xeZ4 ke
+ D u@)(q, x+k) —q(,x))
xeZ4 ke
1 q(t,x+k) 1
Qn = 3 > s (g, x +k) - q(;,x))/ = du
xeZd ke qtx) U
! q(tx+k) qr(x) +q:(x + k) —2u
-3 Y uwf i
xeZd ke& q(t,x) u
maxlg (1.6).q (120} y — min{q (1, x), q(¢, x + k)
= Sk / du
xezd keg Mg (1.x).q (1. x+k)} u

2

q(t,x).

qt,x+k)—q(t,x)
265 Z ’q(t,x +k)+q(t, x)

xeZd kek
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The first step follows from from (26) by explicit computations, using the symme-
tries (5) of s and v, and also the divergence-freeness of v, (6). Note that due to this
latter the third sum on the right-hand side vanishes. We included it as a dummy.
The second step is just transcription of differences to appropriate integrals. In the
third step, we have used s > max{sy, |vr|}. Finally, in the last step we have used
the bound

. B+1 Bu—1
b:= inf f du =0.8956--- >0,
1<f<oo (B — 1)2 1 u

and got c5 = c5(s4) = bs,. Note, that the lower bound on entropy production in
terms of Fisher-entropy, (27), looks formally the same as in the reversible case.
However, deriving it, one has to control the skew-symmetric part by the symmet-
ric part of the entropy production. This can be done due to incompressibility (or
sourcelessness, or divergence-freeness) of the flow v.

Next we compute M (1):

. 1
MW =5 > s@(xl=lx+k)(gtx+k) —q(t,x)
xeZ4 ke&

S I Ix D (@ x + B — g1 )
2

xeZd ke&

= l Z sk (x| = |x + k) (g, x + k) — q(t, x))
2
xeZ4 ke&

1
—= Y @ (x 4kl = x + 1) (g, x +k+1) —q(t, x)).

xeZd k,leE

The first step follows from (26) by explicit computation, using the symmetries (5)
of s and v. The second step follows from (11) and the symmetries (10). Hence,

. (I,X‘i_k)_q(tvx)
dol<cs ¥ (s Zimco )
|M(1)] < 6xe%ceg(s gg] k1 ()] qx+ 0 +q(tx)

with C¢ = Cs(d).

Integrating over ¢ and applying Holder’s inequality we obtain

|M(t)|§C6t21+s<%/ot 3 (s*+Z|hk,,(x)|)2+sq(u,x)du>

xeZ4 ke& le&

t qu,x+k)—q(u,x)
X(/o Z ‘q(u,x+k)+q(u,x)

xeZd kek

q(t, x),

1
2+

(28)

2+e I+e
1+¢

q(u,x) du) 2+E.
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Due to the (Hopf-) Chacon—Ornstein ergodic theorem (see [8, 12, 13] or [20])
and integrability of |hk,l|2+'s the middle factor in (28) converges to a finite deter-
ministic value, for wr-almost all w € €2, as r — 00. Indeed,

2+¢
/ > (57 Llhel) g du

xeZd ke€ leg

/0 ((s* +Z|hk,z(n(u))|>2+8) du,

ke& le€E

where ¢ — 7n(t) is the Markov process of the environment seen by the random
walker, defined in (3), which is stationary and ergodic on (€2, 7). This is the typical
context for the (Hopf—) Chacon—Ornstein theorem. The right-hand side of (29) -
almost-surely converges to

c2e . Z/ ( *+Z|hk’,(a))|>2+8dn(w) < 00.

ke& leg

Obviously, C7 = C7(d, s*, h*). Note that this is the only argument where the
stronger integrability condition (12) is used.

On the other hand, due to (27) and a Holder bound, the last factor in (28) is
dominated by the entropy production. Altogether we obtain that for m-almost all
w € , there exists t*(w) < 0o, such that for all ¢ > t*(w),

(29)

1+e
2+

t o, o

(30) |M(1)| 5ngzl+s(/ H(u)# du) ,
0

where Cg = Cg(d, s, s*, h*) := 2CCrc5

The rest is straight sailing. Following [3, 23] (see also [2, 6]), with due modifi-
cations,

. 24e
/ H(u)2+28 du
0

2+e
e, 1\ 252
=/ <G(u)+—> du
0 2u

! _24e . 24
- / Qu)~ 55 (14 2uG () % du

/I((zu) e 4 i(zu)stG(u))
0 242

i(Zr)ZH JFZZL(zt)zﬂsG(t)—m / (Qu) "% G (u) ds

<3t5% (e + G()).
Inserting this into (30) we obtain (25) of Lemma 3, with C4 =3Cg. [
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To conclude the proof of Proposition 1 note that (24) and (25) jointly imply that
there exists a constant Cog = Co(g, d, s, s, h*) so that for w-almost all w € 2,
there exists a t*(w) so that for > t*(w), G(t) < Cg. Hence follows (14), via (25).

3.2. Some operators over H and G. First, we recall from [19] some bounded
operators acting on the Hilbert spaces H and G.

Let (2, F, 7, 7, : z € Z%) be a probability space with an is ergodic Z¢-action.
The gradient, Laplacian and Riesz operators are all directly expressed with the
help of the shift operators Uy f (w) := f(txw), as follows:

Vio AT - H — He:

31 Vi =Ur—1, A::zzvk’ Ik 3=|A|_1/2Vk.
ke&
V,''H—G:
V)=V f, (Cfe =T f.
VET*:G— H:
V*g ZZZV_kgk, F*g::ZF_kgk_

ke& ke&
The following identities hold:

(32) V'V=—A, TI*I'=1Iy, IT"'=I;.

The first two follow directly from the definitions and straightforward computa-
tions. The proof of the third one relies on Ker(V*) = Ker(I'*) = {Og}. This follows
from ergodicity, Ker(A) = {0%} and its proof is left as an exercise. The last two
identities in (32) mean that I : H — G is an isometric isomorphism. This fact will
have importance below.

We will also use the multiplication operators My, Ny : L2(Q2, ) — L3(Q, 1),
k € € [see (KT38), (KT39)]:

(33) Nicf (@) = (sk(@) — ) f (@), My f (@) := v (@) f (w),

and recall the commutation relations (KT40):

—-j{:ka‘7k=: —-253‘7_kka:: % 252‘7_kka‘7k:::]‘:: T" >0,

(34) ke& ke& ke&
Y MVi=—) V_M=:A=—A"
ke& ke&

which follow directly from (5) and (6).

Strictly speaking, the multiplication operators My and Ny do not preserve the
subspace H C L%($2, ) of zero mean elements. However, they only appear in the
combinations Y ;¢ Nk Vi, respectively, D ;ce Mk Vi, which due to the commuta-
tion relations (34) do preserve .
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Also recall the decomposition of the infinitesimal generator L of the environ-
ment process ¢ — 7n(t) into self-adjoint and skew-self-adjoint parts [cf. (KT41)-
(KT43)]:

1
L:EA—T—I-A:—S—{—A.

Note that the (absolute value) of the Laplacian minorizes and majorizes the self-
adjoint part of the infinitesimal generator:

(35) se]A] <28 < s™|Al.

The inequalities are meant in operator sense. The ellipticity condition (8) is used

in the lower bound, and bounded jump rates in the upper bound.

3.3. Harmonic coordinates: Proof of Proposition 2. Since I' : H — G is an
isometric isomorphism [see (32)], we can assume that

0=TIgy,
with some x € H, and write the equation (15) for x € H as follows:
(36) (1812 + Y Wir+ 3 M) x =9
ke& ke&

This is the equation to be solved for y € H.

In order to present the argument in its most transparent form, let us first make
the simplifying assumption that the symmetric part s; of the jump rates py [see
(KT5)] are actually constant, sx(w) =1 m-a.s.:

(37) Pr(w) =1+ v (w).

This is the case treated in an early version of [19], available at arxiv [18]. Its
advantage is that the relevant ideas appear in their most transparent form, without
the formal (but unessential) complications caused by the nonconstant symmetric
parts. In this case we have [see (33)]

Ny =0 forall k € £.
Thus (36) reduces to
(38) (18172 + X wre) = .

ke&

Since it is assumed that ¢ € H_; we can multiply equation (38) from the left by
|A|_1/2 to get

(39) <1+ |A|—1/22Mkrk)x INRLYS
ke&
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On the left-hand side of this equation we have exactly the densely defined and
closed unbounded operator

—B*:= A2 MiTy
ke&

[see (KT58)] which in Proposition 2 of [18] is proved to be skew-self-adjoint (not
merely the adjoint of a skew-symmetric one). Recall that this is the key technical
point in the proof of the main result in [18]. Thus, the spectrum of the operator
B = —B* is on the imaginary axis and, therefore, on the left- hand side of (39)
I — B* = I + B is invertible, the unique solution of (38) being

x=I+B7 (A7),
Finally,
o =Tr(I +B)'(|AI7%¢),  ke&.
These are bona fide elements of # since
AT Ppen,  Ja+B) 7<=l INkl=l.

Now we go to the general case, without assuming (37). It is proved in Theo-
rem RSC2 of [19] that due to (35) the operator |A|!/25~1/2 is bounded and has
a bounded inverse and the a priori densely defined operator C := S~1/2A5~1/2 is
essentially skew-self-adjoint. (See the proof of Theorem RSC2 in the Appendix
of [19].) Recall that this is the key technical point in the proof of the main result
of [19]. Hence it follows that

(40) x = (AT U+ O (ST21A1 %) A7 %0
is a bona fide element of 7{. Indeed, due to (9) |A|~"/%2¢ € H and
[S~V21A12 ) = 1Al 287 2 <00, Jd+ O <1

It is an easy formal computation to check that x in (40) provides the solution to
the equation (36) in the general case, and hence

O =i (|A12ST12) (1 + ) (ST A1) A7 24,

3.4. Martingale CLT: Proof of Proposition 3 and Corollary 1. This follows
from the most conventional application of the martingale central limit theorem;
see, for example, [10, 11]. Due to the choice of 8, for w-a.a. w € Q the quenched
process ¢ — Y (¢) defined in (17) is a martingale. Its infinitesimal conditional vari-
ance process is

lim &~ "By (Y (0 +1) = Y (0)*1F) = 0> (n(0)).
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where t — 1(t) := Tx)w is the environment process as seen by the random walk,
defined in (3), and 0% : Q — R is

o*(@) =Y pr()|h(@)]*.
ke&

The key observation is that since the Markov process ¢ — n(t) is stationary and
ergodic (see Section 1.2 of [19]) the following strong law of large numbers holds:
t

lim 02(n(s))ds:/ o?(w)dn(w) =6,  m-as.
0 Q

t—00 t

Positivity of the variance &2 follows from the the (skew)symmetry of v in the
second line of (5) and the ellipticity condition (8). Indeed, from these relations it
follows that

<#=Zémwwmm%mwzzﬂﬁ@Wmem@

ke& ke&
zs*Z/ |64 () |* d7t () > 0.
kee /&

In the middle equality, the symmetries (5) are used. This concludes the proof of
Proposition 3.

Corollary 1 follows directly. We apply the standard martingale decomposition
[see (KT25)] and Proposition 3:

t t
Yﬂn=(xay14¢Wm“wﬁh)+(4¢Wm@wnm—®ﬂuxv»)

and note that the martingale CLT applies. The expression (19) of the asymptotic
covariance matrix follows as above.

3.5. Asymptotically vanishing corrector: Proof of Proposition 4. We write
[like in (KT74)]

P,([¥ (X (1)) > 637)
<P,({|[¥(X ()| > 81t} N{|X ()| < KN/1}) +Pu(|X ()| > KN/1)
<8 T VPEL (W (X)) 1 x <k v) T KT PEL(IX (1))

Using the diagonal heat kernel upper bound (23) in the first term and the moment
bound (14) in the second term from here we readily obtain
Tim P,,(|% (X ()] > 5v0)

(41) <o Tim 02 Y ||+ MK
t—00

Ix|<K/1

The statement of Proposition 4, (20), will follow from the following strong law of
large numbers.
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LEMMA 4. Let (2, F, 7,1, :z € Z%) be a probability space with an ergodic
Z4-action and Q x 7% 3 x — W(w, x) € R be a zero-mean L*-cocycle. Then
(42) lim N~ 3 w(x)| = T-a.s.

N—o0 IX|=N

Remarks on Lemma 4. The statement Lemma 4 holds true for zero-mean L”-
cocycles, with p > 1. However, here we only need the £ version.
The weaker statement

(43) N]im N~ Z Ljw)>eny =0, m-a.s., Ve > 0,

— 00
[x|<N

readily follows from (42) by Markov’s inequality.

Various versions of (42) or (43) appear as key ingredient in all proofs of
quenched CLT for random walks among random conductances. As examples (in
chronological order), see (0.13) (1.23) in [26]; (5.15) in [4]; (2.15) and (5.25)
in [6]; (7.17) in [21]; (12) in [1]; (4.1) in [7]. (The list is certainly not exhaustive.)
However, it seems to be the case that in all these works heavier tools had been used
than the merely ergodic arguments employed in the proof below. This is our reason
to include it here.

PROOF OF LEMMA 4. We will prove the lemma by induction on the dimen-
sion d and for the sequence of cubic boxes [0, N — 179 rather than [-N, N1¢. For
d =1, the statement of the lemma is a direct consequence of Birkhoff’s ergodic
theorem. We will use the notation (n,m) € [0, N — l]d x [0,N —1]. Fix L < o0
and write

> 3 W@, m)
nel0,N—1]¢ me[0,N—1]

L—1[(N=-1)/L]

< > Y > |w@mi+ L)

nel0,N—11¢ 1=0  j=0
(44)

N
<N ) |lIJ(Q,O)|+Z > Z|\I/(n ) — ¥ (n,0)]
nel0,N -1 e[0,N—1]d [=0

L-1L(N=-1)/L] j—1

+ 0 2 ) @I+ G+ DL) = V@l +il).

nel0,N—119 I=0  j=1  i=0
By the induction hypothesis, for the first term we get

(d+2) T —(d+1) _
ngnoozv N D> ¥, 0)|_N1£n00N > W@, 0)]=0.
nel0,N—1]4 nel0,N—1]4
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For the second term we apply directly the multidimensional version of the almost
sure ergodic theorem:

N L—1
i —@d+2)__ —
Jim N 7 > D@D~ ¥@0)
nel0,N—1]¢ 1=0
L-1
=L7'Y" lim N1 N | W(n, D) — W(n,0)] =0.

N—o0
=0 nel0,N—1]4

Finally, we turn to the third term on the right-hand side of (44):
L—=11(N-D/L]j-1

im N7 N N 3 N W+ G+ DL) — Wl +iL)|

N—o00

nel0O,N—11d =0 j=1  i=0
- 1 L=l . 12 LWN-D/L] ]
= - m — J—
2 d;
LiZgN=ee NT i3 TN

j-1 ; j
W(n,l+ G+ 1L)—WY(n,l+il)l
X Z Z L
nel0,N—119 i=0
= L7'E(|¥(0. L) — ¥(0,0)|).

In the second step we have applied the multidimensional unrestricted almost sure
ergodic theorem; see Theorem 6.1.2 of [20].

Finally, letting L — oo, by the multidimensional version of the mean ergodic
theorem we obtain (42) in dimension d + 1. [

Going now back to (41), first applying (42) and then letting K — oo we ob-
tain (20).
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