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Abstract. We introduce a certain class of 2-type Galton—Watson trees with edge lengths. We prove that, after an adequate rescaling,
the weighted height function of a forest of such trees converges in law to the reflected Brownian motion. We then use this to deduce
under mild conditions an invariance principle for multitype Galton—Watson trees with a countable number of types, thus extending
a result of G. Miermont on multitype Galton—Watson trees with finitely many types.

Résumé. Nous introduisons une certaine classe d’arbres de Galton—Watson a deux types avec longueurs d’arétes. Nous prouvons
qu’apres une renormalisation adéquate, la fonction de hauteur pondérée d’une forét de tels arbres converge en loi vers le mouvement
brownien réfléchi. Nous déduisons ensuite de ceci, sous des hypotheses raisonnables, un principe d’invariance sur les arbres de
Galton—Watson multitypes a ensemble de type dénombrable, étendant ainsi un résultat de G. Miermont sur les arbres de Galton—
Watson multitypes a ensemble de types fini.
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1. Introduction

In a seminal work [4], D. Aldous established that the scaling limit of critical Galton—Watson trees with finite variance
conditioned to be large was the continuum random tree [2,3]. One way to see this is to consider the height functions of
the trees and to show that the latter converge towards the Brownian excursion. Later on, T. Duquesne and J.-F. Le Gall
[7] showed the convergence in law of the height function of the critical Galton—Watson forest with possibly infinite
variance towards a Lévy process.

This result on Galton—Watson forests with finite variance was extended by G. Miermont in [17] to critical multitype
Galton—Watson trees with finitely many types, under a second moment condition. Our aim is to get this result when
the set of types is countable, under mild conditions.

To this end, we will introduce a certain kind of 2-type Galton—Watson trees with edge lengths, one of the types
being sterile, that we will call leafed Galton—Watson trees with edge lengths, as the vertices of sterile type can be seen
as extra leaves. We will prove that under certain hypotheses, the height function of a forest made up of such trees,
taking into account the edge lengths, satisfies the same limit theorem than simple Galton—Watson forests with finite
variance in [7]. This first result will then be used to prove the convergence of multitype Galton—Watson forests: our
method will consist in linking the height function of any given multitype Galton—Watson tree to that of a certain leafed
Galton—Watson tree with edge lengths, using a tree-reduction method inspired by Section 2.3 of [17].

Several results on Galton—Watson trees with edge lengths have already been obtained. In [8] R. Durrett, H. Kesten
and E. Waymire determined among others the asymptotic distribution of the maximal weighted height of a Galton—
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Watson tree conditioned on total progeny, when edge lengths are i.i.d. Then, M. Ossiander, E. Waymire and Q. Zhang
proved in [19] the convergence in law of the weighted height function of critical Galton—Watson trees conditioned on
total progeny to the Brownian excursion, still in the case of i.i.d. edge lengths.

Moreover, leafed Galton—Watson trees with edge lengths will find another application in an upcoming paper [1]
in which we will see how the study of a random walk on a Galton—Watson tree can be reduced to that of the height
process of a leafed Galton—Watson forest with edge lengths.

1.1. Leafed Galton—Watson trees with edge lengths

We consider a random tree the vertices of which may be of type O or 1, and the edges of which have random lengths.
Types 0 and 1 are such that a vertex may have a progeny only if its type is 1. More precisely, our process will consist in
atriplet (T, e, £) where for any vertex u in the tree T, e(u) is the type of # and £(u) is a non-negative number standing
for the length of the edge joining u with its parent. Let ¢ be a probability measure on [, ({0; 1} x R1)" (with the
convention that ({0; 1} x R )" is the empty sequence); we call ¢ the offspring distribution. Notice that realisations of
¢ are ordered, as we will only consider planar trees. We construct (T, e, £) by induction on generations as follows:

e [nitialisation — Generation 0 of T is only made up of the root, denoted by p, such that e(p) = 1 and £(p) = 0.

e Induction — Let n > 0, and suppose that the tree has been built up to generation n. If generation n is empty, then
generation n + 1 is empty. Otherwise, each vertex u of generation n such that e(u) = 1 gives progeny according
to ¢, independently of other vertices, thus forming generation n + 1. Vertices u of generation n such that e(u) =0
give no progeny.

We call (T, e, £) a leafed Galton—Watson tree with edge lengths. We denote its law by P, and by E the associated
expectation. Notice that the subset of vertices of type 1 has the law of a Galton—Watson tree: we denote it by T', and
we let ¢! be its reproduction law (which includes the information on ¢). The tree T can therefore be seen as the tree
T! to which leaves (the vertices of type 0) were artificially added (hence the word leafed). Likewise, we can define a
leafed Galton—Watson forest with edge lengths (IF, e, £) as a sequence of i.i.d. leafed Galton—Watson trees with edge
lengths; we denote by F! the subset of vertices of type 1 of IF.

We will code planar trees using Neveu’s notation [18]. Let ¢ := | |-, (N*)" U {p} be the infinite Ulam-Harris
tree. This tree is the set of all possible vertices. For u, v e U, we let u.v be the concatenation of the sequences u and v
(with u.p = p.u = u). This coding can be extended to forests: if I is a forest made up of trees Ty, To, ..., and if
u € T;, then we will code it by (i).u in . With this notation, the roots of F are denoted by (1), (2), ... (so p ¢ F).

For any vertices u, v in the tree T, we let

|| be the generation of u (the root p being at generation 0),

uo, U1, ..., Uy be the ancestors of u at generation 0, 1,2, ..., |u],

Q (u) be the set of its brothers (that is vertices v # u in T having the same parent),

v(u) be its number of children in T, and v be a generic random variable with same law than v(p),

v!(u) be its number of children of type 1 in T (that is its number of children in T'), and v! be a generic random
variable with same law than v’ (p),

(l; be its parent,

u v if u is a strict ancestor of v, that is if there exists w € U \ {p} such that v =u.w,

u < v if u is lexicographically strictly smaller than v,

u(0)=p,u(l),u(2),...be the vertices of T ordered lexicographically (if T is finite),

ul(0) = 0, ul(1),ul(2), ... be the vertices of T of type 1 ordered lexicographically (that is they are the vertices of
T! ordered lexicographically) (if T! is finite).

Notice that this notation can be naturally extended to IF, with the convention that roots (1), (2), ... in I are at genera-
tion 0.
We make the following hypotheses:

Hy): E[Z|u|:1 11=E[v]=:m < o0,

(He): E[Z|u|:1 l{e(u)zl}] = E[Vl] =1,
(H?): Var(¥, =i Liew=1)) = Var(v') =: 0% € (0; 00) (we take o > 0),
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Fig. 1. An example of a realisation of a leafed Galton—Watson tree with edge lengths.

(HY): y?P(maxjuj=1.e(0=0 £10) > ¥) —> 0,
(H%): yzE[Z|u|=l,e(u)=l Loyl ):;o 0,

and we denote by (H) their union. The second and third hypotheses ensure that T! is a non-trivial critical Galton—
Watson tree with finite variance. Notice that under hypotheses (H;) and (H,), T is finite, thus making consistent the
numbering u(0), u(1), ... previously introduced in the notation.

We let

wi= E[ Z Z(u):|

lul=1,e(u)=1

be the mean of the sum of lengths of edges issued from vertices of type 1, which is finite thanks to (H%). For each
vertex u € IF, we define its height /(u) as:

Jue]

h(u) =Y €up).

k=1

We denote by H! the height process of F!, and we define H® the weighted depth-first exploration process of F as
follows:

vneN, H'(n):=[u'(m)| and H'n):=h(um). (1.1)

Notice that one of the differences between H! and H? is that in H!, £ has no influence, whereas in H* it does. As
explained in [7], these processes characterise F! and (F, ¢) (information on £ is easily recovered from H ). Let us
state our first main result (i), together with corollary results (ii) and (iii):
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Theorem 1. Let (F, e, h) be a leafed Galton—Watson forest with edge lengths, with offspring distribution ¢ satisfying
hypothesis (H).

(1) The following convergence in law holds for the Skorokhod topology on the space D(R, R) of cadlag functions:

H(ns]) H'(|ns)) 2u 2
< ﬁ ’ \/ﬁ )szonﬁo(7|BmlS|’ ;|BS|>SZO’

where B is a standard Brownian motion.
(i) Foralln e N, let I';, be the index of the tree to which u(n) belongs. Then the following convergence in law holds
Jjointly with that of (i):

Lins) 0
< \/E S>()"?o>o(ULm*ls)sZO’

where (L?) s>0 is the local time at level O of B, the Brownian motion of (1), normalised as the occupation density
of B at 0.
(iii) Let hmax (T) = max, 1 h(1) be the weighted height of the tree T. Then,
2
nP(hmax(T) = I’l) - —

n—oo g2’

Notice that (i) implies the convergence in law of F and F! properly rescaled towards the same Brownian forest for
the Gromov—Hausdorff topology (see Lemma 2.4 of [13]). The convergence of the marginal distribution of the second
component in (i) is Theorems 2.3.1 and 2.3.2 of [7]. The proof of Theorem 1 will be carried out in Section 2. The
method used to prove Theorem 1(i) is inspired by the proof of Theorem 1(i) in [17]; we will show that we can get H'!
close to H' for the Skorokhod topology on cadlag functions, after an adequate scaling on two directions:

e on the amplitude of H!, by a factor ; we will show in Proposition 4 that this is what it takes to get H! “vertically
close” to H*.

e “in time,” by a factor m~!, in order to “slow down” the depth-first exploration process on F! for it to follow that
on IF. Indeed, unlike H®, H' does not visit vertices of type 0, which makes it go faster. We will show in Proposition 5
that m~! is the right pace.

1

As for the proof of Theorem 1(ii) and (iii), it will follow that of Theorem 1(ii) and Corollary 1 of [17], and it will be
outlined in Section 2.4. We emphasise that G. Miermont’s theorem in [17] cannot be simply applied here to get rid of
the 2-type constraint. Indeed, in our case, it is not possible for a vertex of type O to have a descendant of type 1 (in the
setting of [17], the mean matrix is not irreducible).

1.2. Multitype Galton—Watson trees

Let us introduce a more classic process, the multitype Galton—Watson tree. Multitype Galton—Watson trees are trees to
each vertex of which a type is associated. They are built in a way such that the progeny of each vertex is independent
of that of other vertices, but such that the law of the progeny depends on the type of the vertex. Usually, they are
studied in the case where the set of possible types is finite, mainly because of the importance of the mean matrix,
which has to be of finite-dimension if one wants to apply the Perron—Frobenius theorem to it, and thus characterise
the behaviour of the tree. This case is well discussed by T. E. Harris in Chapter II of [10]. However, one may consider
more general sets of types. In what follows, we will suppose that the set of types is countable, and we will see that
under good conditions on the mean matrix, it is possible to obtain the same tools than in the case where this set is
finite (we will strongly rely on Chapter 6 of [20] for this).

Let & be a countable set (to which we will refer as the set of types), and { = ({y)yex a family of laws taking their
values in XYM (the set of finite sequences of X, including the empty sequence). A realisation of a random variable Z
of law ¢, where x € X, gives the make-up of the progeny of a vertex of type x in this way:

e The length of Z (denoted by |Z]) is the number of children of the vertex.
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e The list of types forming Z gives the list of the types of each of the |Z]| children; if the latter is (1, 2, 1) for example,
then it means that the first child of the vertex is of type 1, the second is of type 2 and the third is of type 1.

Let xo € X. We consider in this part (T, e) a multitype Galton—Watson tree with offspring distribution ¢ (for any
u €T, e(u) € X denotes the type of ) and initial type x¢, that is (T, e) is built by induction on generations as follows:

e [nitialisation — Generation 0 of T is only made up of the root, denoted by p, with type e(p) = xo.

e Induction—Letn > 0, and suppose that T has been built up to generation n. If generation n is empty, then generation
n + 1 is empty. Otherwise, each vertex u of generation n gives progeny according to Ze(,), independently of other
vertices, thus forming generation n 4 1.

For xo € X', we denote by P, the probability law of T under which its root has type xp, and E,, the associated
expectation. We also let F be a multitype Galton—Watson forest with offspring distribution £, that is a collection of
1.1.d. multitype Galton—Watson trees with offspring distribution &. For any xo € X', we let P, be the probability under
which all the trees composing F have a root of type xo, and E,, the associated expectation.

We will use the general notation introduced in Section 1.1; moreover we let for all y € X’ and for all u € T, v (1)
be the number of children of type y of u.

Let us introduce some conditions on our process. Let M = (m,,y), yex be the mean matrix of our process, where
forall x,y e X,

myy :=E,[v7],

that is m, , is the mean number of children of type y of a vertex of type x. In Chapter III of [10], the author studies
multitype Galton—Watson processes with general sets of types under a condition of uniformity on the coefficients
of M. Our study will require weaker hypotheses on this matrix. First, we will suppose that all iterate coefficients of
M are finite, that is

Vx,y € X,Vk € N¥, m)(ck)} < 00,

where mj(ck)y is defined by induction as follows:

) . k+1) .__ k
mgc)} =y, y, m)(c’y )= Zm)(&mz,y fork > 1.
zeX

We also suppose that M is irreducible, that is such that for all x, y € X there exists k > 1 such that m,(ck)y > 0.

In the case where & is finite, the Perron—Frobenius theorem can be applied to M: it ensures the existence of a
maximal eigenvalue that is simple, to which are associated a right and a left eigenvector with positive entries (the
only ones up to a constant to have positive entries). A necessary condition for Theorem 2 to hold in this case is this
eigenvalue to be equal to 1, a condition thus equivalent to the existence of left and right eigenvectors associated to 1
with positive entries.

In the general case where X is countable but not finite, the Perron—Frobenius theorem cannot be applied. However,
denoting by R the common convergence radius of M (also called the convergence parameter) defined in Chapter 6.1
in [20] (p. 200), according to Theorem 6.2 in [20], if R = 1, then there exist positive left and right eigenvectors of M.
On the other hand, suppose (Hy1) below, then Theorem 6.4 in [20] guarantees that R = 1 (a condition that matches
that of the finite case), and that M is 1-positive (in the sense of Definition 6.2). It is therefore quite natural to make
the following hypotheses on M:

M is irreducible with finite iterate coefficients, and there exist (ay),cx € Rj_X a left eigenvector of M
associated to eigenvalue 1 and (by) cx € RiX a right eigenvector of M associated to eigenvalue 1,

such that
(Hm)
Zax<oo, Zaxbx<oo,
xeX xeX

and renormalised so that )", _ya, =1and ) _yach, = 1.
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Note that if these two vectors exist, then they are unique up to a constant (Theorem 6.4 of [20]). Notice also that
the only extra condition compared to the case where X’ is finite is the finiteness of the two sums (a condition always

satisfied in this case).
We also need hypotheses on second order moments. Let us set for all x, y,z € X,

v.e =Ex [( >, 1{e(u)=y}> ( > 1{e<u>:z}>] —8y.2Mmy 2,
luj=1

lu|=1
and let us make the following hypotheses, which also appears in [17]:

e Forallx,y,ze X, Q;‘,’Z < 00,

e = \/Zx,y,zEX axby Q))C',sz < Q.

Hp)

This constant squared, 12, will turn out to be the equivalent of the variance in the monotype case; hypothesis (Hp) is
therefore necessary to our theorem.
Finally, we introduce a last hypothesis. Let x € X', we set

° y2Px(max{|u| cueT, e(),...e(uy) #x} > y)y:))OO,

(He){
o Y ExQ oy Letu). ety #x.e=x) — 0.

y—0o0

In the Appendix, we will give a stronger but simpler hypothesis implying (H}) for any x, which will always be
satisfied in the case where X’ is finite. Let us now state our theorem.

Theorem 2. Let xo € X, and let (F, e) be a multitype Galton—Watson forest such that hypotheses (Hv), Hgp) and
(HY) are satisfied.

(i) Under Py, the following convergence in law holds for the Skorokhod topology on the space D(R, R) of cadlag
functions:

Iu(LnSJ)|> (2 >
— = | —IBs ,
< \/E sZO”_)OO ’7| | s>0

where B is a standard Brownian motion.
(ii) Foralln € N, let ', be the index of the tree to which u(n) belongs. Then, under Py, the following convergence
in law holds jointly with that of (i):

<FLnsJ> N (iL?) ’
N s>01 by, - >0

where (L?) s>0 is the local time of B, the Brownian motion of (1), normalised as the occupation density of B at 0.
(iii) Let hmax (T) = maxycr |u| be the height of the tree T. Then,

2b
nPy, (hmax (T) > I’l) — =0

This theorem was proved by G. Miermont in [17] in the case where X is finite, with optimal hypotheses under
the assumption of irreducibility of the mean matrix M: Perron—Frobenius eigenvalue 1, and condition (Hgp). Our
conditions may seem more restrictive; however, in the finite case, they are implied by these optimal conditions. Indeed,
in that case, hypothesis (H},) is always satisfied for any x (see the Appendix), and supposing the irreducibility of the
mean matrix with Perron—-Frobenius eigenvalue 1 would imply (Hyg), according to Theorem 6.2 of [20].



206 L. de Raphélis

Theorem 2 therefore extends G. Miermont’s one to the case where the set X' is countable. Our proof will be
different from his, although inspired by it. Indeed, in the latter, the author used an inductive method on the total
number of types: given a multitype Galton—Watson tree with say K types (where K > 1), he was able to build a
multitype Galton—Watson tree with K — 1 types the height function of which was close (up to a re-normalisation) to
that of the first tree. Then, step by step, he was able to show that the height function of the original tree was close
to that of a monotype Galton—Watson tree, to which T. Duquesne and J.-F. Le Gall’s theorem [7] could be applied.
Obviously, this method cannot be used in our case.

So we will introduce in the next subsection (Section 1.3) a reduction (inspired by that of [17]) which associates to
any multitype Galton—Watson tree a leafed Galton—Watson tree with edge lengths. The whole point of this reduction
is that it is such that both trees have the same height function (this is Proposition 1). Then, we will just have to show
that if the multitype tree satisfies the hypotheses introduced earlier, then the tree obtained by this reduction satisfies
hypothesis (H). This will be done using change of measure techniques in Section 3, and thus according to Theorem 1
its height function will converge towards the reflected Brownian motion, and so will that of the multitype tree.

1.3. Reduction of multitype trees to leafed trees with edge lengths

Let us introduce the method of construction of (T, e, £) a leafed Galton—Watson tree with edge lengths the associated
depth-first exploration process of which is equal to the height process of a given multitype Galton—Watson tree (T, e).
To this end, let us define the notion of optional line of a given type.

Definition 1. Letye X andu €T.

e We denote by B;, the set of vertices descending from u in T having no ancestor of type y since u. Formally,

B, ={veT:utvande(w)+#yVYweTsuchthat u - w - v}.

e We denote by L;, the set of vertices of type y descending from u in T and having no ancestor of type y since u.
Formally,

L = {veT:uI—v,e(v)=y,e(w);éwaGTsuchthatul—wl—v}.
When u = p, we will denote L3, by L and B;, by B”.

We say that £;, is the optional line of type y stemming from u. Somehow, £}, is the “top layer” of B;,. The basic
framework of optional lines was established in [11]. Of course, this notation can be extended to forests. Under Py,
the construction of (T, e, £) consists in adding a vertex of type 1 in T for each vertex of type x¢ in T, and a vertex of
type 0 in T for each vertex of type # xo in T. It is carried out inductively as follows:

e [nitialisation — Generation 0 of T is made up of a root, p, and we set e(p) = 1. Let us build generation 1. Take,
in the lexicographical order, the vertices v € T such that v € Bz”. Following their lexicographical ordering, to each
v € T among these vertices we associate a vertex v* to the first generation of T, setting e(v™0) = 1 if e(v) = xq
(that is if v € L*), e(v™0) = 0 otherwise. Moreover, for each of these vertices v™ € T, we set its edge length as
L(v¥0) = |v|.

e Induction — Let n > 1, and suppose that generation n of T has been built. If generation n of T is empty then
generation n + 1 of T is empty. Otherwise, for each u™ € T of the nth generation of T such that e(u™) = 1, take
in the lexicographical order the vertices v € T such that v € B;°. Proceeding in the lexicographical order, to each
v € T of these vertices, we associate a vertex v** as a child of ¥ in T, thus forming the progeny of u*©. We set
e(v0) = 1if e(u) = xq (that is if v € £;°) and e(v?) = 0 otherwise. Then, for each of these vertices v* € T, we set
L) = [v| — |ul.

Constructing T from T therefore consists in untangling the “bushes” 3;° stemming from vertices u € T such that
e(u) = xo, so that all vertices are in the same generation, however keeping their lexicographical ordering, and keeping
in £ the information on their initial generation in the tree T. Of course, the construction of T from T can be extended
to forests F as I, by applying the reduction to each component tree. The whole purpose of this construction lies in the
following proposition.
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Fig. 2. A realisation of T under Py, and the tree T resulting from it.

Proposition 1. Under Py, the marked tree (T, e, £) is a leafed Galton—Watson tree with edge lengths. Moreover,
denoting by H* the depth-first exploration process introduced in (1.1) associated to it, we have

VneN, H'(n)=|ur(n)

3

where ut(n) is the nth vertex of T for the lexicographic order.

Proof. The branching property in T guarantees that the progenies of each vertex in T have same law, and then
by construction (T, e, £) is a leafed Galton—Watson tree with edge lengths. The equality of depth-first exploration
processes also naturally stems from the construction. ]

Therefore, in order to show Theorem 2, we will just have to prove that I satisfies the hypotheses introduced in
Section 1.1 and to apply Theorem 1 to it; that is we need to prove:

Proposition 2. Under conditions (Hwm), Hp) and (H)ICQO) on'F, (IF, e, £) satisfies hypothesis (H) introduced in Part 1.

It is quite straightforward that under P, , if F satisfies condition (ero), then conditions denoted by (Hg) and (H%)
in (H) are satisfied by F. In Sections 3.2 and 3.3, we will prove that hypotheses (H;), (H,), (Hg) are also satisfied by
F if F satisfies (Hm) and (Hp).

However, we need to prove Theorem 1 first; to do so we will separately show that H* is close to H' in space
(Section 2.2) and in time (Section 2.3). Only after that will Section 3 be devoted to the proof of Theorem 2. Then, we
will give an application of Theorem 2 to random laminations of the disc in Section 4. Finally, the Appendix at the end
will propose an alternative hypothesis to (Hf?“) that will be stronger but more convenient to check in practice.

2. Proof of Theorem 1
2.1. Preliminaries

A very useful tool when working on Galton—Watson trees is the corresponding size-biased Galton—Watson tree, which
we will introduce in this subsection.
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2.1.1. Change of measure on T!
Let us introduce (Wnl),,eN the additive martingale, where for all n € N:

wl.= Z 1.

ueT!,|u|=n

For any n € N, denoting by 35,11 the o-algebra generated by {(u, £(u)) : u € T, [u| < n}, hypothesis (H¢) and the
branching property ensure that (Wn1 )neN 1S an 19?,} -martingale.

Recall that g“l is the law of the progeny on Un>0(R+)” of vertices in T! (with the convention that (R)? is the
empty sequence). Let us consider ?l the probability law with Radon—Nikodym derivative Wl1 with respect to ¢!,
that is such that if X ~ ¢! and if |X| denotes the length of X, then X~ El if and only if for any bounded function
fiUpsoRp)" = R,

E[fO] =E[IX|f(X)].

Notice that almost surely the progeny induced by E is non-empty. Let us introduce a new law P* on the tree with edge
lengths (T, ¢) with self- avoiding distinguished path starting from the root (w,),>0, each w, being at generation n.
Under P*, we construct (T!, £, (wy,)n=0) by induction as follows:

e Initialisation — Generation 0 of T! is only made up of the root, denoted by p, such that e(p) =1 and £(p) = 0. We
set wg = p.

e Induction — Let n > 0. Suppose that the tree and the spine have been built up to generation n. The vertex w, has
progeny according to El. Independently, other vertices of generation n give progeny according to ¢!. The vertex
Wy+1 1s chosen uniformly at random among children of wy,.

This tree is called the size-biased Galton—Watson tree with reproduction law ¢! Notice that its construction is such
that the (£(w))k>1 are i.i.d. random variables. We call P the marginal law of (T, ¢) for this construction, and E the
associated expectation. We easily adapt the arguments of [15] to get the following proposition (the only change being
that here trees have edge lengths):

Proposition 3. ([15]) Recall that for any n > 0, 7, ! stands for the sigma-algebra generated by {(u,£(u)) : u €
T', |u| <n}. Then P|y1 is absolutely continuous Wlth respect to P|f]1 and is such that

For the rest of the paper, as the context should ensure that there is no ambiguity, for convenience we will indiffer-
ently denote P or P* by P, and by E their associated expectation. A consequence of this proposition is the many-to-one
lemma, which can be shown by induction:

Lemma 1. Letn € N, g : R"*! — R be a measurable function, and X, a .7} -measurable random variable. Then,

E[ Z g(Z(uo),...,E(un1),Z(u))X,,:|=ﬁ[g(£(wo),...,ﬂ(wn1),€(wn))Xn].

|u|=n,ueT!

Notice that applying this lemma, we can re-write hypothesis (H%) as:

(HD: y*P(ewn) > y) — 0.

2.1.2. Estimates on critical Galton—Watson forests

Recall that under (H), the forest F! is a critical Galton—Watson forest. Recall also that we denote by u'(1), ...,
u'(n), ... its vertices taken in the lexicographic order. The following lemma, which is a straightforward consequence
of Corollary 2.5.1 of [7], will allow us to control the shape of F:
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Lemma 2. Let F,ll :=ul(n)g be the index of the tree in F' to which the nth vertex of F! belongs. Then under (H), for
all ¢ > 0, there exist M, M’ > O such that for all sufficiently large n € N,

P(F,ll > M+/n or max |u(i)| > M/\/ﬁ) <e.
0<i<n
Proof. According to Corollary 2.5.1 of [7],
p( Lo oy L9>M)<?
x/—z > njo)o (G 1 > ) < 5

for M large enough, where L(l) is the local time at level O at time 1 of a standard Brownian motion. Moreover,

(i 2
P IImXOS’;”"’t(l)|>M’ —> P| max —|B,| > M’ <z
«/ﬁ n— 00 0<s<l o 3

for M’ large enough, where (Bs)o</<1 is a standard Brownian motion. The union bound concludes the proof. O
2.2. Spatial scaling
Let for i € N, ¢(i) be the index of u(i) in F! if e(u(i)) = 1, or of its parent in F! if e(u(i)) = 0; that is

k, where u' (k) = u(i) ife((i)) =1,

2.1
k, where u' (k) = u(i) ife(u(i))=0. @D

@(i) :={

In a way, @ is the function of re-indexation from F to F!. Recall from (1.1) the definition of H! and H®. We introduce
the following proposition, which shows that  is the right spatial scale between H' and H*:

Proposition 4. Let (F, e, £) be a leafed Galton—Watson forest with edge lengths satisfying hypothesis (H). Then, for
all e > 0,

P( max |H' () — pH' (¢(1))] > sﬁ) —0.

1<i<n

Proof. First of all, let us show that

P( max |H£(i)—h(ul(<p(i)))’ >£ﬁ> njgoo. 2.2)

1<i<n

According to the definition of ¢, for all i € N, H*(i) — h(u'(¢(i))) = £(u(i))1{e(u(iy)=0}- Hence,

P( max |Hg(i) — h(u1(<p(i)))| > &/ﬁ) = P( max E(u(i))l{e(u(,-)):o} > sﬁ)

1<i<n I<i<n

< P( max max  £(u) > Sﬁ)’
0=<j=n—13_y(j),e()=0

since any u (i) of type 0 for 1 <i <n is the child of a u(j) for 0 < j <n — 1. Applying the union bound, we get

P( max max  [€(u)| >sﬁ) < Z P( max  [¢(u)| >eﬁ),

0<J =15 _u(jy.e(u)=0 0<ima_y ul=le=0

the last sum tending to 0 as n tends to infinity, according to hypothesis (H%), thus yielding (2.2). Now, noticing that
foralli e N, (i) <1, it suffices to show that

P( max |h(u' () — wH' ()| > sﬁ) —0, (2.3)

1<i<n
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and to combine it with (2.2) to conclude the proof of the proposition. To this end, we will use a method employed
in the proof that appears in Section 3 of [8], which is built in 3 steps — but we will have to adjust some parts. We
emphasise that until the end of the proof, all considered vertices are in T' or F!, and that the lexicographical order u!
is also taken in T! or F!.

The first step is to show that:

P <n:0(u' () > 1) — 0, (2.4)

where (s,)nen 1s any sequence of real numbers such that

Sy = o(nl/z) and ﬁ(ﬂ(w1)>sn) jooo<l)

n—00 n

(such a sequence exists thanks to condition (H%)). According to Lemma 2, for any ¢ > 0, and then M, M’, n large
enough,

P(Ei <n:t(u'()) >s)) <e +P(Eli <n:€(u' () > 50T < M/, max [ ()] < M’ﬁ).
<i<n

Discussing on which tree u! (i) belongs to and on its generation we get:

LM ] [LM’m

P(Elifnzz(ul(i)) >sp) <€+ Z E Z Z l{l(u)>s,,}:|

k=1 I=1 |u|=l,ueT!
<&+ MM nP(t(w) > s5,) =¢ +o(1),

where we used the many-to-one lemma (Lemma 1) between lines 1 and 2 and then used the second property of
(Sn)nen. This proves (2.4).
Now, for all n € N, we let v, := n>/3. The second step of our proof is to show that:

P(Eli <n :E( (z)) > v, and Ju - u (z) L(u) > v,,) —> 0. 2.5)
Once again, using Lemma 2, for M, M’ and then n large enough, (2.5) is smaller than
u' ()| < M'/n, T} < M),

and once again discussing on which trees the vertices u! (i) belong to and on their generation, the latter sum is smaller
than

e +P(3i <n, (u'()) > vy and Ju - u' (i), L) > vy,

LM /] M /n] NGO
Z Z |:Z I{Z(u)>v,, and EIvI—u,Z(v)>vn}i| = M\/’; Z P(E(wk) > v, and A <k, £(w;) > Un)
= k=0 lu|l=k k=0
M’ /n] k—1
< MJn > P((w) > vy) Z ((wp) > vy)
k=0 =0
< MM/2n3/2/l;(€(w1) > vn)2
(=432
WS O ) = o),

yielding (2.5).
To sum up, we can consider now that for n large enough, on every path in F! there is at most one u such that
£(u) > vy, and that for that u, necessarily, £(u) < s,. More precisely, we let foralln e N, u € F!,

€ (u) := L) ey <vy)»
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and we can write using (2.4) and (2.5):

P<Vi§n, S W@ —pH' G) <h(u'() —pH' )< ) E(”)(u)—ksn—/LHl(i))n:;l. (2.6)

ukul (i) ukul (i)

Thus, since s, = o(n'/?), the triangle inequality yields that
n—o0

P(Eli <n | Y ") — uH' @)+ 50| > wa) < P(Eli <n | Y " —puH' ()| > %ﬁ)
ukul (i) utul (i)
for n large enough, and thus we just have to show that
P(Eli <n, Z W) — nH' ()| > gﬁ> — 0, 2.7)
ubul (i) e

and to use (2.6) to get (2.3). This will be the last step of our proof.
Actually, once again using Lemma 2, and then applying the many-to-one lemma (Lemma 1),

LM’ /]
P<E|l E”l, Z e(ﬂ)(u)_l,(,Hl(l) >8\/ﬁ) SS“‘M\/E Z E[Z l{lzm_uf(")(v)—ltkb@\/ﬁ}]
ukul (i) k=0 lu|l=k
M’ /n] k
=e+MJn Y P( > e (wy) — pk >eﬁ). (2.8)
k=0 i=1

Let us focus on the general term in the sum, for any k < M’./n. First, notice that u = E[Zm\ L)) = [E(wl)]
by the many-to-one lemma. Hence, E[Z(")(wl)] oM by monotone convergence. Take n large enough such that

IBLe™ (wy)] — u| < 557 We then have for any k < Mf
/ﬁ( > € n) < /I;(
sﬁ(

Now, for i > 1, let us set X; := £ (w;) — E[Z(")(wl)]. Notice that the (X;);> are i.i.d. centred random variables.
We have for all r € [2; 8],

k
> (i) —E[¢" w)]

i=1

k
D e w) — pk

i=1

+K[E[¢" (wn)] — | > Sﬁ)

k

> (€ (i) — B[ w)])

i=1

&
)

&) = E[IX;I"T=E[[¢" ) —E[(" ][]
+oo
= [y R )~ B[] > ) dy
+00

Y TP([e™ )| > y - [B[ewn)]])dy

IA
~
S—

v +E[E(w))] - -
Y IP(e(wr) > y — E[e(w)]) dy,

I
S~
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where we used the triangle inequality at line 3, and then the fact that £0") < v,,. Hypothesis (H%) allows us to consider
My = maxy>1(y2P(£(w1) >y — E[€(w1)])), and then cutting the integral at y = 1 we get

v +E[¢(wy)]
£ (n) < r<1 + / Y My dy) < (v 2 vin(v,) < c(n* 2B ),
1

where c¢(r) is a suitable constant. Thus we can write, the X; being independent,

f(5)]- 2wt e

i1 4-tig= -3

:Z_E[

0<iy,...ir<8
ir+-+ig=8
i1eenik#l

where between lines 1 and 2 we used the fact that E[Xi] = E[Z(”)(wj) — E[Z(”)(wl)]] = (0. Now we just have to
regroup common patterns on iy, ..., iy and we get that,

[(Zx> } LMY A GIORADEIADRAC)

+ I (Ea(0)? + &6 (&2 () + &5 (n)E3 (n)) + kg (n)]

< n3 14 In(n),

where we used the fact that k < M \/n in the last inequality, and where ¢ and ¢’ are suitable constants. Applying

Markov’s inequality yields
€ 2 k ’
zﬁ) < (;) ‘4E[(Z (£ (wi) — z("><w1)])> }

A

k
> (€ (i) — E[e™ (wp)])| >

and when using this in (2.8), we finally get that

P(Eli <n, Z e W) — nH ()| > w%) — 0,
n—oo
ubul (i)
which proves (2.7) and concludes the proof. (]

2.3. Time scaling

In the previous subsection, we showed that the renormalised height function of a leafed Galton—Watson forest with
edge lengths was “close in space” to the height process of F! a simple Galton—Watson forest. Now, we want to prove
that they can also be “close in time” up to a scaling. Recall from (2.1) that ¢ is the function of re-indexation from F
to 1.
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Fig. 3. Vertices counted in ¥ (n)—vertices counted in R(n).

Proposition 5. Recall (H) from Section 1.1, and recall that m = E[v]. Under (H), the function (¢(|ns])/n)s=o
converges in probability to (m~'s)s~0 as n tends to infinity, for the topology of uniform convergence over compact
sets.

Proof. We only need to prove:

o) P -1 2.9)

n n—oo

Indeed, this would imply the convergence in probability of the finite-dimensional marginal distributions of
(¢(lns])/n)s>0 towards those of (m’ls)szo. Since (m’ls)szo is a continuous function, and since the (¢(|ns])/n)s>0
are non-decreasing functions for n > 1, a standard argument due to Dini would yield the convergence in law on Sko-
rokhod’s space. The limit process (m~'s)s=0 being deterministic and continuous, this convergence would also holds
in probability on the topology of uniform convergence over compact sets, as required.

Let ¥ be the function of re-indexation from F! to F, that is we set for all n € N, ¥ (n) :=#{u € F: u < u' (n)}.
Somehow, ¥ can be seen as the inverse function of ¢. Just as in the proof of Proposition 6 in [17], notice that we have
foralln e N

n—1 n—1

Y=Y v(u' (k) - Z#{u eF:u =u'(k),u'(n) <u},

k=0 k=0

:=R(n)

that is ¥ (n) is the sum of the number of children of each vertex lexicographically smaller than u'(n), minus the
children which come lexicographically after u!(n).
We want to show that for all € > 0,

P(R(n) > an) — 0. (2.10)
n—od
Indeed, suppose (2.10) is proved, then applying the weak law of large numbers to z;(l) v(u'(k)) yields

Y(n) Y Zyvw'(®)  R@m) p
= — —> m
n n n n—oo

’

and noticing that for all n € N, ¥ (¢(n)) = n, this would imply (2.9), which would conclude the proof as explained
previously.
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First of all, we have obviously

n—1

1
R(n) = Z(V(” (k))l{#{uem‘i:ul(k),ul(n)<u};e0})'
k=0

However, for all k € N, it is necessary that ul (k) Ful @) for fuel: U =u k), ul(n) < u} not to be empty. Thus,

Ry < > v,
ukul (n)
and therefore
P(R(n) > sn) < P( Z v(u) > 8n>.
ubul(n)

Now, notice that since E[(v!)?] < 0o (according to (Hg)), there exists a sequence (c,),>1 going to infinity such that

Cn nfooo(\/ﬁ) and P(v1 > cn)n§w0<%).
Then, by the union bound,
P(3i <n:v! (ul(i)) >cp) < nP(v1 > c")njo)oo’

and therefore we have for all ¢’ > 0, for n large enough,

P(R(n) > en) <¢' +P( Z v(u) > en, max vl(u(i)) < cn>.

ukul (n)

Moreover according to our estimate on Galton—Watson forests in Lemma 2, we notice that for all ¢’ > 0, for M and n
large enough,

P(R(n) > 8}’1) <2 +P Z v(u) > sn,maxvl(ul(i)) < cCp,
ukul (n) =

1
< 2¢’ + ;E[( Z V(M))l{m,dxi<” Ul(ul(i))<cn,|ul(n)|<Mﬁ}:|’ 2.11)
ukul (n)

u' ()] szwﬁ)

=A,

and so it is sufficient to show that the expectation denoted by A, is o(n) to get (2.10).

To this end, let us set Sp := 0 and for all £ > 1, S := Z;‘;& W @w!l@) = 1). The sequence (Sg)k>0 is the
Lukasiewicz path of !, a centred random walk, see Part 1.1 of [13]. Then, as explained in the proof of Corollary 2.2
of [14], we have that for all k < N,

W Fu'n) < Sy= min .
k<l<n

Hence, we can write

An=E[< > v(u))l{maX()sknVl(Ml(l'))<cn»|ul(”l)|<M«/E}i|

ukul (n)

n—1

1

=E |: <Z V(u (k))l{sk=minksl§n Sz}) l{max05i<n v (! (i) <cp #{0<i<n:S;=min; < j <, sj}gMﬁ}:| .
k=
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Now we let (3,’:)05/(5” = (S, — Sn—k)o<k<n be the time-reverse from time n version of (Si)o<k<n. Re-indexing the
sum from n — 1 to 0 and using the fact S,,_x = min,_x<;<, S; if and only if S‘k = maxo</<k 3’1 yields

n

— 1 R . . R

A” - E|:<Z v(u (n - k))l{Sk:maxogSk Sl}> l{max0<i5n vlu! (n—i))<cp, #{0<i<n:S;=maxo<<; Sj}fMﬁ}]
k=1

k=1

n
1
= E[(Z U(u (k))1{5k=maxogl§k SI}> l{max0<,-5,1 vl (ul(i))<c,l,#{05i<n:S,-:max05jS,- Sj}fMﬁ}:| )

where in the last equality we used the fact that ((S}?)Oskgn, wu'(n — k)))o<k<n) has the same law than
((S©)o<k=ns (' (kK))o<k=n). Let

tp=inf{fk >1:8; >0} and VieN, ti+1:inf{k>t,~:Sk>rlna]3(Sl}

be the stopping times at which record high are achieved, we have

1
A, = EI:(Z V(M (Tk))l{rkin}>1{max,-§nv](u'(i))<cn,rwﬁw2n}:|

k>1
LM /n]
= Z ! (T0) Lyt ! (1)) <))
Applying Markov’s strong property to stopping times 71, ..., T| 7 /|, We obtain

An < MVE[v(u' ()11 1 (1)) < ]
Let us estimate E[v(ul(rl))l{v1(u1(fl))<cn}]:

1 1
E[v (0’ (D)1t (1)) <cn) ] =E[ZV(U (k))l{vogsk—l,siso,sk_l+v1(ul(k)>—1>0}1{v1<u1(k>)<cn}}
k>1

< E[Z v(ul(k))l{V0<i<k—l,Si<0,Sk—l+C,1—1>O}]

k>1

E[v] Z E[1{vo<i<k—1,5:<0,8;_14+cu—1>0}]
k=1

71—1
= mE|:Z I{Sk>cn+l}j|-

k=0

Proceeding as in Section 2 of [5], we have

n-l en—1
E[Z l{Sk>—cn+l}] =/ U™ (dx),
k=0 0

where U™ is the renewal measure corresponding to the weak descending ladders heights of (S,),>0. The renewal
theorem (see p. 360 in [9]) ensures us that there exists a constant ¢’ > 0 such that

cn—1
/ U dx)<c(14+c¢, —1).
0
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Hence,

An = (Mmm(c'es) = o).

— 00

which is what we wanted in equation (2.11). O

2.4. Conclusion of the proof of Theorem 1

To conclude the proof of Theorem 1(i), we just have to use the convergence of s — H Ylns|)/n'/?

Propositions 4 and 5 to get the convergence of s — H®(|ns|)/n'/?.

together with

Proof of Theorem 1(i). Recall that the forest F! is a non-trivial critical Galton—Watson forest with finite variance.
Then,

2
—1/2 71 z
(n="2H (Lns1)) 2 5;(0 BS)SZO 2.12)
for the Skorokhod topology on the space D(R4,R) (this is Theorems 2.3.1 and 2.3.2 of [7] for example). Now,
composing s — H!(|ns]) with s = @(|ns|)/n, Proposition 5 ensures that

2
(n2uH (¢(1ns]))) -0 n:>_)oo<—: Bm15>
- 5s>0

for the Skorokhod topology on D(R, R), a convergence that holds jointly with that of (2.12). As explained in Sec-
tion 2.6 of [17], this can be seen as follows: since (¢(|ns])/n)s>0 converges towards a deterministic process, the
couple ((¢(lns])/n)s>o0, n~12H 1(LnsJ))sZo) converges in law. Now Skorokhod representation theorem ensures
that there exists a probability space where this convergence holds almost surely, and therefore where both conver-
gences of s n~Y2H(|ns|) and of s — ¢(|ns])/n hold almost surely. In such a space, the convergence of their
composition will hold almost surely, and therefore will hold in distribution. Finally, Proposition 4 yields

— 0
L1/2 1172 g

(‘Hmnsp _ wH'(p(lns)) D P

for the topology of the convergence over compact sets, thus completing the proof of the theorem. (|

Proof of Theorem 1(ii) and (iii). (ii) The proof is similar to that of Theorem 1(ii) of [17]. Denote by 1",1, the index
of the tree in F! to which u! (n) belongs. The definition of ¢ allows us to write foralln e N, s > 0, I' ;5] = Fﬂ(p(nm.
Proposition 5 and then Corollary 2.5.1 of [7] applied to I'' (as F! is a monotype Galton-Watson forest) allow us to
conclude the proof.

(iii) The proof of Corollary 1 of [17] can be applied here, using Theorem 1(i) and (ii). O

3. Proof of Theorem 2
3.1. Change of measure on the multitype Galton—Watson tree

Let us introduce here the multitype version of what was introduced in Section 2.1.1. Let (W,,),en be the multitype
additive martingale, where for all n € N,

Wn = Z be(u)-

lul=n
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For all n € N, we let F;, be the sigma-algebra generated by the (u, e(u)) for u € T, |u| < n. Then for all xg € X, (ZV—")
XO

is a Py -martingale for the filtration (F),en. Indeed, for all n € N, W, is obviously F,-measurable, and has a finite
first moment as (by),cx 1S an M-right eigenvector. Moreover,

Exo[Wn+l | ]:n] = Exo |: Z Z be(v) ]:ni|
lul=n 3 —,
= Z Ee(u)[z be(v):|

lul=n lv|=1

= Z Zme(u),yby

lul=n yeX

= Z be(u) =W,,

lul=n

where we used the branching property between lines 2 and 3, and then the fact that (by),cx 1s an M-right eigenvector.
Finally, notice that

EXQ[WO] = Exo [be(p)] = be.

Let us introduce a new law ﬁjo on marked trees (T, e) with a distinguished path (w,),>0 where for any n > 0, wj, is
at generation n. Let E = (?x)x€ x be the probability law of Radon—-Nikodym derivative ), €T, ju|=1 Dew) With respect

to ¢. More precisely, for any x € X, if X ~ ¢, then X ~ ’g:x if and only if for any function bounded real-valued
function f on XM,

E[fCO] =E[IXIf(0)].

where we recall that | X| stands for the length of X. We construct (T, e, (w;),>0) under i;j:o by induction as follows:

e [nitialisation — Generation 0 of T is only made up of the root p of given type e(p) = xo. We set wo = p.

e [nduction — Let n > 0. Suppose that the tree and the spine have been built up to generation n. The vertex w, has
progeny according to Z:e(wn). Other vertices u of generation n have progeny according to e(,). Then, choose a vertex
at random among children u of wy,, each with probability be(,)/ (> 5w be(vy) and set w,, 1 as this vertex.

We denote by /Fxo the marginal law of (T, e) under this construction, and Exo the associzit\ed expectation. Just as in
Section 2.1.1, the following proposition, which is easily deduced from [12], links P, and P,:

Proposition 6 ([12]).

(i) Recall that for any n > 0, F, stands for the sigma-algebra generated by the (u,e(u)) for u € T, lu| < n. Then
Py, | 7, is absolutely continuous with respect to Py, | 7, and is such that

dPylr, _ 1
APy |7, by

(i1) Recall that F, bears no information on (w,)n>0. Conditionally on F, for all u € T such that |u| = n,

~ b
P (= | F) = <0
n

(ii1) Under Pjo, the process (¢r)reN := (e(wk))keN is a Markov chain taking its values ian with initial state xq, and

with transition probabilities denoted by (px,y)x,yex, where forall x,y € X, py y = p-my y.
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Just as in Section 2, as there should be no ambiguity on it, we will indifferently denote ﬁxo or /l;jo by ﬁxo, and
E,, their associated expectation. Notice that the Markov chain (¢ )ren introduced in (iii) admits an invariant measure
(7x)xex Where forall x € X,

Ty = axby,

and that under (Hypp) this measure is finite, thus ensuring that (¢)ren is positive recurrent. Moreover, hypothesis
(Hnm) implies its irreducibility. Proposition 6 yields the multitype many-to-one lemma:

Lemma 3. Foralln € N*, g : X — R, a measurable function, X, a F,-measurable random function,

~ 1
Ey, |: Z g(e(ul)» e(ur), ..., e(un))Xni| =Dy Ey, [@g((ﬁla ¢2,..., ¢n)Xn]

|u|=n

This lemma will be of great use, since thanks to it the study of certain quantities of the multitype Galton—Watson
tree can be reduced to that of a simple Markov chain. Let us now prove Proposition 2 introduced in Section 1.3.

3.2. Proof of Proposition 2: Hypothesis (Hy)

Forall y e X and u € F of T, we set:
B, =#B5.,

that is B;, is the number of vertices “between” u and L, £;, included. If u = p, we will simply write BY. We want to
prove that I satisfies hypothesis (H;), which in our case boils down to prove the following proposition:

Proposition 7. For any xo € X, the random variable B has a finite first moment under P, ; more precisely:

Ey[B"]=—.

dx,
Proof. For any y € X, we denote by
Ty :=inf{k > 1: ¢ = y} (3.1)

the first non-null hitting time of state y by (¢x)x>1. Let us show that BY admits a finite first moment for any y € X,
whatever the type of p; let x, y € X, the many-to-one lemma (Lemma 3) yields

Ex[By]ZEXI: Z l{e(u1),e(u2) ,,,,, e(;)sﬁy}]

ueT\{p}
= ZEx |: Z l{e(ul),.‘.,e(ukl)#y}]
k>1 |u|=k
1 o
=b E[—lw ..... ¢¢’}}:bﬁ b |’

which yields in the case where x = y = xy,

o

-~ 1 1 1
EXO[BXO]:bXOEXO[Z :|=bmzb_;_z:z&:_’
Xz Z€

=1 ban
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which concludes the proof. In the second equality, we used a classic result on the mean time spent in a given state
during a Markovian excursion (we recall that (77;),c v is the invariant measure of (¢ )x>0). Then we used the fact that
forallz e X, m; = a;b;, and then that ) __ya; = 1. O

3.3. Proof of Proposition 2: Hypotheses (H.) and (H%)

Forall y e X and u € F, we let
Ly, :=#L;,

be the number of vertices forming £;,. If u = p, we will simply write LY. To prove that I satisfies hypotheses (H.)
and (Hg), we just need to show the following proposition.

Proposition 8. Under Py,,, L* has a finite second moment; more precisely:

2
E [L%]=1 and Var, (L") =Eg[(L?)’] - Eqy[L*] = . (3.2)

2
dx bxo

Proof. First, let us focus on the first moment of the cardinal of an £ stemming from a root of type x € X’; using the
many-to-one lemma we get

Ex[Ly]=Ex[ > ety e(u|u|_1>¢y,e<u):y}}

ueT\{p}
= ZEX[Z Liew)#y.... e<uk_1>¢y,e<u>—y}]
k>1 ul=k
T Lern] b
:ZEx[be] =X (3.3)
k>1 b¢k by

where between the last two lines we used the fact that (¢ )ren is positive recurrent. So in the case where x =y = xg
this yields the first equality of (3.2). Now, let us compute the second moment of the number of vertices forming the
first generation of type y. Discussing on the generation to which vertices of £” belong, we get

E.[(L7)’] :E{(Z 3 1{%0}) x Ly].

k>1 |ul=k

For k > 1, let us focus on the general term of the sum. When conditioning on %, it can be written as

(e (5 e et

lul=k |lul=k

Let us apply the many-to-one lemma (Lemma 3) at generation k to this expectation, with the setting Xy = E,[LY | F]
(which is Fi-measurable ); we get

_ s 1 , by
E{( > 1{uw}>u] =E, [bx x =iz —iEs (L |]—‘k]] = b—xEx[l{fy:k}Ly],
lu|=k y y

where we recall that 7, is the first non-null hitting time of y by (¢ )k>0. We used the fact that on the event {Ty =k},
we have Ex[LY | Fi] = Ex[L” | Fr]. Summing over k > 1, as (¢« ) x>0 is recurrent, we finally get a simpler expression
of the second moment:
N27  brs
E(L)] = 2R 1]
y
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Now, computing this last quantity will require a decomposition more subtle. Under the biased law P, £ is made
up of

o the first vertex of the spine (wk)=1 being of type y, that is wz , counting for one vertex,

o the vertices u of type y which are brothers of a wy for k < 7,, counting for Zk > 1{eu)=y) vertices,

ue2(wg)
o the lines £3, for any brother u of any wy (with k < %) such that e(u) # y, counting for ;| > e we) Hewyy) L
vertices,

where we recall that for k£ > 0, Q (wy) stands for the brothers of wy (wy not included). In total, we can write that

E[L]= (1+E [Z > (L ey + 1 % Lequy= >})D (3.4)

k=1ueQ(wy)

after this decomposition along the spine. Conditioning with respect to o ((wi)kenN, (€2(wk))ken) and using the fact
that E,[LY] = %, this last expectation is equal to

‘L') b
[Z Z (Luliewysy) + 1 X Lie@w)=y} ] |:Z Z e(u)}

k=1uef (wy) k=1 uef (wy) by

~2,—1

D

=5 Ex (( > be(u)) —bmﬂ)}
Yo Lk=0 > Ni=uy

-£,—1

1~ ~
= b_E - Ey, |:< Z be(u)) - b¢1:|:|’ (3.5)

L k=l lul=1

where we used the branching property on each wy for 0 < k < £, — 1. Discussing on the type of wy in the inner
expectation, this can be written as

[i Y (Liliewsn + 1 X Lew=y) ] — Y E. [Z L= z}} [(Z be(u)) —b¢,1]

k=1 ue (wy) Y zex k=0 Ju|=1

Let us clarify the term ﬁz[(2|u\:1 bew)) — by, ] for any z € X. Noticing that ﬁz[l{u:u,]} | Fil = % as ex-

_1 b
MZI e(u) , we get
Z

plained in the construction of T, and that g—f,i lF =

Ez |:( Z be(u)) b¢1:| = Az Z (be(u) — be(u)l{u=w1}):|
lu=1 L =1

be(u)
: bew) = beu)y X =————
_|£1< o o Z|u\:1 be(u)
[ =1 beqw) ( ( De(u) ))}
E|—— bewy — b X ————
b, Z e(u) e(u) Z|u|:l beqw)

- lu|=1

[(Z be<u>) - (be@,))z}.
lul=1 lul=1

I
=

2~
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Discussing on the type of u in this last expectation, we get

S[(g ) -t 5 e

<y yeX
z
- }  be Q% by,
< x',y'eX

so plugging this in (3.5), and then plugging (3.5) in (3.4) yields
plugging plugging y

E.[(L") (1+ZE [r\flm z}} ; Z by Q% b )

zeX k=0

> ) = 3 N ]

[ul=1 Ju|=1

Now if x = y = x¢, we finally get

E, on =1+
[ anobbxo

> beQL b,

x/,y'eX

= ZZZaZbeyy_]+ b2

a
xO X0 ceX x! VeXx Axo X0

Thus, the variance of our leafed Galton—Watson tree with edge lengths T is finite under (Hp) and computed as:

2
2 n
Var,, (L%) = B, [(L)°] — By [L7] = —,
axob
which concludes (3.2), and the proofs of Propositions 8 and 2. ]

3.4. Conclusion of the proof of Theorem 2

Now, we can conclude the proof of Theorem 2. Indeed, since IF satisfies hypothesis (H), one can apply Theorem 1 to
(H"(n))nen: under Py,

H'(|ns)) 2u
< \/ﬁ )szon?(:o(?'Bm1S|>s207 (36)

where the convergence holds in law for the Skorokhod topology on the space D(R,, R) of cadlag functions, and
where B is a standard Brownian motion. Here,

M=E[ > z(u)}=Exo[ > |u|]

ueT,|lul=1,e(u)=1 ueT,uel*0

= ZEXO[ > |u|1{uem}}

k>1 ueT,|u|=k

—beo x0|: [wy |1 (k= TX()}:|

k>1

= ﬁxo [fxo] =

’

axybx,

since (7y)yex = (axby )y cx is the invariant measure of ¢. We used Lemma 3 between lines 2 and 3.
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. 2
2 x U
= Var 1|=var, [L¥]= ——,
o |: Z i| XO[ ] axob)%
ueT,lul=1,e(u)=1 0
by Proposition 8.
1
m=E 1|=Ey|B®|=—
[ ¥ ]=mats=
ueT|u|=1
by Proposition 7.

Plugging this into (3.6), and using the fact that for all n € N, Hn) = lup(n)| (as specified in Proposition 1), we
finally get

|uF(LnSJ)I> (2 )
) = (ZBd)
( \/ﬁ Szon—>oo nl | s>0

which is what we wanted to prove Theorem 2(i). The proof of Theorem 2(ii) and (iii) is now similar to that of
Theorem 1(ii) and (iii).

4. An application of Theorem 2 to random laminations

In [6], N. Curien and Y. Peres study certain aspects of the random laminations of the disk, and this study is reduced
to that of a multitype Galton—Watson tree T with types taking values in [4; +oo[. Vertices u of type m > 4 give
progeny the following way: choose m’ € [0; m] uniformly at random, and if m" > 3 then u has a child of type 1 4+ n?/,
if m" <m — 3 then u has a child of type 1 +m — m’ (note that if these two conditions are satisfied u gives birth to two
children). We propose an alternative proof of Theorem 1.1 of [6], simply applying Theorem 2(iii).

Theorem 3. Under P4, population at generation n denoted by Z, is such that

4
E4[Z,] —

n—sooe2—1"

Moreover, the probability that Z,, # 0 is such that

2 1\2
Py(Z, £0) ~ e — 17

00 8n

Proof. In this proof, we will use the notation of the previous sections. A computation leads to a mean matrix M =

(m; ;)i j>4 where for i, j > 4, m; ; = %l{jfﬁl}. That is M is such that:
2 2
5 5 0 00
2 2 2
& 6 6 00
M=12 2 2 2
7 7 7 7

Following conditions of Section 1.2, we are looking for a left eigenvector (a;);>4 and a right eigenvector (b;);>4 such
that for i > 4:

1 2 2
<1 - m)bi —biy1+ i—l——Zbi+2 =0 and mai —aiy1+ai42=0

and with initial conditions a4 = as and bs = %b4. A computation indicates that these equations are satisfied by

2 276 —3)
(bi)i>a = (62——1(l — 2)>i24 and (a;)i>4 = <W>i34’
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vectors which satisfy »;_,a; =1 and ) ;. a;b; = 1. Thus, the multitype Galton—Watson tree T here satisfies hy-
pothesis (Hyp). Moreover, a computation gives for i, j, k > 4,

2
k __ % 1, .
Qi ;= 1 Li=k+2-j)
which yields
2 16

(R

and so (Hp) is also satisfied. We now want our tree to satisfy (H%t) (introduced in the Appendix); the transition
probabilities of the resulting Markov chain (¢,),>4 are given by

202

=26+ D

for i, j > 4. Let us set for all n > 4, V(n) = p" for a any B > 1. We notice that (¢,),>4 satisfies condition (A.1)

with (V (n)),>4 dominating (i)nz4 for n large enough. Thus the tree T satisfies hypothesis (H‘}(!t). Anyway, we get,
applying Lemma 3,

I 1
E4[Z,] :E4[ Z 1] :b4E[b—].

lu<j<itny

|u|=n bn
The Markov chain (¢,),>4 being irreducible, aperiodic and having (7;);>4 = (62%1 21‘73((’;._7731))(![_2)),-24 for invariant
measure, we get
~[ 1 1 4
E4[Zn] = b4E|:E:| nj(>>0b4z b—iﬂl' = e2 1 .
n i>4
Now, T satisfies the conditions of Theorem 2, and then (iii) yields
2 52-1% 1
P(Z, #£0) ~ ST T o X
n—00 N<n 8 n
which completes the proof. (I
Appendix

Conditions (H)I;O) may be not convenient to check. In this appendix, we propose a more practical hypothesis. We recall
the statement of hypothesis (H);QO) for xp € X:

o 2P, (max{|u|:u €T, e(),...,e(uy)#xo} > y)ngoo,

(on)
R ’g, O 1 —x1) — 0
o Y Eyx, lu|>y L{e@r),....e(u—1)#x0.e(u)=xo} :

y—00

We propose an alternative hypothesis to (H)Iceo):

There exists a function V : X — [1; 00), a finite set C C X and a constant 8 > 0, such that for all
xeX\C,

(HaY) Yo PV U=V R (A1)

yeX

the function V being such that for all x € X'\ C, . < V(x).
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We recall that (by) ¢y is the left eigenvector introduced in (Hwm), and that (py,y)x, yex are the transition probabili-
ties of (¢x)xex introduced in Proposition 6. A Markov chain satisfying condition (A.1) is said to be geometric ergodic
[16]. Notice that any Markov chain on a finite space satisfies such a condition, as we just have to choose C = X" and
any V > 1. Hence, hypothesis (H‘}gt) is always satisfied if X is finite, and (according to the proposition below) so is
(H};") for any xo € X'. The notion of geometric ergodicity is well discussed in Chapter 15 of [16].

Proposition 9. Hypothesis (H%t) implies hypothesis (H)I‘eo) forany xo € X.

Proof. Suppose (H}h) is satisfied. Set xg € X'. Using Markov’s inequality, notice that the first condition of (ero)

would be satisfied if

Ey [ (max{|ul :e(u1), ..., eQuu) #xo})z] < 0.

But, using Lemma 3, we get

Exo[(max{|u|:e(ul),...,e(uw;éxo})z]5 [Zlm Liequy.... e(uu);ﬁxo}]

ueT
< lw |*
= by, Ex, I:Z b Lig,...., drF#xo0}
k>0 ¢k

=1
~ k>
= bE[ > —}, (A2)

k=0 bd)k

so if this last quantity is finite, then the first condition of (H;,O) is satisfied.
Notice also that, using Lemma 3 again, the second condition of (H);QO) is equivalent to

=
y Exo [l{f,(0 >y}] )::o 0,

a condition that would be satisfied if

E,[5] < oo. (A.3)

Now, notice that hypothesis (H‘}%‘) is such that our Markov chain satisfies condition (V4) of [16] (see Section 15.2.2,
p- 376) with the setting 8 = d — 1. Theorem 15.2.6 of [16] with the setting A = {x¢} then ensures that {x¢} is V-
geometrically regular (in the sense of the definition given in Section 15.2.1, p. 373 of [16]). In particular, there exists
r > 1 such that

-1
Exo[ > V(¢k)rk:| < co. (A4)

k=0

Since V is greater than 1, this implies the finiteness of some exponential moments of 7,,, and therefore (A.3) is
satisfied. Moreover, since bl < V() outside of C,

Typ—1 k2 fxO—l ‘L'XO
EX0|: > } <Eq| ) 1{¢A¢C}V(¢k)k2} + <max —>E [Z Ligiecik }

i—o b L k=0

IA
gfl'J)

Ty, —1
.XO 1 2
_ kz <I§?g 5t V(¢k))k }

=0
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which is finite according to equation (A.4) (maxyecc i being finite because C is finite), thus ensuring the finiteness
of (A.2). Hypothesis (H);QO) is therefore satisfied. O
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