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Given a sequence T = (T;);>1 of nonnegative random variables, a func-
tion f on the positive halfline can be transformed to E[[;~ f(¢T;). We study
the fixed points of this transform within the class of de_creasing functions.
By exploiting the intimate relationship with general branching processes, a
full description of the set of solutions is established without the moment
conditions that figure in earlier studies. Since the class of functions under
consideration contains all Laplace transforms of probability distributions on
[0, 00), the results provide the full description of the set of solutions to the
fixed-point equation of the smoothing transform, X 4 > i>1Ti X, where 4
denotes equality of the corresponding laws, and X 1. Xo, ... isa sequence
of i.i.d. copies of X independent of 7. Further, since left-continuous survival
functions are covered as well, the results also apply to the fixed-point equation
xZ inf{X;/T; :i > 1, T; > 0}. Moreover, we investigate the phenomenon of
endogeny in the context of the smoothing transform and, thereby, solve an
open problem posed by Aldous and Bandyopadhyay.

1. Introduction. Let T := (7;);>1 be a sequence of nonnegative random
variables, and consider the mapping f +— E[[;5; f(t7;) for suitable functions
f:R — R. Then it is natural to call f a fixed point of this transformation if

(1.1) fO=E]]raT).

i>1

The main objective here is to identify all fixed points within certain classes of
functions, which becomes an increasingly challenging task as the available class
gets bigger. There is a substantial literature, [12, 16, 21, 27, 30, 32], and relatively
complete results, improved here, when f must be the Laplace transform of a non-
negative random variable. Much less was known up to now [8, 10, 29] when f
is from the larger class of survival functions of nonnegative random variables (or
simply monotone decreasing functions with range [0, 1]). Solving the problem in
this case is one of the main achievements of this paper. In fact the ideas also allow
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the available class to include suitable nonmonotonic functions, as will be indicated
in the final section.

When f is the Laplace transform of a nonnegative variable X, equation (1.1)
can be rewritten in terms of random variables as

(1.2) x L3 1x;,

i>1

where X1, X7, ... arei.i.d. copies of X independent of 7', and 2 means equality in
distribution. An X, or its distribution, satisfying this is often called a fixed point of
the smoothing transform (going back to Durrett and Liggett [21]). If instead f is
the (left-continuous) survival function of a nonnegative variable X, equation (1.1)
can be rewritten as

(1.3) X L inf %:izl,Ti>O,
1

where the infimum over the empty set is defined to be co. A solution X, and the as-
sociated survival function P (X > t), is called nondegenerate if P(X € (0, 00)) > 0.
The inversion x — x~! turns this “inf-type” equation into a “sup-type” one, so
the theory will cover these too. Both (1.2) and (1.3) are examples of stochastic
fixed-point equations (also called recursive distributional equations in [2]). Thus,
for these two cases, characterizing fixed points for equation (1.1) in the appro-
priate class corresponds to identifying the X which can arise in these stochastic
fixed-point equations. In considering (1.2), the relevant class of functions (Laplace
transforms) is quite restricted, and so the problem is correspondingly easier. It
turns out that solutions to (1.2) are intimately related to solutions to (1.3), which
allows the characterization of the latter using results for the former.

There is considerable interest in, and literature on, stochastic fixed-point equa-
tions like (1.2) and (1.3). They occur in various areas of applied probability: prob-
abilistic combinatorial optimization [1], stochastic geometry [37], the analysis of
recursive algorithms and data structures [20, 24, 34, 40, 41] and also in connec-
tion with branching particle systems [14, 25]. Inhomogeneous versions of (1.2)
and the sup-type version of (1.3) arise in the average-case and worst-case anal-
ysis of divide-and-conquer algorithms, and Riischendorf [42], Theorem 3.1 and
Theorem 4.2, showed, in a more restricted setting, that the solutions to the inho-
mogeneous versions are in one-to-one correspondence with the solutions of their
homogeneous counterparts. In theoretical probability, they are of relevance in con-
nection with the central limit problem [18] and in extreme value theory [39], where
they can be interpreted as generalizations of the distributional equations of stabil-
ity and min-stability, respectively. For further information we refer to the survey
by Aldous and Bandyopadhyay [2].

Without loss of generality, suppose that the number N =} ;- 1{7;~0) of posi-
tive terms satisfies N = sup{i > 1:T; > 0}, and define the function

N
m:[0,00) > [0,00], O—EY T
i=1
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Its canonical domain, {m < oo}, is an interval C [0, o0), for m may be viewed
as the Laplace transform of the intensity measure of the point process Z :=
ZlNzl dsiy. Here S(i) := —logT;, i € N (and S(i) := oo if T; = 0). The follow-
ing assumptions will be in force throughout.

(A1) P(T {0, 1}Y) < 1.
(A2) EN > 1.
(A3) There is an @ > 0 such that 1 = m(«a) < m(g) for all 8 € [0, o).

This number « is called the characteristic exponent (of T). Previous [9, 10, 21,
32] and recent [5] studies show that a satisfactory characterization will typically
entail the existence of some « > 0 such that m(«) = 1, as in (A3), though [29] and
[8] provide a study of a case where this fails. The discussions in [32] for equation
(1.2) and [8, 29] for equation (1.3) imply that only simple cases are ruled out by
(A1) and (A2). Let r > 1 be the smallest number such that the strictly positive
elements of T are concentrated almost surely on rZ_ and let r=1 otherwise, that
is, when the smallest closed (in R™) multiplicative group containing the strictly
positive elements of T is R™. The former is called the r-geometric (or lattice) case,
the latter the nongeometric (or continuous) case. There are more technicalities to
deal with before the main results can be stated but a special case is given now as
illustration.

THEOREM 1.1. Suppose that (A1)-(A3) hold true, that P(N < o0) = 1,
m(0) < oo for some 6 € [0, ®) and that T is nongeometric. Then there exists a
nonnegative and finite random variable W satisfying P(W > 0) > 0 and

(1.4) WL 1w,

i>1

(where Wi, W, ... are i.i.d. copies of W independent of T) such that nonde-
generate survival functions that are solutions to (1.1) are given by the family,
parametrized by h € RT,

(1.5) f(t) =Eexp(—Wht?).

Note that (1.4) is just (1.2) with T replaced by 7@ := (Tf, T§, ...). It is al-
ready known, under mild conditions that are relaxed a little in Theorem 3.1 here,
that solutions to (1.4) of the form described in Theorem 1.1 are unique up to a scale
factor. Therefore, in (1.5), the same family will result, whichever solution to (1.4)
is selected. Form (1.5) is a mixture (with mixing variable W) of Weibull survival
functions. This form is not surprising in the light of results for deterministic 7
described in [10] and the corresponding results for (1.2) going back to Durrett and
Liggett [21]. In the latter case, f has to be a Laplace transform and (1.5) expresses
it as a W-mixture of positive a-stable transforms (necessitating also that o < 1).
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It is natural to deploy iteration to study a functional equation. A key aspect of
the approach here is to remove the expectation on the right of (1.1) and then iter-
ate. Suitably formulated, this iteration derives naturally from a branching process
based on T. Solutions to (1.1) correspond to certain (multiplicative) martingales.
Studying these, and their limits, delivers information on the form of the solutions.
This basic idea goes back at least to Neveu [36] and is used more recently in [14,
16] and [8]. This technique is a kind of disintegration of (1.1), since it considers
the stochastic processes obtained by removing the expectation in it and its iterates.
For fixed ¢, under the iteration of the disintegration, the conditions imply that the
arguments of the function f on the right of the equation become small. Hence,
the properties of the whole function will be implicit in its behavior for small argu-
ments.

Further, our approach brings to the forefront a fundamental property of solutions
to (1.4): endogeny. Heuristically speaking, a solution W to (1.4) is endogenous if
W can be constructed from the branching process mentioned above without ad-
ditional randomization. In their survey paper, Aldous and Bandyopadhyay posed
the open problem of studying the endogeny property in the context of the smooth-
ing transform [2], Open Problem 18. In Section 6 (see Theorem 6.2), we give the
solution to this problem under mild conditions.

2. Main results. We continue with further assumptions on 7', namely,

(Ada) E) TflogT; € (—00,0) and E(ZTﬁ)log+(ZTﬁ)<oo.

i>1 i>1 i>1

(A4b) There exists some 6 € [0, ) satisfying m(0) < oo.

In order to prove our main results, we need at least one of the assumptions, (A4a),
(A4b), to be true; in other words, we need the following assumption:

(A4) (A4a) or (A4b) holds.

It is worth mentioning that (A4) is fairly weak compared to the assumptions in
earlier works on fixed points of the smoothing transform, that is, on solutions to
(1.2). For ease of reference to earlier results, when (A3) holds let

m'()=E) TlogT;,

i>1

even when m is finite only at «; whenever we refer to m’(«) we will be assuming
the expectation exists, which it certainly does when (A4) holds.

We impose one further assumption. To state it, call a random variable W nonnull
if P(W # 0) > 0, and assume that (A3) holds.

There is a finite, nonnull, nonnegative random variable W, with Laplace

(AS) transform ¢, satisfying (1.4).



THE FUNCTIONAL EQUATION OF THE SMOOTHING TRANSFORM 2073

The next result indicates that this assumption is known to hold widely. It follows
directly from Theorem 1.1 in [32] when P(V < 00) = 1 and, as is explained further
in Section 6, from [33] when (A4a) holds.

PROPOSITION 2.1. If (A1)-(A3) and, furthermore, either (Ada) or P(N <
o0) =1 hold true, then so does (AS).

The r-geometric case involves some complications that require additional nota-
tion. A function £ is multiplicatively r-periodic if 4(x) = h(rx) for all x. Given
r > 1, let §, be the set of multiplicatively r-periodic functions 4 :R* — R™ such
that 1 — h(r)t“ is nondecreasing [where @ comes from (A3)]. To deal with all
cases together, let §); be the positive constant functions in the nongeometric case
(when r = 1). In the corresponding result for (1.2), stated here as a corollary,
it is further assumed that o € (0, 1]. Then, let I3, be the set of multiplicatively
r-periodic functions 4 :R* — R™ such that ()% has a completely monotone
derivative, and let 31 be the positive constant functions in the nongeometric case—
these functions were introduced in [21]. When « = 1, the requirements force /4 to
be constant, so that in this case B, = L.

Henceforth, let S(M) be the set of solutions to the functional equation (1.1)
within the class

M ={f:[0,00) — [0, 1]: f is decreasing with
f0)=f(O+)=1and f(¢r) € (0,1) some ¢t > 0}.

Here, f(0+4) denotes the right limit of f at 0. Now we are ready to state our
first main result. This result will be derived from Theorem 8.3, which is more
fundamental but needs more background material to state.

THEOREM 2.2. Suppose that (A1)—(A5) hold. Then S(M) is given by the
family, parametrized by h € §,,
(2.1 f@) =Eexp(=Wh(t)t*) = ¢(h(1)t*) (t=0).

Let S(£) be the set of solutions to (1.1) within the class £ of Laplace transforms
of probability distributions # §g on [0, 00).

COROLLARY 2.3. Suppose that conditions (A1)—(AS) hold and that o < 1.
Then S(L) is given by the family in (2.1) when parametrized by h € 13,

COROLLARY 2.4. Suppose that (A1)—(AS) hold. Then the set of survival func-
tions of nondegenerate solutions to (1.3) is given by the family (2.1) parametrized
by the left-continuous h € 5),.
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3. Further results and discussion. From the formulations of Theorem 2.2
and Corollary 2.3 it is obvious that solutions to (1.4) play a critical role since
they appear as mixing distributions in all other cases. We need information on
these fixed points at an early stage of our analysis. Hence, we continue with the
following results.

THEOREM 3.1. Assume (A1)—(A5) hold. Let D(¢) :==t (1 — ©(t)). Then D
is slowly varying at 0, and ¢ is unique up to a positive scaling factor in its argu-
ment.

This result can be concluded from existing literature if we additionally assume
(A4b) and P(N < oo) = 1. In this case, the claimed uniqueness of ¢ follows from
[16], Theorem 3. The regular variation of 1 — ¢ follows from [14], Theorem 1.4,
in the case when m'(a) < 0 and from [30], Theorem 1, if m’(a) = 0. We prove
the result as stated here in Section 10; there we will see that for uniqueness up to
scaling (A4a) can be replaced by EW < oo, which is in fact weaker.

Understanding the behavior of solutions to (1.1) near zero is an essential step
in proving Theorem 2.2, but it is also interesting in its own right because it allows
the derivation of moment results for the corresponding distributions by classical
Tauberian theorems in the case of (1.2) and by elementary calculations for the
sup-type analog of (1.3).

For a solution f, the near-zero behavior is best considered in terms of D, de-
fined by

Dy(t) = t>0.

1-f(@)

e
When o« =1 and f is a Laplace transform, the convexity of f forces Di(t) =
(1 — f(1))/t, to be decreasing in ¢, and then D;(0+) is finite exactly when the
corresponding random variable has a finite mean.

THEOREM 3.2. Suppose that (A1)—(AS) hold true, that T is nongeometric
and f € S(M). Then Dy (t) is slowly varying as t |, 0.

A corresponding result for the geometric case is stated next, although it is tan-
gential to the development of the results.

THEOREM 3.3. Suppose that (A1)—(AS) hold true, that T is r-geometric and
f € S(M). Then there exists a function h € §, such that Dy (t)/h(t) is slowly
varying as t | 0.

It is often possible to say more about the form of the slowly varying functions.
We omit the details but give an indication of the results. When « # 1, Theo-
rem 2.2 gives that any solution f € S(M) is of the form f(¢) = p(h(¢)t*) for
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some h € $),, where ¢ comes from (AS). Then (1 - ¢(t)), which is D(¢),
is slowly varying in very specific ways under fairly mild moment conditions.
Roughly speaking, if m’(1) < 0, then D(¢) usually converges to a finite constant
while, if m’(1) =0, D(¢) usually looks like —log¢. See [12], Lemmas 2 and 4,
[33] and [19] for information on the first case and [16], Theorems 4 and 5, for in-
formation on the second. It is easy to translate such results on ¢ to corresponding
results on asymptotic behavior of f € S(M) at 0.

We finish this section with a brief summary of previous results on fixed points
of the smoothing transform and the corresponding inf-type distributional equation.
Theorem 2.2 has only one real predecessor, namely, Theorem 4.2 in [10], where
the inf-type equation is solved in the case of a deterministic sequence (771, 73, .. .).
There are (to our knowledge) two further papers dealing with the inf-type equation:
[8, 29]. The first paper, formulated in terms of the corresponding sup-type equa-
tion, provides a full description of the set of solutions only in very special cases,
while the second one presents an approach that leads to all solutions only within
subclasses of sufficiently regular distributions. Much more was known about the
solutions to (1.1) within the set of Laplace transforms. For the case o < 1, The-
orem 1.4 in [32] is the result which gave a full description of the set of solutions
under the weakest conditions so far. However, beyond the conditions required in
our Corollary 2.3, Liu assumed that EN'+® < oo and E(Y;-; 7;)'*? < oo for
some 8 > 0. Iksanov [27], Proposition 3, gave a description of the set of solutions
under the condition of existence of a so-called elementary fixed point. However,
due to an error in the proof for the case o < 1 (personal communication), he later
reduced his result to fixed points within the subclass of Laplace transforms ¢ such
that 1 — ¢ is regularly varying at the origin (see [26]). In the case o = 1, more was
already known. Theorem 3 in [16] is basically our Corollary 2.3 under the assump-
tions (A4b) and P(N < oo) = 1. The first complete description of S(L£) in the case
of the existence of an integrable solution W to (1.2) together with a criterion for
the occurrence of the latter is due to Iksanov [27], Proposition 3(a) and (c).

The rest of this paper is organised as follows. In Section 4, we prove the sim-
ple inclusions in Theorem 2.2 and Corollary 2.3. Sections 7-12 are dedicated to
the proof of the converse direction of these two results. As indicated in the intro-
duction, iteration of (1.1) naturally leads to a branching model (variously known
as weighted branching, branching random walk and multiplicative cascade) which
we formally define in Section 5. Section 6 is devoted to the property of endogeny,
mentioned earlier and first introduced in [2]. Section 7 collects some (known) con-
nections between the branching model and random walk theory. The key object de-
rived from solutions to (1.1), called their disintegration, is described in Section 8.
With the help of this notion we are able to formulate a further result (Theorem 8.3)
from which the proofs of Theorem 2.2 and Corollary 2.3 are easily completed.
Section 9 contains auxiliary results from the theory of general (CMJ) branching
processes. The assertions on slow variation of D and of D, are then proved in
Sections 10 and 11, respectively. Based on these results, we prove Theorem 3.1
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(Section 10) and Theorem 8.3 (Section 12). The final section briefly addresses the
possibility of nonmonotonic solutions to (1.1).

4. The simple inclusions.

LEMMA 4.1. Let (A1)-(A3) and (AS) hold. Then f € S(M) for any f which
is defined by (2.1). If, moreover, « < 1 and the parameter function h in (2.1) is
chosen from B, then f € S(L).

PROOF. Since W satisfies (1.4) and h(t) = h(tT;) a.s. for h € §,,
f(@) =ph®)t*) = Eexp(=Wh(t)t*)

= Eexp(— Z T Wih(t)t“)

i>1

=E(E[]‘[exp(—Wih(rT,-)<rm“)|TD

i>1

=E[JemaTHaT)*) =E[] faTh.

i>1 i>1

Therefore, f solves the functional equation. Then it is easily verified that f €
S(M). Now, moreover, suppose that iz € P,.. Then f(t) = p(h(t)t*) € L by [22],
Criterion 2 on page 441, and Bernstein’s theorem. [

5. The associated branching model. A key tool for the further analysis of
equation (1.1) is an associated weighted branching model (or multiplicative cas-
cade, or branching random walk) which arises upon iteration of (1.1) and which
we now describe.

LetV:= UneNo N" be the infinite Ulam—Harris tree, where N :={1, 2, ...} and
NO = {@}. Abbreviate v = (vy, ..., v,) by vy ... v, and write v|k for the restriction
of v to the first k entries, thatis, v|k ;= vy ... vk, k <n.If k > n, put v|k :=v. Write
vw for the vertex vy ... v, w; ... wy, where w = wy ... wy,. In this situation, we say
that v is an ancestor of vw. The length of a node v is denoted by |v|, thus |v| =n
iff v € N, Next, let T := (T (v))yev denote a family of i.i.d. copies of T, where
T(@)=T = (T;);>1. We interpret T; (v) as a weight attached to the edge (v, vi) in
the infinite tree V and then define L(9) := 1 and, recursively, L(vi) := L(v)T;(v)
for v e Vandi € N. Thus L(v) is the product of the weights along the unique path
from the root & to v. With this branching model, nfold iteration of (1.1) gives

(5.1) f@O=E[] feL@)  =0).

[v|=n
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For n € Ny, let A,, denote the o -algebra generated by the sequences 7' (v), [v| <n
and put Ao :=0 (A, :n>0)=0(T(v):v e V). For >0, define

(5.2) w:=3" L’  anzo0.

lv|=n

Then N, := W,§°) = Zw‘:n 1{L()>0y counts the positive branch weights in gen-
eration n. If N = N1 < oo a.s., then (N,),>0 forms an ordinary Galton—Watson
process with offspring distribution P(N € -). Assuming (A3), and thus m(«) =1,
the sequence (W,Ea))”zo is a nonnegative martingale with respect to (A,),>0 and
hence converges a.s. to W@ = 1lim,_ o W,§°‘), which satisfies EW@ < 1 by Fa-
tou’s lemma. Let ¢, denote its Laplace transform. The martingale has been stud-
ied, in several disguises, by numerous authors. Further information on W will
be given in the next section.

Let us further introduce the shift operators [-],, # € V. Given any function W =
¥ (T) of the weight family T = (7 (v))yev pertaining to V, define

(W] ==& (T (uv))vev)

to be the very same function but for the weights pertaining to the subtree rooted
at u € V. Any branch weight L(v) can be viewed as such a function, and thus we
have [L(V) ]y =Ty, () - -+ - Ty, (uvy ... v,—1) if v=11...v,, thatis, [L(v)], =
L(uv)/L(u) whenever L(u) > 0.

6. Endogeny and the smoothing transformation. For our purposes, the rel-
evance of the martingale limit W(®, defined through (5.2), with « given by (A3),
stems from the fact that W) unless it is zero a.s., provides a W in (A5) and
thus a possible mixing variable in our main results. In the following we will dwell
upon an additional property associated with W@, that of endogeny, introduced by
Aldous and Bandyopadhyay [2], Definition 7. This term applies to what they call
a recursive tree process (RTP). Specializing [2], equation (8), to the situation of
equation (1.4), suppose there are random variables W,,, u € V with

(6.1) Wy = Ti(u)*Wyi a.s.

i>1
and that, independent of the first » — 1 generations in the branching process, the
{W,, |lu| = n} are i.i.d. Then {W,:u € V} is an RTP. Its definition involves the
family T = (T (1)),ecv, sometimes called an innovation process in this context.
Note that (6.1) implies that

(6.2) Wo= > LW, as.

lv|=n
for all n > 0. An RTP is called invariant if the W,, u € V are identically dis-
tributed. By Lemma 6 in [2], for any distribution P satisfying the distributional

recursion (1.4) there is an invariant RTP with marginal distribution P, that is, an
RTP {W, :u € V} with W,, having distribution P for all u.
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DEFINITION 6.1. An invariant RTP is called endogenous if there exists a
measurable function g : [0, oo)V — [0, oo] such that Wy = g(T). An RTP will
be called null when W, = 0 a.s.—a null RTP is endogenous.

It is well known that
[W(a)]u = ZTi(u)a[W(a)]ui a.s.,

i>1

and, since W@ is T-measurable, this is an endogenous RTP for equation (1.4)—
but it is interesting only when not null. Lyons [33] showed that [under (A1)—(A3)]
condition (A4a) is sufficient for W® to be nondegenerate at 0. The complete char-
acterization of the nondegeneracy of W@ is due to Iksanov [27]. A detailed proof
can be found in [3]. Therefore, under (A1)—(A4), W©® can only be degenerate if
(A4a) fails and, thus, (A4b) holds.

Even if W(® =0 a.s., so that the martingale generates a null RTP, there may
be nonnull endogenous RTP. Under suitable conditions, the limit of the Seneta—
Heyde normed version of W,Ea) (see [14] and [25]) will give a nonnull endogenous
RTP. Furthermore, if m’(«) = 0, under additional moment conditions, the so-called
derivative martingale converges a.s. to a nondegenerate random variable 3 W ()
which again gives a nonnull RTP; see [16], page 623f. In fact, we will show that
under (A1)—(AS) there is always a nonnull endogenous RTP.

THEOREM 6.2. Assuming (A1)—(AS), the following assertions hold true:

(a) There exists a nonnull endogenous RTP {W, :u € V} for equation (1.4),
namely,

(6.3) W =n1_i)rrolo||z (1—(L))  as., W,=[Wzl,ueV.
vl=n
Any other nonnegative invariant RTP for equation (1.4) is a scale multiple of this
one.
(b) Unless a =1, there is no nonnull endogenous RTP for equation (1.2).

This theorem solves Open Problem 18 in [2]: part (a) extends Corollary 17 in [2]
by imposing weaker moment conditions and also dealing with the case m'(«) =0
[corresponding to p’(1) = O there], while part (b) states that any endogenous RTP
for (1.2) must be null and thus trivial if & < 1. Similar assertions concerning en-
dogeny for two-sided solutions to (1.2) and (1.4) can be found in [6], Section 4.8.
We postpone the proof of this result until the end of Section 12. Some partial re-
sults relating to Theorem 6.2 that we need will now be given as propositions.

PROPOSITION 6.3. Suppose that (A1)—(A3) and (AS) hold, with associated
RTP {W,:u €V}, and suppose that EW = ¢ € (0, 00). Then EW® =1 and
(W, :u € V} is endogenous and given by Wy, = c[W®], a.s. for all v € V. If,
furthermore, (A4) holds true, then condition (A4a) is satisfied.
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PROOF. By (6.2), the integrability of W and the martingale convergence the-
orem,

E(WalAw) = lim EWalA,) = lim B( 3 L@ WilA,)
lv|=n

=c lim W® =cW®@  as,

n—oo

and taking expectations shows that EW(®) = 1. Now, for arbitrary n € N,

Wo— W@ = 3 L@)*(W, —c[W®],)

[v]=n

and the method of proof in [2], Corollary 17, shows W, = c[W@®1], as. for all v,
which proves the first part of the proposition.
Now suppose additionally that (A4) holds true. Let S have the distribution

N
(6.4) P(S) € B) := puo(B) :=E)_ T1p(—1logT;)

i=1
for Borel subsets B of R. Note that, by (A4), the definition of «, and of m’(«),
ES| =m/(«) € [0, 00). Now [33] implies (A4a) holds. [J

We finish the section with a uniqueness result that sharpens Theorem 3.1 in
the case of endogenous RTP. Note that, in contrast to Proposition 6.3, here it is
assumed that the RTP is endogenous.

PROPOSITION 6.4. Assume (A1)—(AS). Let W be another nonnegative vari-
able, but with Laplace transform @, satisfying (AS). Suppose there are correspond-
ing endogenous RTPs {W, :u € V} and {Wu :u € V} with respect to the same in-
novations process T. Then Wy = CW@ a.s. for some c > Q.

PROOF. By Theorem 3.1, we already know that ¢(¢) = @(ct), and it is no loss
of generality to assume ¢ = 1. Using endogeny, the bounded and thus integrable
random variable exp(—Wg) can be written in the form

exp(—Wg) = E(exp(—Wg) | Ax)

=n1_i)rroloIE<exp<— Z L(v)“Wv)

lv|=n

a)

= lim [] oL@  as,

[v|=n

and a similar result holds for exp(—W@) with ¢ instead of ¢ on the right-hand
side. Now ¢ = ¢ implies exp(—Wg) =exp(—Wy) a.s. O
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This result is first used in the proof of Theorem 8.3 in Section 12. The only
ingredient to the proof of the previous result which has not yet been verified is
Theorem 3.1, and that will be proved in Section 10, so there is no circularity in the
argument.

7. Renewal arguments. Let (S,),>0 denote a zero-delayed random walk

with increment distribution p, introduced at (6.4). Let S(v) := —log L(v) (v € V)
where —log 0 := oco. It is then easily verified (see [14], Lemma 4.1) that
(7.1) PSpe)=py=E Y e *Ws5,)  (neNy).

lv|=n

Importantly, this connection between the branching model and its associated ran-
dom walk is preserved under certain stopping schemes. To make this precise in the
present context, let o : RN — Ny U {oo} denote a formal stopping rule, that is,

o ((sp)n>0) =inf{n > 0: (s, ..., sy) € By}

where B, is a Borel subset of R"*!, n > 0. For n € Ny, let 0, denote the nth
consecutive application of o, which means that o := 0 and

op :=1inf{k > 0,-1:(0, 55, | 4+1 — S0, 1s+--+5 — S5, ;) € Bk—q, ,}

for n € N. Then, for any x = (v;);>1 € NN =: 9V, the boundary of the Ulam—
Harris tree V, we can apply these formal stopping rules to the random walk along
the infinite path @ — v; — vivy — - - - from the root to the boundary of V; that is,
we can consider o, ((S(x|k))k>0), n € Ng. The set of all vertices in V in which o,
stops any random walk from the root to the boundary of V is denoted by 7, , that
is,

T5, == {x]on((S(x]k))k=0) :x € V}.

We refer to the (random) sets 7,, as homogeneous stopping lines (HSLs). This
notion indicates that the above defined random sets are special optional lines in
the sense of Jagers [28], Kyprianou [31] and Biggins and Kyprianou [15], but
where, additionally, stopping along any path of the infinite tree V follows the same
stopping rule. By some obvious changes in the proof of Lemma 3.2 in [7], we
deduce that

(7.2) E Y e Wssq) =P(Sq, €, 04 < 00) = ()™,

veTy,

where in slight abuse of notation we write o,, instead of o, ((Sk)x>0). We have thus
established the analogue of (7.1) for the embedded branching model based upon
(04)n>0. Here we make use of the HSLs associated with the first ascending ladder
epoch defined by o~ :=inf{k > 0:s; > 0}. When applied to (S, ),>0, this ladder
epoch will again be denoted by o~ , whereas ug> will be abbreviated to 1, .
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LEMMA 7.1. If (A1)—(A4) hold, then limsup,,_, ., S, = 00 a.s. and 0~ < 00
a.s.

PROOF. Under (A4) ES; > 0 and the result follows from standard random
walk theory. [

LEMMA 7.2. If(A1)—(A3) and (Ada) hold, then ES,;> < oo.

PROOF. The first part of (Ada) is equivalent to ES; € (0, 0o). Thus, from
standard random walk theory, we infer integrability of o~ and then that ES,> =
Eo~ES| < oo by Wald’s equation. [

LEMMA 7.3 (c.f. [16], Theorem 10(c)). If (A1)-(A3) hold, then, for any 0 <
0 <a,
E Z L)Y <00 if, and only if, ]EZTIQ < 00.

veT, > i>1

PROOF. Using (7.1), (7.2) and P(c~ < oco) = 1, we infer that the result is
equivalent to the assertion

Ee@ 95> < o0 if, and only if, Ee@ 95 < oo,

which in turn can be deduced from results in standard random walk theory, see, for
instance, [22], Section XII.3. O

8. Disintegration. Our analysis of equation (1.1) will be built on a pathwise
counterpart of (5.1). Let

(8.1) My(1):= [] fGL@), n=0

lv|=n
for f € S(M). Neveu [36] studied the multiplicative martingales (M, (t)),>0 in
the context of the KPP equation. More recently, they have been considered in the
study of the functional equation of the smoothing transform [14, 16]. We state the
fact that (M, (¢)),>0 is indeed a martingale in the following lemma [14], Theo-
rem 3.1.

LEMMA 8.1. Let f € S(M) and t = 0. Then (M, (t))n>0 forms a bounded
nonnegative martingale with respect to (An)n>0 and thus converges a.s. and in
mean to a random variable M (t) satisfying

8.2) EM(t) = f(@).

In the situation of Lemma 8.1, we call the stochastic process M = (M (¢));>0 the
disintegration of f (w.r.t. T) and also a disintegrated fixed point. By Lemma 8.1,
we can calculate any solution to the functional equation (1.1) from its associated
disintegrated fixed point.
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DEFINITION 8.2. We say that a random variable W is an endogenous fixed
point w.r.t. T@ if W is as in (A5) and if there exists an endogenous RTP {W,, :u €
V} such that W = W.

THEOREM 8.3. If (A1)-(AS5) hold, then for any f € S(M) with disintegra-
tion M there is a function h € ), such that

(8.3) M(t) = e WO g5 > 0)

where W is an endogenous fixed point w.r.t. T,

The proof of this theorem is postponed until Section 12. The result is the first
that provides a full description of the set of disintegrations of the functions from
S(M). It is, as mentioned just after Corollary 2.3, our central result. A similar
result is implicit in the proof of Theorem 4.2 in [8] but covers only disintegrations
of sufficiently regular f € S(M). Theorem 8.3 has great impact on the analysis of
fixed points of inhomogeneous smoothing transforms [5], Theorems 4.4 and 8.1,
as well as of two-sided fixed points of the smoothing transform [6], Section 4.5
and Proposition 5.3. Next we show how it allows us to complete the proofs of
Theorem 2.2 and Corollary 2.3.

PROOF OF THEOREM 2.2. By Lemma 4.1, we have f € S(M) for any f
given by (2.1) and parametrized with /& € §,. For the reverse inclusion, pick any
f € S(M). Theorem 8.3 shows the existence of an endogenous fixed point W
w.rt. T and an h € §), such that the disintegration M of f satisfies (8.3). This
in combination with (8.2) gives f () = ¢(h(t)t*) for ¢t > 0, as required. [

PROOF OF COROLLARY 2.3. Let o« < 1. Again, Lemma 4.1 gives one inclu-
sion. For the reverse one, pick any f € S(£). As in the proof of Theorem 2.2,
we obtain f(t) = ¢(h(t)t*) a.s. (¢t > 0) for some i € H,. It remains to show that
h € ;. To this end, it suffices to show that ¢ — h(#)* has a completely monotone
derivative in the r-geometric case. Without loss of generality, we assume A(1) =1
and use the regular variation of 1 — ¢ (see Theorem 3.1) to infer

L—f@r™) 1—@h@*r ")
L—f™ 1=

Thus t — h(t)t“ is the limit of a sequence of functions with completely monotone
derivatives and therefore has a completely monotone derivative itself. [J

— h(t)t (n — 00).

PROOF OF COROLLARY 2.4. Let g be the generating function of the family
size N. From (1.3), P(X = o0) = g(P(X = 00)) and P(X > 0) < g(P(X > 0)).
Since X is nondegenerate P(X = co) < P(X > 0) < 1, which implies that P(X >
0) > g(P(X > 0)). Consequently P(X > 0) is another a fixed point of g and so
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must equal one. Thus the survival function f(r) =P(X >r) has f(0+) =1 and
so f € M. The result now follows from Theorem 2.2. [

We finish this section with a series of results that will be useful in the proof of
Theorem 8.3.

LEMMA 8.4 (see Lemma 5.2 in [8]). Ler f € S(M) with disintegration M.
Then, for all t > 0 and n € Ny, we have

(8.4) M@= [] IMI,¢L@)  as.

lv|=n

Lemma 8.4 provides us with a quick proof of the fact that S(M) is contained in
the set of solutions to the functional equation (1.1) with the sequence T replaced
by the family (L (v))ye7, where 7 is an a.s. dissecting HSL. The last notion was
introduced in [31] for general stopping lines. For a HSL 7 it means that a.s. there
exists a positive integer n such that for any v € N there is some u € 7 satisfying
u = v|k for some k < |v|. In other words, with probability one 7 cuts through the
tree prior to some (random) generation 7.

LEMMA 8.5. Let f € S(M) with disintegration M and let T denote an a.s.
dissecting HSL. Then

M) =[]IM,(tL@w))  as.

veT
and thus

fO=E][] feLw@w)  @¢>0).

veT

In particular, any f € S(M) is also a solution to (1.1) with the sequence (T;);>1
replaced by the family (L(v))yeT.

The proof of Lemma 8.5 also works (after some minor changes) for the more
general very simple lines defined in [15], Section 6. These are stopping lines where
for any v € V whether v is on the line or not is determined by the ancestry of v,
but along different ancestral lines the stopping rules may be different.

PROOF OF LEMMA 8.5. Let 7 denote an a.s. dissecting HSL and fix ¢ > 0.
Define B to be the set where [M],(tL(v)) = [[;>[M]yi(tL(vi)) for all v € V.
In view of equation (8.4), the invariance of P(T € -) under the shift [-], and the
independence of [T], and L(v), we have P(B) = 1. Since 7 is a HSL, there exists
some formal stopping rule o such that 7 = 7. Putting 7,, := 7, A, we have that
7T, is the HSL where along each path from the root to the boundary the stopping
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vertices are chosen according to the stopping rule o A n. By induction over n, we
infer that on B

M) = [[IM],(tL(v))
veT,
for all n > 0. Passing to the limit n — oo yields the assertion since 7 is a.s. dis-
secting so that 7 = 7,, for some (random) n. [J

Now we wish to approximate a disintegrated fixed point M not only by the
sequence M, (t), n > 0, which takes the product over a fixed generation, but also
by terms like M7 (¢), where the product is taken over all vertices in a HSL 7. Here,
as in [14], we focus on special HSLs, namely, first exit lines 7; based on the first
exit times t(¢), viz. T(t) :=inf{k > 0:s; >t} and

T =Trqy={veV:S(w)>tand S(vlk) <tfork=0,...,|v|—1}.

LEMMA 8.6. Assume (A2) and (A3) hold. Then (a) SUP|y|> L) — 0 a.s.,
and (b) 7; is dissecting a.s.

PROOF. By Theorem 3 in [13], SUp|y=p L(V) — 0 a.s., which implies the first
assertion. This is equivalent to infjy>, S(v) — oo a.s. Thus there is a (random)
n(t) such that inf|,|>,) S(v) >t and then every v € 7; has |[v| <n(z). O

LEMMA 8.7. Given f € S(M) with disintegration M, the following asser-
tions hold for all t > 0:

(a) lim,,_ Z|v|=n 1— f(L(v))=—logM(t) a.s.
(0) limy—s oo [Tyer, FULW) = M) as.
(c) limy,_ o ZUG% 1— f(tL(v))=—logM(t) a.s.

PROOF. (a) Using Lemma 8.6(a), f(0+)=1,and —logx ~1—x asx — 1,
we infer for arbitrary ¢ > 0

—log M (1) = —log lim_ [1 feLe) = Jim_ > 1= f(L(v)) a.s.
[v|=n lv|=n
(b) For u > 0, denote by A7, := 0o (T (v):v < 7,) the pre-7, o-algebra. Here,
v <V forveVand V CV means that v has no ancestor in V, in particular, v ¢ V
(see [28] for a full discussion). More precisely, A7, is defined as

A =o({T(w) e A}n{v < Ty} :v eV, A € B([0,00)V)),

where B denotes the Borel-o-algebra. A7, increases as u increases. Since, by
Lemma 8.6(b), 7, is dissecting, the proof of Lemma 6.1 in [14] applies in the
current context to give

Mz,() =[] FUL@) =EIM@®)IAL]  as.
veT,
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Now let G := o (A7, :u > 0). Standard theory implies that M7, (t) — E[M()|G]
a.s. as u 1 oo. It remains to show that M (¢) is measurable w.r.t. G. Since M (¢) is
a function of the weight ensemble (L (v)),ev, it suffices to show that any L(v),
v € V is G-measurable. To this end, fix v =1v;...v, € N*. If L(v) =0 and thus
S(v) = oo, we have v £ 7, for all u > 0. If, on the other hand, L(v) > 0, then
v €7, for all u > maxy—o,..., S(v|k). In both cases, L(v) = lim,— o0 L(v)L{y<7,)-
For any fixed u,

.....

n—1

L) Lj<7) = Li<7) [ | Toss @I L=,
k=0

Clearly, 1{y<7,) is A7, -measurable. Elementary arguments further show that the
Ty, (k)1 (yk<7,) are also Az, -measurable. Thus, M (t) is G-measurable. Finally,
we should remark that the formulation of the convergence in Lemma 8.7 indicates
that the convergence holds outside a P-null set for any sequence u# 1 oo. This is
indeed true, for it can be shown that the martingale (M, (¢)),>0 a.s. has right-
continuous paths. (This follows basically from the fact that a.s. the positions S(v),
v € V do not accumulate in finite intervals (a, b), —00 <a < b < 00.) Since we
only need convergence along a fixed subsequence in what follows, we omit further
details.

(c) This follows by combining assertion (b) with the arguments given in (a),
where the simple observation that L(v) < e™* for any v € 7, replaces the use of
Lemma 8.6(a). O

LEMMA 8.8. Let f € S(M) with disintegration M. Suppose further that 1 —
f is regularly varying of index a at O in the nongeometric case, while in the r-
geometric case (1 — f(ut))/(1 — f(t)) = u® whenever u € rZ and t approaches
0 through a fixed residue class sr”, s > 0. Then the following assertions hold:

(@) W, :=—log M(t) is an endogenous fixed point w.r.t. T'®) fora any t > 0.
(b) If 1 — f is regularly varying of index a at 0, then M(t) = e~"" W a.s. for all
t >0, and (AS) holds with W = Wj.

PROOF. (a) Fix t > 0 and let W; := —log M (¢). By the proof of Lemma 6.2
in [8], EM(t) = f(¢t) <1 and thus P(W; > 0) > 0. For any v € V and s € rZ,
a combination of Lemma 8.6(a), our assumptions on the behavior of f at 0 and
Lemma 8.7(a) gives

8.5)  —log[M]y(s7) = lim Yo 1= fGstL@)])

|ul=n

e L= L)



2086 G. ALSMEYER, J. D. BIGGINS AND M. MEINERS

=5 lim 31— f@IL@))

lul=n
(8.6) = s%(—log[M], (1)) a.s.
Use this with s = L(v) for |v| = n, and recall (8.4) to obtain

Wy =—log [ M1, (tL(v))

lv|=n

= >, —logIM, (L) = Y L)W,  as.,

[v|=n lv|=n

where in the r-geometric case L(v) € rZ as., for all v € V has been utilized. We
have thus proved that W; is an endogenous fixed point.

(b) By an application of equations (8.5) and (8.6), which are valid for all s > 0
if 1 — f is regularly varying of index « at 0, we infer, with t =1, v = &, that

M(s)=e*W a.s.

for any s > 0. Now, using (8.2), f () = ¢(¢t*) for all r > 0 where ¢ denotes the
Laplace transform of Wj. Therefore f € M implies that ¢(z) — 1 as ¢ | 0, so
that Wi < oo a.s. and ¢(¢) < 1 for £ > 0, so W is not identically zero. Finally,
f € S(M) implies that ¢ satisfies (1.1) with 7® in place of T. [

LEMMA 8.9. Let ¢ in (A5) have disintegration ® (w.rt. T®). If 1 — ¢ is
regularly varying of index 1 at 0, then ¢ is the Laplace transform of —log ®(1).

PROOF. This follows immediately from Lemma 8.8(b). [

9. Results for general branching processes. The weighted branching model
introduced in Section 5 gives rise to the definition of a related general (CMJ)
branching process. This is a critical connection here and in [14, 16]. Recall that
S(v) := —log L(v) for v € V. Let 7~ denote the HSL associated with the stop-
ping rule o,, the nth strictly ascending ladder index (defined in Section 7), and
let 7~ be another notation for 7,”. The nth generation in this general branching
process is given by

Z7:= ) Ssw),

vel,>

where the S(v) occurring here are the birth times of the individuals in this genera-
tion. The reproduction point process Z~ of this general branching process is given
by Z7 := Z. Quantities derived from Z, like N and m, have counterparts for
Z~ that will be denoted by N~, m~ and so on. Specifically, let 7~ := (7;7);>1 be
the enumeration of the family {L(v):v € 7~} in decreasing order where 7;” :=0
ifi > |77|. Lemma 9.1 below establishes properties of T~ that are inherited from
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T, or equivalently from the corresponding point process Z, which was introduced
just before (A1). These properties can easily be reinterpreted as properties of the
reproduction point process Z~ .

LEMMA 9.1 (cf. Theorem 10 in [16] and Proposition 5.1 in [4]). If T satisfies
(A1)—(A3), then so does T~ = (T;”)i>1. Thus

P(T7 €{0,1} foranyi > 1) < 1, EN” >1 and
l=m~(a) <m™(B) forall B €0, a).

Moreover, if T satisfies (Ada), then so does T~ , and similarly for (A4b). Finally,
G(T) =G(T~), where G(T) and G(T ™) denote the minimal closed multiplicative
subgroups of R™ generated by T and T, respectively.

PROOF. Under the given assumptions, we can apply Lemma 7.1 to infer
that P(6~ < oo) = 1. Hence Proposition 5.1 in [4] implies that the sequence
(T7)i>1 satisfies conditions (A1)—(A3). Further, if also (A4a) is assumed for
T, then again Proposition 5.1 in [4] yields the validity of (A4a) for T~. If T
satisfies (A4b), that is, if m(0) < oo for some 6 < o, then Lemma 7.3 yields
m~ (0) < oo for the same 6. It remains to prove that G(T) = G(T ). To this end,
notice that —log G(T') = G(iy) and —logG(T~) = G(u, ), where G(u) and
G(ug ) denote the minimal closed additive subgroups of R generated by the dis-
tributions 1y and u , respectively. Now, pq = IP(S1 € -) while by equation (7.2),
n, =P(Ss> € -). From classical renewal theory (see, e.g., [11], Section 2) we
know that the minimal closed subgroups generated by a distribution and the as-
sociated ladder height distribution coincide if the associated ladder index is a.s.
finite. O

The key reference for CMJ processes is [35], where p” is assumed not to be
concentrated on a centred lattice (which corresponds exactly to what is here called
the continuous or nongeometric case) but “all results could be modified to the
lattice case” [35], page 366. The details of the lattice case (at least concerning a.s.
convergence results) have been supplied in [23].

Keep in mind that 7; is defined to be the HSL associated with the first exit
time t(¢). Define Wj(?) =2 yer L(v)*. The first result is just a version of [35],
Proposition 2.4.

PROPOSITION 9.2. (W%x)),zo is a nonnegative martingale with a.s. limit
W@,

Let 7; be the number of births in the general branching process up to and in-
cluding time ¢, that is,

T; =|{fveV:veT, forsomen e Ngand S(v) <t}|.
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Let S be the survival set of the process (N,),>0. Then § = {7; — oo} a.s., and S
has positive probability iff EN> > 1. Moreover, S = {W® > 0} a.s. if P(W©® >
0) > 0, which is guaranteed by (A4a).

The next result provides us with sufficient conditions for ratio convergence on
S of this general branching processes counted by certain characteristics. More pre-
cisely, it focuses on the asymptotic behavior of the ratio

Yver € PO D160y 1og
Zue?} e—a(S()—1)

with 8 > 0. The formulation of the next result is adapted to apply to both lattice
(r-geometric) and continuous (nongeometric) cases.

9.1)

PROPOSITION 9.3.  Assume (A1)—(A3), and let ¢ > 0. Then the following two
assertions hold.:

(a) If (Ada) is satisfied, then for B = o and all sufficiently large c

Y ver € PO g0 o)
Zve’]} e—(S)—1)

9.2) —e(c)<e onSast— o0
in probability.

(b) If (A4b) is satisfied, then (9.2) holds true in the a.s. sense for any > 0 and
all sufficiently large c (depending on B).

PROOF. The result follows from Theorems 3.1 and 6.3 in [35] and the corre-
sponding lattice-case results if we check that the appropriate conditions are ful-
filled. In what follows we restrict ourselves to the continuous case, the lattice case
being similar.

First note that in the situation of both assertions (a) and (b), (A1)—(A4) are ful-
filled. Thus, by Lemma 9.1, we know that (A1)—(A4) also hold for T~, and hence,
with appropriate translation, for Z~. The sums in the ratio in (9.2) are functions
of the BRW (Z,),,>0. Now notice that since in both sums the summation is over
v € 7;, and the first crossings of the level ¢ necessarily only occur on vertices that
are members of a strictly increasing ladder line 7,”, the sums remain unaffected
when replacing the underlying BRW (Z,),>0 by the embedded BRW (Z),>0.
Therefore, by proving the result for the embedded process instead of the original,
itis no loss of generality to assume that 7; < 1 for all i > 1, equivalently, S(v) > 0
for all |v| = 1. In this situation, by (A2), the general branching process (Z,),>0 is
supercritical. The validity of (A3) implies the existence of a Malthusian parameter
(viz., ), which is Nerman’s condition (ii) in the introduction of [35], and that of
(A4) ensures the validity of Nerman’s condition (iii) (this is immediate if (A4a)
holds whereas it follows from the fact that, in the given situation, m is strictly de-
creasing and convex on [#, 00) in the case that (A4b) holds). Finally, since we are
discussing the continuous case, Nerman’s condition (i) is also satisfied.
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Now, following Nerman’s notation, the numerator in (9.1) derives from the char-
acteristic

(1) = 110,00 (?) Z e_ﬂ(s(v)_’)l{sw)>z+c}

lv]=1
< Lpo,e0y®) Y e PO 150y
lv]=1
and the denominator from

V() =110,00 (1) Y e O g0,

lvl=1

Both e P!¢(r) and e~/ (¢) are decreasing in # > 0. Thus, ¢ and ¥ have paths
in the Skorohod D-space and E¢ (¢) and Ey(¢) are continuous almost everywhere
w.r.t. Lebesgue measure. Thus the conditions of this form needed in Theorems 3.1
and 6.3 in [35] do hold.

Now we prove part (a) of the proposition, where 8 = « in ¢. To this end, assume
that (A4a) holds. Then ¢ and ¢ satisfy condition (3.2) of Theorem 3.1 in [35]
because

e p(t) < e Y (1)

=e ooy (t) Y e W D50y < Y e ?W
lv|=1 lv|=1

for all ¢+ > 0. Moreover,

o0 o0 (0.0}
/ e “"E¢(r)dr 5/ e Y Ey(¢)dt :f E Z e S gyo gy dt
0 0 0

lv|=1

=E ) Swe **" =—m'(a),
lu|=1
where we have used Fubini’s theorem. Furthermore, —m’(«) is positive and finite.
Since e~ *'1 () is decreasing, the integral criterion ensures the validity of condi-
tion (3.1) of Theorem 3.1 in [35] for both ¢ and . Hence, by Theorem 3.1 of [35]
and another use of (7.2), we get

e YEp(s)ds
ES;

00
e—ott Z e—a(S(v)—t)]l{S(v)_t>c} _ W(a) fO
veT;

_ W@ JOP(S) > s)ds
—m’(c)
in probability as t — oo. For the denominator, Proposition 9.2 shows that

e Y oS00 W%l) N 1 74C)) a.s.
veT;
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Thus, the ratio tends to &(c) := (—m'(a)) ™! [, °P(S1 > s5)ds in probability on the
set of survival § as ¢t — oo. Finally, integrability of S; ensures that (c) can be
made arbitrarily small.

Turning to the proof of part (b), suppose that (A4b) holds, which gives

E > e ™ =m(@®) < 0.
[v|=1
This implies the validity of Nerman’s Condition 6.1. As for his Condition 6.2, fix
B > 6, and observe that e PSS~ < o=0®)=1) op (§(v) > ¢}. Thus,

e "110.00) (1) Z e_ﬂ(s(v)_[>1{S(v)>t} < Z e 95,
lv]=1 lv|=1
which is integrable by (A4b). Therefore, ¢ and i satisfy Nerman’s Condition 6.2.
Hence, by Theorem 6.3 in [35], we infer that the ratio in the proposition tends
to (c) a.s. on S where €(c) is defined as in the proof of part (a). By the same

reasoning as above, ¢(c) tends to 0 as c tends to co which completes our argument.
O

Proposition 9.3 is an essential ingredient to the proof of the next result, which is
in the spirit of Theorem 8.6 in [14] and is designed to give conditions which allow
(9.5) to be deduced from (9.3).

THEOREM 9.4. Suppose that (A1)-(A3), (Adb) and the following three con-
ditions hold for a sequence t, 1+ 00, which in the r-geometric case takes values in
dZ (d :=logr) only for all n > 1:

(1) There are a nonnegative function H and a random variable W such that

(9.3) Y e VHESW) > W as.asn— .
UG']}H
(i1) For some h < o0,
£,(a) <H(a + 1)
a)=———
" H (ty)
uniformly in a on compact subsets of [0, 00).
(iii) For a finite K, all a > 0 and all sufficiently large n > 1

—h>—>0 asn— oo

9.4) Hlath) _ g eba
H(t,) —
Then
9.5) H(t,) Z e~ 5 pw a.s. (n — 00),
veTy,

where in the r-geometric case it suffices that (ii) holds for a € d7Z only and uniform
convergence on compact subsets of [0, 0c0) can be dropped.
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PROOF. Note first that, by increasing K if necessary, condition (iii) implies
that for all large n

len(a)] < Ke@™99 (> 0).

Clearly, the limits in (9.3) and (9.5) are both zero when 7;, is eventually empty,
and so attention can center on the survival set S. For this proof let > be the sum
over v € 7, . Then, considering the ratio of the terms on the left-hand sides of (9.3)
and (9.5),

Y e PVHS W)  Ye *SWH(S@)/H (1)
H(ty)Y e—o5®) - 3 e—aSW)
Y eSO (h+ £, (SW) — 1))
- Ze—aS(v)

e BT e, (SW) — 1)
Z e_a(S(U)_tn) ’

=h+

Fix ¢ > 0 and note that §, := sup{|e,(a)|:0 < a < ¢} tends to 0 by condition (ii).
Then

S et B0 -e, (S() — 1) 2 e PO K s(0) iy

N EIO=) <0t W EICO=)

Using Proposition 9.3, the right-hand side goes to zero as n and then c tends to
infinity. In the r-geometric case the same argument works with §,, := max{|e,(a)|:

a € [0, c] N dZ}, which converges to zero when the convergence in (ii) holds for
aedZ. O

10. Proof of Theorem 3.1.

LEMMA 10.1. Assume that (Al1)-(A3) and (AS5) hold and that
limsup,,_, . S, =00 a.s. Then D(t) = (1 — ¢(t))/t is slowly varying at 0.

Note that in the situation of the lemma, condition (A4) is sufficient for
limsup,,_, ., S, = oo a.s. to hold. The following proof is based on the proofs of
Theorem 1.4 in [14] and Theorem 1 in [30].

PROOF OF LEMMA 10.1. For fixed 7 > 0, u~ (1 — @ (ut)) is the Laplace trans-
form of a o-finite measure on [0, 0o) (see, e.g., [22], Section XIII.2, equation
(2.7)) and thus so is u 1 (1 — o(ut))/(1 — @(t)). The latter is bounded by utvi
for u > 0. A standard selection argument shows that any sequence decreasing to 0
contains a subsequence (#,),>1 such that

M_I%njgol(u) (u > 0)
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for some decreasing and convex function /: (0, c0) — (0, 00). Now fix any such
(t)n>1 with corresponding limiting function /. Then, by reproducing the follow-
ing telescoping sum from [14], page 345, which is obtained from the fact that ¢
satisfies the functional equation (1.1) with 7} instead of T;, we get

I(u) = lim A —outn)
n=o0 u(l — @(tn))

. 1 — T t,)
=1 E T.a—ll | t, TX
o 2T, uT (1 — (ty)) vutnTic)

i>1 k<i

1 — T,
> EY liminf 7 20T

=E) TP1uT?) =El(ue ),

i>1

[Te@tTd)

k<i

where the inequality follows from a double application of Fatou’s Lemma and the
last equality stems from (7.1) with n = 1. Thus (/ (ue‘“S")),,Zo is a nonnegative
supermartingale and a.s. convergent to some finite limiting variable g(u). Here,
g() = lim [(ue™*5") =limsupl(ue %) =1(0+4),
n—0o0 n—00

using the assumption that limsup,_, . S, = oo a.s. In particular, since the ex-
pectation of a supermartingale is decreasing, /(1) > Eg(1) =[(04). On the other
hand, by the monotonicity of /, for any 0 <u <1, [(0+) > I(u) > [(1) = 1. Thus
l(u) =1 for all u € (0, 1]. Since this limit is independent of the choice of (#,),>1,
D is slowly varying at 0. [J

THEOREM 10.2.  Suppose that (A1)—(A3), (AS) and either EW® =1 or
(Adb) hold. Let ® be the disintegration of ¢ (w.r.t T@). Then
: ot (1 —ot o _
Tim e (1 —g(e™") ; Lw)*=—log®(l) as.

The theorem also holds under (A1)—(A5), for, from [33], EW@® =1 is slightly
weaker than (A4a).

PROOF OF THEOREM 10.2. Let W := —1log ®(1). We first consider the case
that EW® = 1. Then
(10.1) Wed =3 L) - W@  as.ast— oo.
veTl;

Now, for a contradiction, suppose that (1 — ¢(¢))/t — oo as ¢ | 0. Then, for any
K > 0, using Lemma 8.7(c) and (10.1),

T 13 _ o . o _ ()

W= lim Y (1-¢(L®™)=> Jim Y KL@)*=KW a.s.

—00
veT; veT;
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Letting K 1 oo yields P(W = oco0) > P(W©® > 0) > 0. Then W = oo on S and is
zero otherwise. Thus ¢(1) = Ee=W =1 —P(S) which contradicts the assumptions
in (AS) since p(t) | 1 —IP(S) as t 1 oo. Thus, (1 —¢(t))/t — ¢ < 0o and so, using
Lemma 8.6(a),

W = lim
lim D
vel;

1 — (L))

AT L)% =cW©® a.s.

which combines with (10.1) to give the result.

Now suppose that (A4b) holds. Recall that D(x) := x~t1— ¢(x)) and is slowly
varying at the origin by Lemma 10.1. Slow variation implies that |D(xy)/D(y) —
1| = 0 as y | O uniformly in x on compact subsets of (0, co0), and for any & > 0
there exists a finite K and a C > 0 such that D(xy)/D(y) < Kx~¢ for all x <
1 and y < C. (These statements follow from Theorem 1.2.1 in [17], and from
the integral representation of slowly varying functions given in Theorem 1.3.1 in
[17].) Let H(¢) := D(e~*"). Then assumptions (ii) and (iii) of Theorem 9.4 hold,
and (i) follows from a calculation similar to that at the beginning of the proof of
Lemma 8.8. Therefore, Theorem 9.4 completes the proof. [

PROOF OF THEOREM 3.1. Slow variation is given in Lemma 10.1. It remains
to show uniqueness up to a scale factor. Recall that ¢, is the Laplace transform of
W@ If EW® = 1, the result follows already from the proof of Theorem 10.2,
where we showed that ¢(#) = @y (ct) for some ¢ € (0, 00). In the general case,
let W be another variable, but with Laplace transform @, satisfying (AS5), and let
5(t) =111 - @(1)), t > 0. Then, by Theorem 10.2,

lim D(e™*) Y L()*=—logd(1)  as.

t—00
vel;

An analogous result holds for ¢ and its disintegration ®. On the other hand,

D(e ) Y yer, L) . D(e™)
im —= = lim ——
t=00 D(e=*") ) e, L(0)¥ 100 D(e™%)

a.s.on S,

that is, the limit of the ratios is a deterministic nonnegative constant ¢ € [0, co], say.
This implies —log (1) = c(—log Ef)(l)) a.s. Now, by Lemma 8.8, —log ®(1) and
—log ®(1) are both a.s. finite and positive with positive probability which implies
¢ € (0, 00). Thus ¢(t) = @(ct) in view of Lemma 8.9. [

11. Regular variation at 0 of fixed points. The key to the proof of Theo-
rem 8.3 is the verification that, for any f € S(M), if (A4) holds, 1 — f is regu-
larly varying at O with index « in the continuous case, and it is “nearly” regularly
varying otherwise.
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THEOREM 11.1.  Assuming (A1)—(A5), any f € S(M) satisfies
1 — f(ut) o
im————=u
1o 1— f()
for all u € (0, 00) in the continuous case and all u € r” in the r-geometric case,

where in the latter case the limit t |, O is restricted to some arbitrary fixed residue
class srZ, s € [1,7).

(11.1)

Z

The rest of this section is devoted to the proof of this theorem, which is divided
into five steps: The first one provides the justification that we can assume that
T; <1 as. for all i > 1. The second step is a standard selection argument that
guarantees that, for any solution f € S(M) and any sequence ¢ | 0, the ratio
(1 — f(st))/(1 — f(¢)) as a function of s € [0, 1] has a convergent subsequence.
In the third step we introduce S(M)#, a subset of the set of fixed points containing
only fixed points which show a sufficiently regular behavior at 0. For f € S(M)#,
where § := 6 if (A4b) holds and S = « otherwise, we then prove that any limiting
function, as obtained in Step 2, satisfies a Choquet—Deny-type equation. An appeal
to the theory of these functional equations as presented in [38] provides us with
a good description of the behavior of f at 0. The idea of utilizing a Choquet—
Deny-type equation has been taken from the proof of Theorem 2.12 in [21]. Step 4
proves Theorem 11.1 under the additional assumption that f € S(M)#. Finally, in
Step 5, we show that S(M)# = S(M).

Step 1: Reduction to the case T; < 1 a.s. for all i > 1. As in [16], Section 3,
one element in the approach here is the reduction to the simpler case when the
weights T; are bounded from above by 1. First, by Lemma 8.5, f € S(M) entails
that f also solves (1.1) with T replaced by T~. By construction, 7;” < 1 a.s. for
all i > 1. Second, Lemma 9.1 ensures that the validity of (A1)—(A3) for T car-
ries over to 7~ with the same characteristic exponent «, and the same inheritance
holds true for (A4a), (A4b) and the minimal closed subgroup G(T'), respectively.
In other words, the sequence 7~ also satisfies the assumptions of Theorem 11.1
and also the parameters describing the behavior of f in equation (11.1), the char-
acteristic exponent o and the multiplicative G(T'), coincide with the corresponding
parameters for the sequence T~ . Consequently, it constitutes no loss of generality
to prove Theorem 11.1 under the additional assumption [besides (A1)—(AS5)]

(A6) T <1 a.s. foralli > 1.

Step 2: The selection argument.

LEMMA 11.2. Suppose that (A1)—(A6) hold, and let [ € S(M). Then any
sequence decreasing to zero contains a subsequence (t,)n,>1 such that, for an in-
creasing function g : (0, 1] — [0, 1] satisfying g(1) =1,

(11.2) oS, )
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forallu € (0, 1].

PROOF. It follows from the proof of Lemma 6.2 in [8] that 1 — f () > O for
all ¢t > 0. Thus, the ratio in (11.2) is well defined. Now starting with an initial se-
quence decreasing to zero, we choose a subsequence giving convergence for each
rational u € (0, 1]. This is possible since (1 — f(ut))/(1 — f(¢)) € [0, 1] by the
monotonicity of f. This defines an increasing limit, which can have only count-
ably many discontinuities. Now select further subsequences to get convergence at
any discontinuity and define the resulting limit to be g. Obviously g(1) =1.

Step 3: An application of the theory of Choquet—Deny equations. We introduce
a subset of S(M) with members that behave more regularly at 0. Recall that, for
feSWM), Dg(t)is (1 — £(1))/tP. With this notation,

(11.3) SM)P .= {f e S(M): sup Dg(ut)/Dg(t) < oo for some ¢ > 0}.
u<l,t<c

For the rest of this section let 8 := 6 if (A4b) holds and S := «, otherwise.

LEMMA 11.3. Assume (A1)~(A6) and let f € S(M)P. Then, for any se-
quence decreasing to zero, there exist a subsequence (t,),>1 and a function h

satisfying
1 — f(uty)
im —————— =
n—oo | — f (tn)
for all u € (0, 1]. In the continuous case, h is one, while in the lattice case, h is
strictly positive and multiplicatively r-periodic with h(1) = 1.

h(u)u®

PROOF. For any given sequence decreasing to zero choose a subsequence
according to Lemma 11.2, that is, a subsequence (#,),>1 such that the frac-
tion (1 — f(ut,))/(1 — f(t,)) converges to g(u) for some increasing function
g:(0, 1] — [0, 1] satisfying g(1) = 1. Then, as in the proof of Lemma 10.1,

1= i) 1= fTit)
—:E T.O[ nT .
u®(l — f(tn)) g ’ (un)“(l—f(zn))gf(”’ 2

Since f € S(M)#, we have
1— Tit,
Tia S WTity) < KTiO!(uTi)ﬁfa — Kuﬂ*aTi/S
@T)*(1 — f(tn))
for sufficiently large n, some deterministic constant K < oo and all i. By the def-

inition of B, m(p) is finite and thus the dominated convergence theorem yields
upon letting n — oo in (11.4)

(11.4)

«_ «8Ti)
gu)/u* =E) T T

i>1

(u € (0, 1]).
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Equivalently [see (7.1)], g(x) := e**g(e™) (x > 0) satisfies the following
Choquet—Deny-type functional equation:

(1L.5) §X)=Egx+S1)  (x=0).

Since g is increasing and bounded, g is locally bounded on [0, co0) and thus lo-
cally integrable w.r.t. Lebesgue measure. Moreover, since 1 = 2(0) = Eg(S;), we
obtain that P(g(S;) > 1) > 0, which immediately implies that g(xg) > 1 for some
xo > 0. This in combination with g being the product of a decreasing function and
a positive increasing function gives g > 0 on [0, xg].

Now assume first that we are in the continuous case. Then an application of
Theorem 2.2.2 in [38] shows that g equals a constant ¢ almost everywhere w.r.t.
Lebesgue measure. Utilizing g > 0 on [0, x] yields ¢ > 0. Rewriting this in terms
of g gives g(u) = cu® almost everywhere w.r.t. Lebesgue measure. From this we
conclude that g(u) = cu® for all u € (0, 1) since g is known to be increasing.
Furthermore, g(1) = 1 implies ¢ < 1, but to establish that ¢ = 1 needs additional
reasoning. Applying this argument a second time, for fixed s € (0, 1), the sequence
(s ~'t,)n>1 has a subsequence (s~'t’),>1 such that for some ¢’ € (0, 1]

lim 1—f(us_1t,’l) _ s
n—oo | — f(s~lt})

holds for all u € (0, 1). It now constitutes no loss of generality to assume that
(tn)n=1= (t,)n>1. Then

e L= f(ws)s™ )
c(us)® = lim
n=0oo l_f(s_ltn)

. L= fluty) 1= f(ss™'t)
= lim
n—00 1 — f(t,) 1— f(s~t,)

Since ¢’ > 0 this implies that ¢ = 1.

In the lattice case we have that S is confined to Z¢ with d := logr. Then Corol-
lary 2.2.3 in [38] yields g(x 4+ nd) = g(x) for all x > 0 and n € Ny; that is, g is d-
periodic. This immediately provides us with the identity g(u) = g(—logu)u® =:
h(w)u® (u € (0, 1]) where h(u) = g(—logu) is multiplicatively r-periodic. The
fact that 4 is strictly positive follows from the monotonicity of g in combination
with g(1) = 1 and the periodicity of 2. [

=cu®c’s* = cc’(us)”.

Step 4: Proof of Theorem 11.1 for f € S(M)P. Let f € S(M)P. It suffices to
show that for any sequence ¢, | 0 (where #, is chosen from a fixed residue class
of RT modrZ in the r-geometric case) there exists a subsequence such that the
convergence in (11.1) holds along this subsequence on G(7") N (0, 1] (G(T) is the
closed multiplicative subgroup generated by T'). This is what Lemma 11.3 does.
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Step 5: Proof that S(M)P = S(M). In the fifth step, we fix f € S(M)
with disintegration M and show that Dg(t) = P — f(¢)) satisfies the growth
condition in the definition of the set S(M)# in equation (11.3) and, thus, that
f € S(M)P. To this end, let W := —log M(1). Then, by Lemma 8.7(c),

; —aS(v) =Sy _
(11.6) tlgglo Z e Dy (e ) =W a.s.
veT;
As in Lemma 8.9 and Theorem 10.2, let @ be the disintegration of ¢, and recall
that D(t) =t~ '(1 — ¢(t)), which is slowly varying at 0. Applying Lemma 8.7(c)
again,

. —aS(v) —aS()\ __
(11.7) tl_l)ngOZe D(e )=W
vel;
with W := —log ®(1), where W has Laplace transform ¢ and is an endogenous

fixed point w.r.t. T@ (see Lemmas 8.8(a) and 8.9).
The idea now is to bound D, using D and thereby to bound the behavior of Dy
at zero. Let
Dy(e™) Dy (e™)

Ki:=liminf and K, :=limsup .
i—o0 D(eol) t—oo D(e™*")

The next lemma gives the only property of D, in addition to (11.6) that is rele-
vant for the subsequent results in the fifth step.

LEMMA 11.4. Forany c > 0 there is a § > 0 such that

Do(e™®*) _ 5 Da(e™™™)
Dy(e™) ~ Dy(e™)

forallx e Rand0<a <c.

PROOF. Recall that 1 — f(¢) > O for all + > 0 by [7], Lemma 6.2. Since
e Dy(e™™)=1— f(e™) decreases,

Da(e—(x—i-a)) B e—a(x+a)Da(e—(x+a)) e—axDa(e—X) ey
D, (e—x) e_“(x+“)Da (e—x) - e—a(x+a)Da (e—x) -

oc

for any 0 < a < c¢. The second estimation is just the reciprocal of the first. [J

LEMMA 11.5. Under (A1)—(A6), the following assertions are true:

(a) 0< K1 <Ky <0
(b) @(Kut*) < f(t) < p(Kit*) forall t > 0;
() KiD(K t%) < Dy(t) < KyD(Kyt%) forall t > 0.
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PROOF. Lemma 8.7(c) and Theorem 10.2 imply that
. —at —aSw) __ T —aS(v) —aS©)
(11.8)  lim D(e™") } e =W=lim e D(e ) as.
veT; veT;
Since D is decreasing

i ZveT, e D (e SN sy <i4e)
—00 Zve’]} e—aS(v)D(e—ozS(v))

D(e )Y ez, € S 50)- 1<)
T 100 Y e, e ¥SW D(e=SW)

Yver € O s0)—1<) D)X yeq e *V)

f—> 00 ZU€T[ e—th(v) Zve’]} e—aS(v)D(e—aS(v)) .
Now, by Proposition 9.3 with 8 = «, the first term tends to a limit > 1 — ¢ for given
& > 0 when c is large enough. The second goes to one by (11.8) on {0 < W < oo},

which almost surely coincides with S, the survival set. Now, using Lemma 11.4
and that D(e~%) is increasing in x,

Y e BOD(e5W) = 3 e Dy (e ) sy <r-4e)
UEZ UEZ

> e Do (e ) 3 e W50 <r4e)
vel;

_s Do (e_(t+c))

—as —aS
27 pemammay 2 ¢ DE ) Lswsra

veT;

for some & > 0. Therefore, letting t — oo along an appropriate sequence,
(11.9) W>e Ky(1—e)W  as.

Since E® (1) = (1) < 1, we have 1 — g :=P(W > 0) > 0. On the other hand, as a
consequence of the regular variation of 1 — ¢ at 0, finiteness of K, is not affected
by replacing f(¢) by f(ct) for ¢ > 0, although the numerical value of K, may
change. Thus, by rescaling f in this way, we can assume that f(1) > g. Then,
f()=FEe W > g and so P(W = c0) < 1 — g. Consequently, P(W > 0, W <
o0) > 0. We now conclude from (11.9) that K, is finite for the rescaled f and thus
also for the original f. Then, using Lemma 8.7(c) and the slow variation of D at
0, for any ¢t > 0,

—log M (1) = lim 3 1*e" 5 Dy (1e™5)
! veTy,
. o —aS) —aS(v)
< lim ZTt e KuD(te )
vely

=KW a.s.
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After an appeal to (8.2), we deduce that f(¢) > ¢(K,t*), where we used that W
has Laplace transform ¢. This proves the second half of each of (a) and (b).
In a similar way, using Lemma 11.4 and that D(e~*%) is increasing in x,

Y e WD (e W) <’ Dyle™) Y e sy<iie
Vel veT;

+ 3 e VD (e Lisy>r4e)
vel;
—t
_ s Dule™)

—aS©) —aS(v)
Dl doe D(e )L{sw)y<t-+e)

veT;

+ 3 e D (e ) sy 4oy
vel;

Letting ¢ tend to infinity along an appropriate sequence, we obtain with the help of
Proposition 9.3

W <KW + KueW = (%K) + Kye)W a.s.

where ¢ > 0 depends on the choice of c. Since EM(1) = f(1) < 1 by [7],
Lemma 6.2, we have P(W > 0) > 0. On the other hand, W < oo a.s. by (A5).
Then, since ¢ can be made arbitrarily small, Kj > 0 follows, for otherwise W =0
a.s. Now arguing as in the first part of the proof, we obtain f(#) < ¢(K1t%), t > 0.
Part (c) is just a rearrangement of part (b). [

LEMMA 11.6. Assuming (A1)—(A6), we have that S(M)P = S(M).

PROOF. By Lemma 11.5, (K,t%) < f(¢) < ¢(Kt%) for all ¢ > 0. Thus,

1 — f(ut) - 1 — o(Ky(ut)*®)
L—f(@®) = 1—e(KtY)

(11.10)

forall u > 0and ¢ > 0.
Suppose first that (A4a) holds. Then we can assume w.l.o.g. that W = W@,
Then ¢ is differentiable at O with derivative —1 so that

L= p(Ku(u)®) _ 1= p(Ku@®™) K" Ku o Ku g
1= p(Kit%) Ka@n®  1—gKu®) K — K

for some C < 00, all u < 1 and all sufficiently small 7 > 0.
The situation is more delicate if (A4b) is assumed instead of (Ada). We show
that for f € S(M) and arbitrary ¢ > 0, there exist K, ¢ > 0 such that

(11.11) B AL

us(1—f@) ~
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forall u <1 and all ¢ < ¢. We deduce from (11.10) that (keep in mind that D(s) =
(1 — @(s))/s is decreasing in s)
1 — f(ut) < Ky D(Kyt%) D(Ky(ut)*)
u*(l1—f() — Ki D(Kit*) D(Kut%)

_ Ku D(Ku(u)*)

T K1 D(Kyt%)
An application of Theorem 1.3.1 in [17] to the slowly varying function D shows
that the last ratio can be bounded from above by a constant times u® in a right

neighborhood of 0; in other words, we have established (11.11). Since we can
choose ¢ < o — 8, the proof is complete. [

12. The proofs of Theorems 8.3 and 6.2.

PROOF OF THEOREM 8.3. Let f € S(M) and let M denote the corresponding
disintegrated fixed point. Then, using (11.1), we obtain from (8.5) and (8.6) in the
proof of Lemma 8.8 that for any u > 0 and s = 1 (nongeometric case) or u € r’
ands € (r~1, 1] (r-geometric case)

—log M (su) = u®*(—log M (s)) a.s.

Moreover, —log M (s) is an endogenous fixed point w.r.t. 7® by Lemma 8.8.
Putting W = —log M (1), we see that M satisfies (8.3) in the continuous case. In
the r-geometric case, Proposition 6.4 comes into play because it ensures that for
any s € (r~1, 1] there exists a constant /(s) > 0 such that — log M (s) = h(s)s*W
a.s. Now we define h(us) := h(s) for u € rZ and s € (r—1, 1]. Thus, A is defined
on the whole positive halfline (0, co). Using —log M (su) = u®(—log M (s)) a.s.
for u € r% and s € (r~', 1], we see that M has a representation as in (8.3) in the
r-geometric case as well. To see that i € ), it remains to prove that t — h(f)t“
is increasing. But in view of (8.3) and (8.2), this immediately follows from the
monotonicity of f.

We have shown so far that for any disintegrated fixed point M there exist an
endogenous fixed point W and some function % € £, such that (8.3) holds. Since
endogenous fixed points are unique up to scaling by Proposition 6.4 and §), is
invariant under scaling with positive factors, it is clear that one can choose W
independent of f. [

Before we prove Theorem 6.2, we need some more terminology. First, given
the sequence T, the smoothing transform on the set P(R™) of probability distribu-
tions on R™ maps a distribution P € P(R™) to the distribution of 3", ; T; X; where
(Xi)i>1 1s a sequence of i.i.d. random variables with common distribution P. The
corresponding bivariate smoothing transform maps a distribution P € P(R™ x
R™) to the distribution of Qi1 TiXi, 2 i51 TiY;) where (X1, Y1), (X2, Y2), ... is
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a sequence of i.i.d. two-dimensional random vectors with common distribution P.
Notice that the bivariate transform uses the same realization of 7' in both compo-
nents.

PROOF OF THEOREM 6.2. Let P be a distribution solving the distributional
recursion (1.4) with Laplace transform ¢, and let (M, (¢)),>0 for £ > 0 be the
corresponding multiplicative martingales. By Theorem 8.3, their limits are given
by M(t) = exp(—hWt) a.s. for some & > 0 where W is endogenous w.r.t. 7%,
By Lemma 8.1, EM(¢) = ¢(¢) for all t > 0, and thus 2#W has Laplace transform
¢ and distribution P. By replacing W by AW, we can assume w.l.o.g. that h = 1.
Thus the definition of endogenous fixed points w.r.t. T(® entails the existence of an
endogenous RTP with marginal P. The form (6.3) of the RTP follows from Lemma
8.7(a). To apply Theorem 11(c) in [2], consider the bivariate Laplace transform
Y, of the nfold application of the bivariate smoothing transform to the product
measure P ® P. Denote by (X (v))yev and (Y (v))yev two independent families
of i.i.d. random variables with distribution P. Then, for (s, 7) € [0, 00)Z, we have

wn(s,t):]Eexp<—s LX) —t Y L(v)Y(v))

[v]=n [v|=n

:E(E[exp(—s Y LX) -t Y L(v)Y(v))‘AnD

lv|=n lv|=n
=EM, (s)M,(t) = EM(s)M(t) = Ee~ 6+tOW as 1 — 00.

By the continuity theorem for Laplace transforms, the associated distribution con-
verges weakly to P((W, W) € -). Invoking Theorem 11(c) in [2], it now follows
that the endogeny property holds, which means that any RTP with marginal P
is endogenous. Further, Proposition 6.4 ensures that the endogenous RTP with
marginal P is unique. Since P was an arbitrary solution to (1.4) and since any
other solution differs only by a scale factor, assertion (a) follows.

Turning to assertion (b), let {W,, : u € V} be an endogenous RTP associated with
equation (1.2) and o < 1. It suffices to show that W, = 0 a.s. for all u. Assume
that P(Wg > 0) > 0. Using endogeny and equation (6.3), we get

Wy=lim > 1-o(L@])  as.
lv|=n

On the other hand, by Theorem 11.1, the corresponding Laplace transform ¢ sat-
isfies (1 — @(s1))/(1 — (1)) — s as t | 0, where in the r-geometric case s € r”
and the limit # — 0 is restricted to ¢ € r%. Consequently, for all n > 0,

> L@Wy=Wg=lim > 1-¢(L@)
lul=n |v|=n+k
= lim Y > 1—@(LwI[L®))

k=00 T vk
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> >0 L@ lim 31— (L))

lu|=n lv|=k

= Z L(u)*W, a.s.

|u|=n

But SUP =y L(u) — 0 as. [see Lemma 8.6(a)], contradicting the inequality. [

13. Solutions in other sets of functions. The arguments characterizing
monotonic solutions can be modified to apply to other classes of functions. What
matters is how the functions in the class behave near the origin. A function f will
be called eventually uniformly continuous if it is uniformly continuous on [K, 00)
for some finite K. Then the new class is the set {/ consisting of all functions
f:10,00) — [0, 1] with f(0) =1and f(t) — 1 ast | Osuchthatlog(l— f(e™?))
is eventually uniformly continuous. [It should be possible to widen this class fur-
ther, to functions that are cadlag with log(1 — f(e%)) having a suitably behaved
modulus of continuity, but that has not been attempted.] Note that when f €/ itis
automatic that f(z) < 1 for all small enough ¢ > 0. We define S(I{) to be the set of
functions f € U solving the functional equation (1.1). Much of the argument car-
ries over. Lemma 11.2 is the first where the argument needs some more substantial
change.

LEMMA 13.1. Lemma 11.2 holds for f € S(U) with g continuous (rather
than increasing).

PROOF. The functions H;(z) =log(1 — f(te %)) —log(l — f(¢)) (z > 0) are
equicontinuous for all small enough ¢ and uniformly bounded at z = 0. Hence, by
the Arzela—Ascoli theorem, for any sequence decreasing to zero, there is a subse-
quence (#,),>1 and a continuous function /4 such that

H;,(2) = log<11__f(7]f”(f_))> > h(z)  (z=0).

The asserted convergence follows with g(u) :=exp(h(—logu)), u € (0,1]. O

Using Lemma 13.1 it is readily seen that Lemma 11.3 also holds for f € S(U)#,
which has the natural definition. Continuity, rather than monotonicity, is used to
show that the limiting function g in (11.5) satisfies g > 0 on an interval including
0 and then continuity implies ¢ = 1, without the additional argument. Uniform
continuity readily yields that when f € U, the conclusion of Lemma 11.4 holds. In
this way the following theorem is obtained. For it let €, be positive constants when
r = 1 and positive, continuous, multiplicatively r-periodic functions otherwise.

THEOREM 13.2.  Suppose that conditions (A1)—(AS) hold. Then S([U) is given
by the family in (2.1) when parametrized by h € €,..
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