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Abstract. A new class of geometric dispersion models associated with geo-
metric sums is introduced by combining a geometric tilting operation with
geometric compounding, in much the same way that exponential disper-
sion models combine exponential tilting and convolution. The construction
is based on a geometric cumulant function which characterizes the geometric
compounding operation additively. The so-called v-function is shown to be a
useful characterization and convergence tool for geometric dispersion mod-
els, similar to the variance function for natural exponential families. A new
proof of Rényi’s theorem on convergence of geometric sums to the exponen-
tial distribution is obtained, based on convergence of v-functions. It is shown
that power v-functions correspond to a class of geometric Tweedie models
that appear as limiting distributions in a convergence theorem for geometric
dispersion models with power asymptotic v-functions. Geometric Tweedie
models include geometric tiltings of Laplace, Mittag-Leffler and geometric
extreme stable distributions, along with geometric versions of the gamma,
Poisson and gamma compound Poisson distributions.

1 Introduction

We introduce a new class of dispersion models for geometric sums, defined as
two-parameter families that combine geometric compounding with an operation
called geometric tilting, in much the same way that exponential dispersion mod-
els combine convolution and exponential tilting [Jgrgensen (1997, Chapter 3)].
A similar class of two-parameter families for extremes and survival data, called
extreme dispersion models, was introduced by Jgrgensen et al. (2010), combining
the minimum operation with location shifts. A common trait for these three types
of dispersion models is the use of a particular kind of cumulant generating func-
tion that characterizes a convolution-like operation additively in each case. To each
such cumulant generating function corresponds a tilting operator, that takes over
the role of the conventional exponential tilting operation, the latter being known
in applied probability as the Cramér or Esscher transform [cf. Jgrgensen et al.
(2009)].
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A geometric sum S(q) [Kalashnikov (1997, p. 3)], indexed by the probability
parameter g € (0, 1], is defined by

N(g)
S@) =) X, (1.1)
k=1
where X1, X», ... are i.i.d. random variables independent of the geometric ran-

dom variable N(g). The latter has probability mass function Pr[N(qg) = k] =
qg(l— q)k_1 for k =1,2,..., with the convention that N (1) = 1. The geometric
cumulant function (cf. Section 2) is designed to be additive with respect to the geo-
metric compounding operation (1.1), and since the average number of terms for the
sum is ¢ !, the parameter ¢ is analogous to the dispersion parameter of exponen-
tial and extreme dispersion models. It is hence natural to define a two-parameter
dispersion model for geometric sums by introducing a geometric tilting parameter
along with ¢, based on the geometric tilting operation (cf. Section 4). The structure
of the parameter domains of geometric dispersion models (Section 5) is intimately
related to geometric infinite divisibility, which we discuss in Section 3, along with
an exponential mixture representation for geometric infinitely divisible laws.

In Section 6 we introduce the v-function, which is an important characterization
and convergence tool for geometric dispersion models, much like the variance and
slope functions are for exponential and extreme dispersion models, respectively.
The v-function in fact reveals strong mathematical analogies between the three
kinds of dispersion models, as evident in the existence of a key set of power and
quadratic v-functions, similar to the main types of variance functions and slope
functions of exponential and extreme dispersion models, respectively. For exam-
ple, the constant v-function characterizes the asymmetric Laplace geometric dis-
persion model, just like the constant variance function characterizes the normal
distribution.

In Section 7 we present a convergence theorem for v-functions, which leads to
some new asymptotic results for geometric sums with finite variances. Conven-
tional asymptotics for geometric sums give rise to limit laws in the class of ge-
ometric stable distributions [cf. Mittnik and Rachev (1991) and Kozubowski and
Rachev (1999)] where the only law with finite variance is the Laplace distribution,
just like the normal distribution is the only stable law with finite variance. In-
stead, we introduce a new asymptotic framework for geometric dispersion models,
where geometric Tweedie models with power v-functions (cf. Section 8) emerge
in the limit, in parallel to the Tweedie convergence framework for exponential
dispersion models [Jgrgensen et al. (1994)], based on power asymptotics for vari-
ance functions. In particular, we obtain a general Laplace convergence result [cf.
Blanchet and Glynn (2007)], similar to the central limit theorem, and we obtain a
new proof of Rényi’s theorem on convergence to the exponential distribution. The
class of geometric Tweedie models form a one-parameter class of geometric dis-
persion models, which are exponential mixtures of ordinary Tweedie models. This
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class includes geometric versions of the gamma, Poisson, and gamma compound
Poisson models, as well as geometric tiltings of certain geometric extreme stable
distributions.

2 Geometric compounding and geometric cumulants

We begin by introducing a new type of cumulant function adapted to geometric
sums, which is crucial for our treatment of geometric tilting families and geomet-
ric dispersion models below. Throughout the paper we rely on Jgrgensen (1997,
Chapters 3-5) for standard results and notation for natural exponential families
and exponential dispersion models.

We denote the ordinary cumulant generating function (CGF) for the random
variable X by

k(s)=k(s; X) =logE(**)  forseR

with effective domain dom(k) = {s € R:«x(s) < 0o}. We define the geometric cu-
mulant function (GCF) for X by

Cis)=C(s: X)=1—¢"®  fors eD(C) (2.1)

with domain D(C) = {s e R: C(s) < 1} = dom(x). We recall that a CGF « is areal
analytic convex function, which is strictly convex unless X is degenerate. Hence, C
is also real analytic, and the domain D(C), like dom(«), is an interval. In fact, the
derivative C(s) = e *®)k(s) has the same sign as k (s) on the interior int(D(C)).
Hence, by the convexity of «, C is either monotone or u-shaped. Let K denote the
set of CGFs « such that int(dom(k)) # @, and let C denote the corresponding set
of functions C of the form (2.1), also with int(D(C)) # <. In these cases, either
function « or C characterizes the distribution of X. From now on, CGF and GCF
refer to functions in K and C, respectively.

We now derive the GCF for the geometric sum (1.1). Let ¥ and C denote the
CGF and GCF for X, respectively, and recall that N (g) has moment generating
function (MGF)

E[eN D) =[1—¢ "1 —e ]! fors < —log(1 —q), (2.2)
corresponding to the GCF
C(s;N(q)):q_l(l —e¥) for s < —log(1 — q). 2.3)

It follows that the geometric sum S(g) has MGF
E[esS(q)] - E[eN(q)K(s)]
={1—g ' [1—e*®]}"
=1—g¢'c)1™' forseD@ '0O), (2.4)



266 B. Jgrgensen and C. C. Kokonendji

where
D@ 'C)={seR:C(s) <q} SD(C) forq=<1. (2.5)
Hence the GCF of S(q) is proportional to C,
C(s;S(@) =g 'C(s) forseD(g'C) (2.6)

with the average sample size ¢! as the constant of proportionality. In particular,

if Xy 4 N (r) is geometric with r € (0, 1], then (2.3) and (2.6) imply that S(gq) 4
N(rq) is again geometric [Kalashnikov (1997, p. 6)], where £ denotes equality in
distribution.

The main reason for our interest in the GCF is that it characterizes the geo-
metric compounding operation additively, as in (2.6), analogously to the way «
characterizes ordinary convolution additively,

k(s; X1+ -+ X,) =nk(s; X1).

This analogy will be explored further in the following.

When 0 € int(D(C)), the derivatives C™ (0) = C"™ (0; X;) are called the geo-
cumulants of X;. In particular, the first geo-cumulant is the mean, C 0)=«k(0) =
E(X1). The second geo-cumulant is

G(X1) = C(0) =ik(0) — £%(0) = Var(X) — E*(X)), (2.7)
which satisfies the inequalities
—E%(X1) < G(X1) < Var(X)). (2.8)

The geo-cumulants satisfy the scaling C™ (0; ¢X1) = ¢"C™(0; X1), similar to
ordinary cumulants. In particular, the second geo-cumulant G (X) satisfies

G(cX)=c*G(X)  forceR. (2.9)
The geo-cumulants of S(g) are q_l C™(0; X;), the first two being
E[S(¢)] = ¢ 'E(X1), GIS(9)]=q"'G(X)). (2.10)

where the average sample size ¢~

does for ordinary cumulants.

As noted by Klebanov et al. (1985), the exponential distribution plays the role
of degenerate distribution for geometric sums. In fact, let Exp(u) denote the dis-
tribution with GCF

again plays the same role as the sample size

C(s)=su forspu <1, (2.11)

which for u > 0 (u < 0) corresponds to a positive (negative) exponential variable
with mean w, while u = 0 corresponds to the degenerate distribution at 0. We
refer to GCFs of the form (2.11) as the degenerate case. Since G(X{) = 0 for
X1 ~ Exp(n), we may interpret the operator G(X) = Var(X;) — E2(X;) as a
signed measure of the deviation of the random variable X or its distribution from
exponentiality. A combination of (2.6) and (2.11) shows that X| ~ Exp(u) implies
S(g) ~ Exp(q_lu) [Kalashnikov (1997, p. 7)].
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3 Geometric infinite divisibility and exponential mixtures

We shall now consider geometric infinite divisibility and exponential mixtures,
which are important prerequisites for our discussion of geometric dispersion mod-
els in Section 4.

Following Klebanov et al. (1985), we say that a random variable X (or its distri-
bution) is geometric infinitely divisible if for any g € (0, 1) there exists a geometric

sum S(q) such that X 4 S(g). If C denotes the GCF for X, we obtain from (2.6)
that C(s) = qil C(s; X1) for s € D(C). Hence X is geometric infinitely divisible
if and only if ¢C € C for any g € (0, 1). In particular we may extend the domain
of C by analytic continuation to the largest interval for which gC(s) < 1, which in
turn defines D(gC). We refer to the process of going from C to gC as geometric
division. Note that all geometric infinite divisible distributions are infinite divisible
in the classical sense.

Now let X and Z > 0 be random variables such that the conditional MGF of X
given Z is

E(esX|Z) — eZK(S),

where k is an infinitely divisible CGF. For Z ~ Exp(}) with A > 0, the marginal
distribution of X is called an exponential mixture, corresponding to the MGF

E[e**] = E[eZ*®] =[1 — Ax(s)]7". (3.1)

This implies that A« € C for any A > 0, and hence « is a geometric infinitely di-
visible GCF. As shown by Klebanov et al. (1985), all geometric infinitely divisible
MGFs are of the form (3.1). The following makes this statement precise.

Theorem 3.1. Let C € C be a given GCF. Then the following conditions are equiv-
alent:

1. C is a geometric infinitely divisible GCF;
2. C is the GCF for an exponential mixture;
3. AC e C forany X > 0;
4. AC € K for any A > 0.

Proof. 1. < 3.: This equivalence follows by noting that for any A > 1, the function
AC 1is the GCF for a geometric sum, hence 3. is equivalent to AC € C for all A
(0, 1), which, by the above discussion, is equivalent to the definition of geometric
infinite divisibility. 1. = 4.: If C is geometric infinitely divisible, 3. implies that
(A/n)C € C for any A > 0 and integer n, and hence [1 — (A/n)C]™" is an MGF.
The weak limit as n — oo is the function ¢*C, which is hence an MGF for any
A > 0, implying 4. 4. = 2.: Condition 4. implies that C is an infinitely divisible
CGF. The corresponding exponential mixture (3.1) has GCF LC, which implies 2.
Finally, the implication 2. = 1. has already seen shown above. This completes the
proof. g
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Corollary 3.1. Any geometric infinitely divisible GCF C € C is convex, and
strictly convex except in the degenerate case.

Proof. Since C € K in the geometric infinitely divisible case, it follows that C is
convex, and strictly convex unless C(s) = us for some u € R, corresponding to
the degenerate case (2.11). Il

The geometric distribution, whose GCF (2.3) is concave, is not geometric in-
finitely divisible. We note that if C is a geometric infinitely divisible GCF, then so
is the function

s+ C(s) +sa 3.2)

for each a € R, which adds a to the mean, but leaves the second and higher-
order geo-cumulants unchanged. That (3.2) is a CGF follows from the exponential
mixture representation (3.1) with A = 1 by noting that if x is a CGF, then so is
k(s) + as, which corresponds to a translation by a. The operation (3.2) is called
geometric translation.

4 Geometric tilting families and dispersion models

We shall now introduce a geometric tilting operation, similar to exponential tilting,
which leads to our main definitions of geometric tilting families and geometric
dispersion models.

Consider the set C of real analytic functions C:dom(C) — R satisfying 0 €
dom(C) and C(0) = 0, where dom(C) denotes the largest interval containing zero
where C is analytic. We define the tilting of C by the amount 6 € dom(C) as the
function Cg : dom(C) — 6 — R given by

Co(s)=C(@+s)—C(0) for s € dom(C) — 6. 4.1)

The tilting operation defines an equivalence relation on C. In particular, if x € K,
then kg is the conventional exponential tilting of « [e.g., Jergensen (1997, p. 43)].
If we restrict the tilting operation to kK, the corresponding set of equivalence classes
is the class of natural exponential families, that is, families of CGFs of the form
{kg € K:0 € dom(k)}.

We now consider the restriction of the tilting operation to C, by identifying a
GCF C € C with domain D(C) with its analytic continuation to dom(C) 2 D(C).
We call this tilting operation geometric tilting. The corresponding set of equiva-
lence classes in C are called geometric tilting families, namely families of GCFs
of the form

{CoeC:0 € B}, 4.2)

where the parameter domain ® € dom(C) will be identified below.
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We now introduce geometric dispersion models as two-parameter families of
GCFs obtained by combining the operations of geometric tilting and geometric
compounding. For a given C € C, we consider the following two types of GCFs,

s—> ¥y 1Co(s)  (additive case), (4.3)
S —> y’1C9(ys) (reproductive case). “4.4)

The class of additive and reproductive geometric dispersion models are defined by
(4.3) and (4.4), respectively, the two cases being linked by a scale transformation.
As we shall see below, we can parametrize a geometric tilting family locally (but
not necessarily globally) by the mean y = C(0) of (4.4), in which case we denote
the distributions corresponding to (4.3) and (4.4) by GD*(u, ¥) and GD(u, y),
respectively.

By comparison, the class of additive/reproductive exponential dispersion mod-
els is obtained from a CGF « € K in a similar way [Jgrgensen (1997, Chapter 3)],
by considering CGFs of the form

s—> vy lkp(s)  (additive case), (4.5)
S —> )/_IKQ (vs) (reproductive case). 4.6)

We denote the distributions (4.3) and (4.4) by ED*(u, y) and ED(u, y), respec-
tively, where ;= k (0) denotes the mean.

One of the main characteristics of additive exponential dispersion models is
that the n-fold convolution of ED*(u, y) with itself is ED*(u, y/n), and hence
belongs to the same family. Similarly, an additive geometric dispersion model
GD*(u, y) is closed under geometric compounding. Thus, if {X}} is a sequence
of i.i.d. random variables with distribution GD* (i, y), then the corresponding ge-
ometric sum has distribution

N(q)

> Xk ~GD*(u,yq)  forqe(0,1], 4.7)

k=1
where the random variables on the left-hand side are assumed independent. As we
shall see in the following, there are many other analogies between geometric and
exponential dispersion models.

Example 4.1 (Asymmetric Laplace model). The asymmetric Laplace model

[Kotz et al. (2001, Chapter 3)] is the geometric dispersion model generated by
the Laplace distribution. It has probability density functions of the form

1 1 ;
fOsp,y) = ——=—=—=—==expy —[xp — |x|y/2y + 1?]
V2y +ur VY

where the mean is 4 € R and y > 0, corresponding to the GCF

} forx eR, (4.8)

C(s) = gsz + us. (4.9)
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This distribution is denoted GTo(u, ), conforming with the notation of Section 8.
The ordinary Laplace distribution is obtained for u = 0, whereas for u # 0, (4.8)
may be obtained by exponential tilting of the Laplace distribution, in agreement
with (5.4) below. Alternatively, (4.9) may be obtained by geometric translation of
the Laplace distribution by the amount w, in much the same way that exponential
tilting of the normal distribution is equivalent to a location shift.

S5 Parameter domains for geometric dispersion models

We shall now determine the domain for the parameter (6, y) of an additive geo-
metric dispersion model, which is crucial in order to understand the structure of
the models. First we consider the case where the models are geometric infinitely
divisible.

Proposition 5.1. If C € C is geometric infinitely divisible, then Cg € C for any
0 € dom(C), and all such Cy are geometric infinitely divisible.

Proof. By Theorem 3.1, a geometric infinitely divisible GCF C is also an in-
finitely divisible CGF. This implies that Cy is an infinitely divisible CGF for any
0 € dom(C) [Barndorff-Nielsen (1978, p. 136)]. By taking « = Cy in the expo-
nential mixture representation (3.1) we conclude that LCy € C for all A > 0 and
0 € dom(C), and hence Cy is geometric infinitely divisible. O

In the infinitely divisible case, this result implies that the parameter domain
for (0, y) is the Cartesian product dom(C) x R. By the trivial observation that
y_ng (s) = y_lC(G +5) — y_lC(G), it follows that the operations of geomet-
ric division/compounding and geometric tilting commute in the infinitely divisible
case, in much the same way that convolution and exponential tilting commute in
the case of infinitely divisible exponential dispersion models. Outside the geomet-
ric infinitely divisible case, the next result can help determine the limit for the
geometric division process.

Lemma 5.1. Let X be a random variable with GCF C satisfying 0 € int(D(C)). If
X is not geometric infinitely divisible, there exists a yo € [1, 00) such that y ~'C €
C for any 0 < y <y, but not for y > yy.

Proof. We note from (2.6) that if C € C, then ¢~'C € C for any ¢ € (0, 1]. Let us
define yp € [1, 00) by yo = sup{y > 1:y~1C € C}. It follows that for any & > 0
there exists a y € (o —¢, yo) such that y ~'C e C, and hence by geometric division
(qy)~1C e C for any ¢ € (0, 1]. We conclude that y ~'C € C for any 0 < y < yp,
but not for y > yy. Let {y,,} be a positive sequence such that y,, ' yp, and hence
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y”_lC (s) > yo_lC (s) asn — oo for s € D(yl_lC ). The corresponding sequence
of MGFs also converges,

-y 'CoI = [1—y'CoI”"  asn— oo (5.1)

Since 0 € int(D(yl_lC )), we conclude from Theorem 1! of Jensen and Nielsen
(1997) that there exists a probability measure P such that the sequence of proba-
bility measures P, corresponding to the left-hand side of (5.1) converges weakly
to P. It follows that the sequence [1 — yn_lc ]! converges to the MGF of P
for s € D(y; 'C), which in view of (5.1) implies that (1 — y, 'C)~! is the MGF
for P. Hence, yo_lC € C, which completes the proof. n

Based on these results, we define the domain for ¥ be I' = R, and set yg =
oo in the geometric infinitely divisible case, and I' = (0, ] in the nongeometric
infinitely divisible case. For each y € I' the effective domain of the GCF y ~!C is

Dy 'C)={seR:C(s) < y}.

The domains are nested, such that D(yl_IC) - D(yZ_IC) for y1 <y» inI', in line
with (2.5).

The next step is to derive the form of the parameter domain for (6, y) when C
is not geometric infinitely divisible.

Lemma 5.2. Consider a geometric dispersion model generated from the GCF
C € C, where C is not geometric infinitely divisible, and hence yy < 0o. Then
the function y~'Cq is a GCF if and only if (0, y) belongs to the set

{0, ) eRxRL:0<y =y —CO}, (5.2)
and such a GCF may be constructed by a combination of exponential tilting and
geometric division/compounding.

Proof. Let 0 < p < yp, and consider the MGF corresponding to p~'C,
M(s; ) =[1—p~'C®)I™! (5.3)

with effective domain D(p~'C) = {s € R: C(s) < p}. The exponential tilting of
(5.3) by the amount 6 € D(p~LC) corresponds to the following MGF (as a func-
tion of s)

M6 +5;0) [1 —plC@O+5)

-1
—11 — 1,1 -1
M©: p) =5 1C0) ] =[ -y Cols)I", (5.4

IThe statement of this theorem in Jensen and Nielsen (1997) contains a small typographical error,
in that 0 must be assumed to be in the interior of the set of convergence points for the sequence of
MGFs.
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where

y=p—C(). (5.5

This implies that y ~!Cy is a GCF if and only if y belongs to the interval (0, yo —
C(#)). This interval is not empty, since the condition 6 € D(y—1 C)C D(yoflC )
implies that yg — C(6) > 0. Hence, (5.2) describes the largest possible domain for
(0, ) such that ¥ ~!Cy is a GCF, and such a GCF is constructed by a combination
of the geometric division/compounding (5.3) followed by the exponential tilting
(5.4). O

Corollary 5.1. The parameter domain for the geometric tilting family {Cy €
C:6 € ®} is ® =dom(C) in the geometric infinitely divisible case, and

O={0ecR:CO) <ypw-1} (5.6)

in the nongeometric infinitely divisible case.

Proof. In order to determine the set of 6 for which Cyp € C, we take y = 1, or
equivalently p = 14 C(8), in the proof of Lemma 5.2. The requirement that p < yp
then implies the desired result. U

Example 5.1 (Geometric family). By (2.2), the geometric GCF is C(s) =
g~ '(1 — e7%). Geometric tilting then yields the GCF

Co(s) = (ge?) 11 —e™®)  fors < —log(l —qe?), (5.7)

which is again a geometric distribution. Without loss of generality, we may take
g = 1. The geometric distribution is hence seen to be a geometric tilting family
with probability parameter ¢ < 1. Furthermore, the corresponding additive geo-
metric dispersion model defined from (5.7), corresponding to the GCF y_ng, is
again geometric, with parameter domain given by 6 < —logy. In this case, only
the parameter ye? is identifiable (cf. Theorem 6.2).

The operations of exponential tilting and geometric division/compounding em-
ployed in the construction of the GCF (5.4) in the proof of Lemma 5.2 may also
be applied in reverse order. Thus, the expression

y ' Co(s) = [y @] [1 — e )] (5.8)

shows that the GCF y ~!Cy may be also be obtained by first applying an expo-
nential tilting to «, which gives the GCF 1 — ¢7*¢, followed by geometric divi-
sion/compounding. In the special case of geometric compounding, we shall now
derive the corresponding expression for the probability density function of a geo-
metric dispersion model.
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Proposition 5.2. Assume that ye?) < 1. Then the additive geometric dispersion
model with GCF y~'Cy(s) has probability density function

Fai0.y)=ye™ Y [e7@ —yT e (), (5.9)
k=1

where g** denotes the probability density function of the k-fold convolution with
itself of the distribution corresponding to the GCF C.

Proof. Note first that the assumption ye“® < I implies that (0, y) belongs to
the domain (5.2), while at the same time making the right-hand side of (5.8) a
geometric sum with probability parameter ye<® . The k-fold convolution of the
CGF kg with itself has probability density function g** (x)e?* %< and hence the
geometric sum (5.8) has probability density function

o0
f(x:0,y)= yeK(Q) Z[l . yeK(G)]k—lg*k(x)egx—kK(G)
k=1
i k—1
— yeex Z[e—l((e) _ ,y] g*k(x)
k=1

as desired. U

The following example illustrates some of the issues that may be encountered
when applying the above results.

Example 5.2 (Normal family). Let us consider generating a geometric tilting
family from the standard normal distribution with GCF C(s) =1 — e/ for
s € R. Since the value of yy is not immediately obvious for this GCF, we shall
discuss some possible scenarios that follow from Corollary 5.1, depending on the
actual value of yy in this case. At one extreme, the value yp = 1 would imply
® = {0}, corresponding to a degenerate family. At the other extreme, a value for
yo of 2 or greater would imply ® = R, although the following argument rules out
this possibility. In fact, the first inequality of (2.8) implies that the derivatives of C
must satisfy

—C*)<C@®) foroe®,

and straightforward calculations show that ® C [—6p, 6], where 6y ~ 1.3147 is
the positive root of the equation 02C(#) = 1. This implies that yg < 1 4+ C(6p) =
1.5786. In particular, the standard normal distribution is not geometric infinitely
divisible. We also note that C is convex on (—1, 1) and concave outside this in-
terval. Hence, in case ® is bigger than [—1, 1], the family has both convex and
concave subfamilies.
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6 The v-function

For a natural exponential family generated from the CGF «, it is well known that
the corresponding variance function V = & o ¥ ! is a useful characterization and
convergence tool. We shall now introduce the analogously defined v-function for
geometric dispersion models, and show that it has similar properties.

Letthe GCF C =1 —¢™" € C be given, and consider the geometric tilting family
{Cq:0 € O} generated by C, where ® is defined by (5.6). All geo-cumulants of
Cy are finite for 6 € int O, the first two being

pn=_Cyp(0)=C©O) =e“Di(H)
and
Co(0) = C(0) =e D[k (6) — &*(O)].

Let ®y € ©® be a nondegenerate interval for which C(6) has constant sign,
such that C (0) is strictly monotone on ®g, with u belonging to the interval
Yy = C (®p). Here we define u by continuity at the endpoint(s) of ®q that be-
long to ®¢ [Jorgensen (1997, p. 46)] allowing infinite values of . We say that
the family is locally convex or locally concave on ®g, according to the sign of
C(0). We may then parametrize the family locally by the mean u, and we denote
the corresponding family member by GE(u). For a globally convex or concave
family, we may parametrize the family globally by u € ¥ = C ().

Theorem 6.1. Consider a locally convex (concave) geometric tilting family and
define the local v-function v: Vo — R by

vw)y=CoC7 )  forue vy, (6.1)

where v is defined by continuity at endpoints of Vo belonging to Vg, and where
v(u) is positive (negative) for all yn € Wy. Then v characterizes the family among
all geometric tilting families.

The fact that a geometric tilting family is characterized by the relations between
its two first geo-cumulants provides an example of a family with finitely generated
cumulants in the sense of Pistone and Wynn (1999). For a geometric dispersion
model generated by C, we refer to C and v as the unit GCF and unit v-function,
respectively.

Proof of Theorem 6.1. The proof is similar to the proof that a natural exponential
family is characterized by its variance function [Jgrgensen (1997, p. 51)]. We first
show that the v-function does not depend on the choice of the GCF C representing
the family. Thus, for given 6 € ®, let us derive the local v-function corresponding
to Cy. For s € dom(C) — 6 we obtain

Co(s) =e 0@ +5)=C(O + )
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so that Cy (®g—0) = C(@o) = Y. The second derivative is

Co(s) = e O[O +5) — O +5)]=CO +9),
and hence

CooCilw)=CoC7l(w)y=v()  forue .

It follows that Cy yields the same local v-function as C, so that v represents an
intrinsic property of the family.

To see that v characterizes the family among all geometric tilting families, we
derive an inversion formula for v. If the GCF C satisfies (6.1), then C~! satisfies
the equation

dc’—l( - 1 1
du H CCoC () v

For given v, the set of solutions to this equation are of the form C () -0,
where —6 is an arbitrary constant. By solving the equation s = C~(w) — 6 with
respect to . we obtain yu = C (6 + s), and integration in turn yields the function
C@@ +s) — C(0) = Cy(s) satisfying the initial condition Cy(0) = 0. Since Cy is
a GCF if and only if 6 € ®, we have thus recovered the geometric tilting family
generated by C, as desired. 0

Example 6.1 (Geometric gamma sum). Let us consider the geometric sum based
on the gamma distribution, which is different from the geometric gamma distri-
bution of Table 1 below. We start with the unit gamma distribution with MGF
M(s) = (1 —s/a)~* for some o > 0, and GCF

Cis)=1—(10-s/a)%.
Straightforward calculations show that the corresponding v-function is

l—«a

v(p) = P for u>0,

Table 1 The main types of quadratic unit v-functions, with mean domain ¥ and
unit GCF C. GHS refers to the generalized hyperbolic secant distribution

Family C(s) v(p) 1Y
Asymmetric Laplace s2/2 1 R
Geometric 1—e* -1 (1, 00)
Geometric Poisson eS —1 m R4
Geometric gamma —log(1 —s) u? Ry
Geometric negative binomial —log(1 —¢%) w(l+w) Ry

Geometric GHS —logcoss 1+ pu? R
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where
p=1+1-a) . (6.2)

In the case 0 < o < 1 (p > 2) this v-function is positive, and the corresponding
convex geometric tilting families are geometric Mittag-Leffler models (cf. Sec-
tion 8). The (degenerate) case @« = 1 (v(u) = 0) is the exponential distribution
Exp(un) with u > 0. The case o > 1 (p < 1) corresponds to concave geomet-
ric tilting families, which are not geometric infinitely divisible, and we refer to
these models as concave gamma models. It remains an open problem to find the
parameter domains for the corresponding geometric dispersion models; see also
Example 5.2.

A further example of a concave geometric tilting family is obtained from the ge-
ometric distribution with GCF (5.7), which has v-function v(u) = —u for pu > 1.
However, we shall now see that many important geometric tilting families are ex-
ponential mixtures, and hence convex.

Proposition 6.1. The family of exponential mixtures (3.1) generated from a natu-
ral exponential family with variance function V yields a convex geometric tilting
Sfamily with v-function V.

Proof. Consider the natural exponential family of CGFs «y generated from the
CGF « € K. In view of (3.1), this family of CGFs is identical to the family of
GCFs for the corresponding exponential mixtures, which hence form a geometric
tilting family, and which is convex due to the convexity of x. The v-function of
this family is identical to the variance function ¥ o ¢ ~! of the natural exponential
family. 0

Based on this result, we may now derive geometric dispersion models with
quadratic and power v-functions (for the latter, see Section 8), which are analogues
of the two corresponding types of exponential dispersion models; cf. Morris (1982)
and Tweedie (1984). Table 1 shows the main types of families with quadratic v-
functions (meaning polynomials of degree at most 2), including the geometric dis-
tribution, which is the only family with negative v-function in the table. The re-
maining five cases in the table are all obtained as exponential mixtures of the form
(3.1), based on the normal, Poisson, gamma, negative binomial and generalized
hyperbolic secant models, respectively. The first four families in the table have
power v-functions, which will be considered further in Section 8. In particular, the
asymmetric Laplace geometric dispersion model with unit v-function v(u) = 1
(cf. Example 4.1) plays the role of the normal distribution in the geometric setting.
The geometric gamma distribution was introduced by Jose and Seetha Lakshmy
(1999).
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Example 6.2 (Geometric Poisson model). We may obtain the geometric Poisson
model as an exponential mixture of Poisson distributions. The Poisson distribu-
tion has CGF «(s) = A(e® — 1) for A > 0. Hence the corresponding exponential
mixture has GCF C(s) = A(e® — 1), leading to the geometric tilting family with
GCF Cy(s) = ré? (¢* — 1), which corresponds to a shifted geometric distribution
starting at 0. We note in particular that only the mean Ae? is identifiable, whereas
the parameter (6, ) is not identifiable.

The duality between the geometric and geometric Poisson families, which is ev-
ident in Table 1, also extends to the lack of identifiability of the parameters for the
corresponding additive geometric dispersion models (cf. Examples 5.1 and 6.2).
However, we shall now show that these two examples are essentially the only cases
with this defect.

Theorem 6.2. Consider a locally convex or concave additive geometric disper-
sion model GD*(w, y). If the geometric tilting families GD*(-, y) are identical
for an interval of y -values containing 1, then GD*(w, y) is a scaled geometric or
geometric Poisson family.

Proof. Let v with domain Wy be the local v-function of the geometric tilting fam-
ily GD*(-, 1). Then there exists a nondegenerate subinterval W; C W satisfying
Wy C y WYy for all y in a small enough interval / around 0. The geometric tilting
family GD*(-, ) has v-function y ~'v(y ), which by assumption, and in view
of Theorem 6.1, is identical to v. By fixing a nonzero u € W and taking m =
yu € ul we conclude that v has the form v(m) = v(yn) = yv(u) = mv(n)/u,
which is proportional to m, corresponding to either a scaled geometric or a scaled
geometric Poisson family. g

Theorem 6.2 implies that the parameter (u, y) is identifiable for all additive
geometric dispersion models outside the two cases identified in the theorem. The
situation is hence similar to additive exponential dispersion models, where only
the scaled Poisson family has this lack of identifiability [Jgrgensen (1997, p. 74)].
No such lack of identifiability occurs for a locally convex or concave reproductive
geometric dispersion model, because the parameter (i, y) is identifiable from the
first two geo-cumulants i and yv(w) in this case, similar to the case of reproduc-
tive exponential dispersion models.

To round off the discussion of quadratic v-functions, we now consider the
Bernoulli case, whose conspicuous absence from Table 1 is due to the lack of
infinite divisibility for this distribution.

Example 6.3 (Bernoulli family). Let us consider the geometric tilting family gen-
erated from the Bernoulli distribution with probability parameter 1,/2, correspond-
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ing to the GCF

es —

es+1

By Corollary 5.1 we find that the parameter domain ® for this family contains the
interval ®9 = R_, on which the family is locally convex. Straightforward calcula-
tions show that the corresponding local v-function is given by v(u) = u+/1 —2u
for u € (0,1/2). Since v is not the variance function for any natural exponential
family because v(u) ~ % 1—2uasut %, it follows from Theorem 6.1 that the
Bernoulli family is not geometric infinitely divisible. However, the value of yy cor-
responding to C is not known. In view of (5.9) the probability mass function of the
Bernoulli family is, for 8 < 0,

C(s)= for s € R.

o0

Qb r | —of k-1
:0,1) = — _— forx=0,1,....
fx ) 7 ;<x>[2(1+e‘9)] or x

7 Convergence of v-functions

We now turn to the topic of convergence of geometric tilting families based on
convergence of their v-functions. Our main tool is a new convergence theorem
similar to the Mora (1990) convergence theorem for variance functions [Jgrgensen
(1997, p. 54)]. Mora’s theorem says that convergence of a sequence of variance
functions, when the convergence is uniform on compact sets, implies weak con-
vergence for the corresponding sequence of natural exponential families. We now
present an analogous result for geometric tilting families, whose proof is given in
the Appendix. In the theorem we use the notation GE(u) with u € Wg C [—00, 00]
for a locally convex or concave geometric tilting family, as defined in Section 6.
We use the convention 1/00 = 0.

Theorem 7.1. Let {GE,(u):n=1,2,...} denote a sequence of locally convex or
concave geometric tilting families having local v-functions v, with domains V,,.
Suppose that:

1. N2, Y, contains a nonempty interval Wy;
2. limy,— o0 v, () = v(10) exists uniformly on compact subsets of int Wy;
3. v(u) #0 forall ueintWy or v(u) =0 for all u € int Wy

In the case v(i) # 0, there exists a geometric tilting family GE() whose local v-
function coincides with v on int Wy, such that for each [ in int Vg the sequence of
distributions GE, (1) converges weakly to GE(u). In the case v(u) = 0, GE, (i)
converges weakly for each [ in int Wy to the exponential distribution Exp(u) de-
fined by (2.11).



Dispersion models for geometric sums 279

Remark 7.1. The proof of Theorem 7.1, which is given in the Appendix, is similar
to the proof by Mora (1990); see also Jgrgensen (1997, p. 54). However, the case
of convergence to a zero v is new. A similar method of proof can be applied to
show that convergence of a sequence of variance functions to zero implies weak
convergence of the corresponding sequence of natural exponential families to a
degenerate distribution. For an exponential dispersion model ED(u, y) with mean
W, this implies that

ED(1,y) 58, asy |0, (7.1)

where §,, denotes the degenerate distribution at w, and LY denotes weak conver-
gence. This implies the weak law of large numbers for random variables with finite
MGHEF, in view of the fact that ED(u, yp/n) is the distribution of the sample average
of n i.i.d. random variables with distribution ED(u, yp).

We now give a new proof of Rényi’s theorem [Kalashnikov (1997, p. 3)], based
on Theorem 7.1 and convergence of v-functions. We first note that a locally con-
vex or concave reproductive geometric dispersion model GD(u, y) has local v-
function of the form yv(u), which goes to zero as y | 0. By Theorem 7.1 this
implies

GD(u. ) > Exp(n)  asy 40, (72)

similar to (7.1). We may now derive Rényi’s theorem as a special case of this result.

Theorem 7.2 (Rényi). Consider the geometric sum S(q) based on i.i.d. random
variables X; with distribution GE(u) for some u € Wy. Then

4S(@) > Exp(u)  asq 0. (7.3)

Proof. We may consider GE(u) = GD*(u, 1) to be a member of the additive ge-
ometric dispersion model generated by GE(w). In view of (4.7) we obtain

q5(q) ~ qGD* (1, ) = GD(1, q). (7.4)
The result now follows from (7.2). O

It is well known that Rényi’s theorem has the flavour of a law of large numbers
for geometric sums, in the sense that (7.3) involves convergence of the geometric
average ¢ S(q) as the average sample size ¢! goes to infinity. Our proof is based
on the fairly strong assumption of a finite MGF, as compared with the weaker
assumption of finite mean in the original proof by Rényi (1956). We also note
the analogy with the exponential convergence for extreme dispersion models; cf.
Jgrgensen et al. (2010). Further applications of Theorem 7.1 will be considered
below; see in particular Theorem 8.2.
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8 Geometric Tweedie models

We have now investigated the main properties of geometric dispersion models, and
examined a few basic examples. We conclude the paper by introducing the class
of geometric Tweedie models, which includes several well-known distributions
as special cases. Geometric Tweedie models turn out to have many properties in
common with ordinary Tweedie models, and appear as limiting distributions in a
convergence theorem (Theorem 8.2) similar to the Tweedie convergence theorem
of Jgrgensen et al. (1994).

8.1 General

We first recall the class of power unit variance functions V() = u? for u € ,
where p € A =R\ (0, 1). Here Q¢ =R and 2, = R for p € A\ {0}. The corre-
sponding Tweedie exponential dispersion model with dispersion parameter y is de-
noted Tw, (i, y) [cf. Jgrgensen (1997, Chapter 4)]. Tweedie models are infinitely
divisible, so in view of Proposition 6.1, the corresponding exponential mixtures
(3.1) have power unit v-functions given by v(u) = u? for u € 2. This defines
the class of Tweedie geometric dispersion models, denoted GT (i, y) for p € A,
n € Qp and y > 0. We have already met the three quadratic v-functions above,
corresponding to p =0, 1 and 2 (cf. Table 1), which we consider in more detail
in Section 8.2. Although of power form, the v-function v(u) = —p (u > 1) of
the geometric distribution is negative, and hence does not belong to the (locally)
convex geometric Tweedie class.

As we shall see below, some geometric Tweedie models are geometric tiltings
of geometric a-stable distributions for @ € (0, 1) U (1, 2]. Here the parameter o €
[—o00, 2] is defined from p € A U {oo} by

a=a(p)=1+1-p)~! (8.1)

[consistent with (6.2)] with the conventions that «(1) = —o0 and a(oc0) = 1
[Jgrgensen (1997, p. 131)]. The case p = oo (o = 1) corresponds to exponential
v-functions, which we will discuss in Section 8.5. Table 2 summarizes the main
types of geometric Tweedie models.

The next theorem shows that geometric Tweedie models are characterized by a
scaling property, similar to the characterization theorem for Tweedie exponential
dispersion models [Jgrgensen (1997, p. 128)].

Theorem 8.1. Let GD(u, v) be a nondegenerate locally convex geometric disper-
sion model on Vo 2 R, such that for some y > 0
¢! GD(cu, pc.y) =GD(u, y) for c > 0and u € Wy, (8.2)

where @, is a positive function of c. Then GD(u, y) is a geometric Tweedie model
for some p € A, and g, = c>7P.
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Table 2 The main types of geometric Tweedie models

Type p o Support
Geometric extreme stable models p<0 l<a<?2 R
Asymmetric Laplace models p=0 a=2 R
Geometric Poisson models p=1 o =—00 Ny
Geometric compound Poisson models 1< p <2 a<0 Ry
Geometric gamma models p=2 a=0 Ry
Geometric Mittag-Leffler models p>2 O<a<l R4+
Models with exponential v-functions p =00 a=1 R

Proof. Calculating the second geo-cumulant on each side of (8.2) gives

c2oeyview) =yv(p)  foru,c >0, (8.3)

where v is the local unit v-function of GD(u, y). Taking u = 1 in (8.3) gives
Qe = (1) /v(c), which together with (8.3) implies that v satisfies the functional
equation v(1)v(cu) = v(c)v(u) for ¢, u > 0. By the continuity of v, the solutions
to this equation are of the form v(u) = Au? for some p € R, where A > 0 because
the family is locally convex and nondegenerate. This implies that ¢. = ¢~ 7. In
view of Theorem 6.1, GD(u, y) is hence a geometric Tweedie model in the case
p € A. For values of p outside A (where in particular p # 2) we find that the
domain for the dispersion parameter ¢.y = c>~?y on the left-hand side of (8.2)
is R4, implying geometric infinite divisibility. Hence by Proposition 6.1 and The-
orem 3.1, GD(u, y) would have to be the exponential mixture of an exponential
dispersion model with power unit variance function u?, but such models do not
exist for p ¢ A [Jgrgensen (1997, p. 132)]. Hence, we conclude that p ¢ A is not
possible, concluding the proof. U

The next result shows that geometric dispersion models with power asymptotic
v-functions are attracted to geometric Tweedie models via the fixed point (8.2),
similar to the Tweedie convergence theorem for exponential dispersion models
[Jgrgensen (1997, pp. 148-149)]. Since many geometric dispersion models have
power asymptotic v-functions, this implies that a large class of geometric disper-
sion models may be approximated by geometric Tweedie models.

Theorem 8.2. Let GD(u, y) denote a locally convex geometric dispersion model
with unit v-function v on Vg, such that either inf Wy < 0 or sup Wy = o0o. Assume
that for some p € A\ {2} and ¢ > 0 the unit v-function satisfies v() ~ ou? as
either u |, 0 or p — oo. Then for each p € Q)

y V=D GD( VP ) S GT,(u.9)  asy L0ory > oo,  (84)

In the case y — 00, the model GD(u, y) is required to be geometric infinitely
divisible.
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A similar convergence result for the case p = 2 will be considered in Sec-
tion 8.2.

Proof of Theorem 8.2. We start by noting that for each given value of y, the
left-hand side of (8.4) is a geometric tilting family with mean p, provided that y is
small (large) enough for y /=P to belong to Wy. The corresponding v-function
satisfies

yy P (VP ) > guP  asy L0ory — oo,

and hence converges to the v-function of GT,(u, ). To show that the con-
vergence i uniform in p on compact subsets of €2, let us consider the case
where y!/@=P)y | 0 (the proof is similar in the case y'/?=P)y — 00). Let
0 <M <u <M < oo be given, and let  be such that

for all 0 < p < po. Then for any y > 0 such that /@~ < 19/ M, we find that

P _
yp/(Z—p) ly /=P )P

_(PMP

go‘ <MV + MD)e,

which shows that the convergence is uniform on the compact interval M| < u <
M. The result (8.4) now follows from Theorem 7.1. O

Remark 8.1. In the case where y tends to 0, the result (8.4) in effect concerns
weak convergence of a centered and scaled geometric sum S(g) as the average
sample size ¢! tends to infinity, where the centering is achieved by geometric
tilting. Similarly, the case where y tends to infinity involves carrying the geo-
metric division process of Section 3 to its limit, subject to centering and scaling,
a process that requires the model GD(u, y) to be geometric infinitely divisible.
These two types of convergence are hence analogous to the central limit and in-
finitely divisible types of convergence discussed by Jgrgensen (1997, p. 149) for
ordinary Tweedie convergence. In the following we discuss some examples of the
convergence result (8.4) in more detail.

A stronger version of Theorem 8.2 based on regular variation of the v-function
can be developed along the same lines as Jgrgensen et al. (2009, Theorem 5), but
the present version of the theorem suffices for our purpose.

8.2 Geometric Tweedie models with quadratic v-functions

We now discuss the case of quadratic geometric Tweedie models, where the power
parameter p is 0, 1 or 2. These models correspond to geometric versions of the
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normal, Poisson and gamma distributions, respectively, and each will now be dis-
cussed in turn.

The asymmetric Laplace model GTy(u, y) introduced in Example 4.1 is the ge-
ometric Tweedie model with p =0 (« = 2). This model is the geometric parallel
of the normal distribution, and we shall now discuss the corresponding analogue
of the central limit theorem. Let us first note that any locally convex geometric
dispersion model GD(u, ) with 0 € Wy satisfies v(u) ~ v(0) > 0 as u | 0. By
Theorem 8.2, this implies convergence to the asymmetric Laplace geometric dis-
persion model,

_ d
y V26D 2, y) S GTo(u, v(0))  asy 0O (8.5)

for each u € R. In the special case u = 0, we obtain convergence to the Laplace
distribution GTg(0, v(0)), which corresponds to a result by Kalashnikov (1997,
p. 162); see also Blanchet and Glynn (2007). In the case where GD(u, y) is geo-
metric infinitely divisible, a close parallel with the ordinary central limit theorem
is obtained as follows [cf. Jgrgensen (1997, p. 78)],

_ 8 d
y Y2GD (o + v 21, y) = ol > GTo(w, (o)) asy L0 (8.6)

for o € Wo, where il w denotes geometric translation by the amount —pu, as de-
fined by (3.2). In the special case u = 0 we may interpret (7.1) as providing the
limiting Laplace distribution of a centered and scaled geometric sum as the prob-
ability parameter tends to zero (compare with Remark 8.1).

We now turn to the geometric Poisson model introduced in Example 6.2, which
is denoted GTj(u, 1) in the present notation, corresponding to p =1 (¢ = —00).
The full geometric Tweedie model GT1 (i, y) is a scaled geometric Poisson model,
corresponding to GCFs of the form y ~'Cy(ys) =y e’ (e”* — 1). We shall now
develop a convergence theorem similar to the Poisson convergence theorem of
Jgrgensen et al. (1994).

Theorem 8.3. Let GD*(u, y) denote an additive geometric dispersion model with
support S such that inf S = 0 and inf[S\{0}] = 1. Then the model GD*(u, y) is
locally convex for |1 near zero, and

d
GD*(yu,y) — GTi(u, 1)  asy |0 (8.7)
for each u > 0.
Proof. We can let GD*(t, y) be the additive geometric dispersion model gener-
ated by a GCF of the form

1
14 [M(s) =11

Cis)=1
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where M(s) is the MGF for a distribution with support S; such that inf$§; =1,
and 1 —r € (0, 1) is the probability mass at zero. The first and second derivatives
of C are

M(s) - 2C2(s)

o W M) . 2C%s)
C@ =M@ =COF and C©) =706~ -0

It follows that the asymptotic behaviour of the unit v-function at zero is

v(w) ~ e as 0. (8.8)
The result (8.7) now follows by applying Theorem 8.2, noting that for p = 1, the
left-hand side of (8.4) has the form y ~! GD(y i, y) = GD*(y ., ). O

The conditions of Theorem 8.3 are clearly satisfied for GCFs corresponding
to distributions with support contained in N, provided that the probabilities at O
and 1 are both positive. An example is the Bernoulli geometric tilting family of Ex-
ample 6.3, whose v-function satisfies (8.8). However, the distribution GD* (i, )
need not necessarily be discrete in order for (8.7) to apply, as long as Pr{0} > 0
and Pr{[1, )} > O for all § > 0.

We now discuss the geometric gamma model GT>(u, y) with p =2 (o = 0).
This model is an exponential mixture of gamma distributions, which may be gen-
erated from the GCF C(s) = —log(1 — s) for s < 1, which has probability density
function of the following form [Pillai (1990a)],

. —Xx © 1 u—1_—u
fx)=e /0 mx e “du.

The case p = 2 is not included in Theorem 8.2, and requires special treatment.
First note that in this case the scaling property (8.2) takes the form

¢ 'GTa(cp, ) =GTa(u,y)  forc >0,

for all u > 0 and y > 0. The next theorem shows that this fixed point also has a
domain of attraction, similar to the convergence of Tauber type of Jorgensen (1997,
Theorem 4.5, p. 148).

Theorem 8.4. Assume that the geometric dispersion model GD(uw, y) with mean
domain Wy is such that either inf Wy < 0 or sup Vg = oco. Assume that for some
@ > 0 the unit v-function satisfies v(i) ~ ou> as | 0 or u — oo, respectively.
Then for all u > 0

¢! GD(cu, y) i) GTa(u, yo) asc | 0orc— oo, (8.9)

respectively.
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Proof. The left-hand side of (8.9) is a geometric dispersion model with mean
@ > 0, provided that c is small (large) enough for cu to belong to Wy. The corre-
sponding v-function is

c_zyv(cu) — y<p,u2 asc— Qorc— o0, (8.10)

respectively, which converges to the v-function of GT2(u, y ¢). The uniform con-
vergence on compact sets can be shown along the same lines as in the proof of
Theorem 8.2, and the result hence follows from Theorem 7.1. O

An example of the gamma convergence (8.9) will be considered in Section 8.4.

8.3 Geometric Mittag-Leffler and extreme stable models

We now consider geometric Tweedie models that are geometric tiltings of certain
geometric stable distributions. For « £ 0, 1, we define the function «*) by

K<“>(s)=“_1( > )a fors/(@—1)>0 (8.11)

o a—1

with corresponding tilting given by
K () =@ O 4 5) — @ O) = O +5/6)* —1].

We now consider the values « € (0, 1) U (1, 2], for which «® is the CGF of a
positive (0 < @ < 1) or extreme (1 < a < 2) «-stable distribution, or a normal
distribution (¢ = 2) [Jgrgensen, (1997, p. 136)]. The CGF )/_IKQ(a) (ys) defines the
Tweedie model Tw, (i, y) for p € (—o0, 0] U (2, 0o), with unit variance function

uP. The corresponding GCF y‘lxg(a)(ys) defines the geometric Tweedie model

GTp(u, ).

Following Kozubowski (2000), we shall now consider an exponential mixture
of the stable distribution (8.11). Let X have CGF y_llc(“) (s) for some o € (0, 1) U
(1,2], and let Z be a unit exponential random variable independent of X. As we
know from Kozubowski (2000), ¥ = Z!/¢X is then a geometric a-stable random
variable. In fact, the MGF of Y is

My (s) = E[exp(sZ'/* X))
=E[Mx(sZ"/*)]
= E{exp[y_llc(“)(szl/“)]}
= E{exp[y_llc(“)(s)Z]}
=[1—y %@ )]™! (8.12)

which is the MGF of what we may call a positive (0 < o < 1) or extreme
(1 < @ < 2) geometric a-stable distribution, with skewness parameter 8 = 1 and
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B = —1, respectively. The case o = 2 corresponds to the Laplace distribution
GTy(0, y). In these cases, the additive geometric Tweedie models GTZ (u, y) are
hence geometric tilting families generated by such positive or extreme geometric
a-stable distributions.

Inthecase p > 2 (0 < o < 1), the positive geometric «-stable distribution (8.12)
may be obtained by division/compounding of a scaled Mittag-Leffler distribution
with MGF

M(s) =[1 4 (—)*]""  fors <O0;

cf. Pillai (1990b) and Kozubowski and Rachev (1999). We shall hence refer to the
corresponding geometric Tweedie models GT,(u, y) as geometric Mittag-Leffler
models. These models may also be generated from the geometric gamma sum of
Example 6.1. An interesting special case is p =3 (o« = 1/2), which may be called
the geometric inverse Gaussian distribution. The geometric «-stable distribution
(8.12) is the special (limiting) case GT;‘,(oo, y).

In the case p <0 (1 < « < 2) the geometric extreme «-stable distributions
(8.12) have support R, and so do the corresponding geometric Tweedie models
GT,(u, y). The geometric a-stable distribution (8.12) is now the special (limit-
ing) case GT; 0, p).

In the Mittag-Leffler and extreme stable cases the geometric Tweedie conver-
gence of Theorem 8.2 may be interpreted as a geometric tilting of the generalized
geometric central limit theorem. To make this claim precise, let us take 0 < o < 1,
and consider the limiting case u — oo of (8.4) (if it exists). Using (7.1) and the
relation GD(0, ) = y GD*(0, ) we obtain the convergence

y 1% GD* (00, y) 5 GTp(00,¢)  asy | Oory — oco. (8.13)

Similarly we obtain for 1 < o < 2 the convergence

Y2 GD*(0,y) 5 GT,(0,¢)  asy | Oory — oo (8.14)

by letting u — 0 in (8.4), if possible. However, in view of (7.4) the case y | 0
of (8.13) and (8.14) may be interpreted as saying that the distributions GD* (00, 1)
and GD*(0, 1) are in the geometric domains of attraction of the positive or extreme
a-stable laws GT (o0, ¢) and GT,(0, ¢), respectively. Conversely, if either of
(8.13) or (8.14) holds, this implies that the corresponding version of (8.4) applies
for all u € 2, so in this sense the geometric Tweedie convergence (8.4) may be
obtained by applying the geometric tilting operation to each side of (8.13) and
(8.14). This may be compared with Vinogradov (2000), where the corresponding
interpretation of the Tweedie convergence theorem is discussed in the positive and
extreme stable cases.
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8.4 Geometric gamma compound Poisson models

We now consider the case 1 < p <2 (a¢ < 0), where the corresponding geometric
Tweedie models GT,(u, y) are associated with the gamma compound Poisson
form of Tweedie models. Such distributions are nonnegative, continuous on R,
and with an atom at zero, as illustrated by the following example.

Example 8.1 (Zero-modified exponential distribution). Let 0 < § < 1 and
« > 0, and consider the distribution function

F(x)=1—8¢"%/*  forx >0,

which is a zero-modified exponential distribution with mean w and probability
mass 1 — § at zero; see Kalashnikov (1997, p. 77) and Vinogradov (2007). The
corresponding GCF is given by

s
C)=—F""5

l/w—ys/2

where y =2(1 —46)/8 > 0. Straightforward calculations show that the correspond-
ing v-function is y u3/% for ;1 > 0, which hence identifies this distribution as the
geometric Tweedie model GT3,2(u, y).

To further illustrate this case, let X be a nonnegative random variable with prob-
ability mass p = Pr[X = 0] at zero, and probability density function of the form
x %1 £(x) for x > 0, where o < 0. The following result is due to Jgrgensen et al.
(1994); see also Jgrgensen et al. (2009).

Theorem 8.5 [Cf. Jorgensen (1997, p. 147)]. Consider the variance function V
for the natural exponential family generated by the distribution of X. If f is ana-
lytic at 0 and f(0) > 0, then V() ~yuP as u | 0 for some y > 0and p € (1, 2],
where

:{1—{—(1—01)_1 for p >0,
p 2 for p=0.

Under the further assumption that X is infinitely divisible, the corresponding
exponential mixture (3.1) has v-function proportional to V, with the same asymp-
totic behaviour. In the case p > 0, the corresponding geometric dispersion model
GD(u, y), say, hence satisfies the conditions of the geometric Tweedie conver-
gence result (8.4) in the limit y | 0. If there is no atom at zero (p = 0) the geomet-
ric dispersion model GD(u, y) provides an example of the gamma convergence
theorem (8.9) in the limit ¢ | O.
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8.5 Models with exponential v-functions

Finally, we now consider the exponential unit v-function defined by v(u) = ePr
for u € R, where B € R. Following Jgrgensen (1997, Section 4.5), this unit v-
function will be considered to be a geometric Tweedie model with p = oo (¢ = 1),
denoted by GT (1, y, B). This geometric dispersion model may be defines as an
exponential mixture of the Tweedie exponential dispersion model Tweo (14, ¥, B)
corresponding to the exponential variance function V (u) = ePr (Proposition 6.1),
where the case 8 = 0 corresponds to the asymmetric Laplace model GTy(u, y).

In order to characterize the geometric Tweedie model GTso (12, v, 8), it is nec-
essary to consider geometric infinitely divisible distributions, such that we may
work with the geometric subtraction used in (8.6). The following characterization
result is a parallel to Theorem 8.1.

Theorem 8.6. Let GD(u, v) be a nondegenerate locally convex geometric disper-
sion model on Vo = R, assumed to be geometric infinitely divisible. Suppose that
for some y > 0,

8
[GD(M+Cl, §0al’) —a]:GD(u, y) fo”a,MGRa (815)

where @, is a positive function of a. Then GD(u, y) is a geometric Tweedie model
GToo(it, v, B) for some B € R, and ¢, = e~ .

Proof. Calculating the second geo-cumulant on each side of (8.15) gives

ayv(n +a) =yv(p) for u,a € R, (8.16)

where v is the local unit v-function of GD(u, y). Taking . = 0 in (8.16) gives
@q = v(0)/v(a), which together with (8.16) implies that v satisfies the functional
equation v(0)v(u + a) = v(u)v(a) for a, u € R. By the continuity of v, the solu-
tions to this equation are of the form v(u) = rePr for some B € R, where A > 0 be-
cause the family is locally convex and nondegenerate. This implies that ¢, = e 4.
In view of Theorem 6.1, GD(u, y) is hence a geometric Tweedie model with
p = 00. U

The next result, which is a parallel to Theorem 8.2, on geometric Tweedie con-
vergence, shows that geometric dispersion models with asymptotically exponen-
tial v-functions are attracted to the geometric Tweedie model GT (i, ¥, B) via
the fixed point (8.15).

Theorem 8.7. Let GD(u, y) denote a geometric infinitely divisible locally convex
geometric dispersion model with unit v-function v on Vg such that either inf Wy =
—00 or sup Wo = co. Assume that for some B € R and ¢ > 0, v(n) ~ peP* as
either (L — o0 or | — —00, respectively. Then for each u € R

g
[GD(a + p, ye P9 —a]—d>GToo(u,y<p,,3) asa— —oo ora — 00,
(8.17)
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respectively.

Proof. We first note that for given u € R, a in (8.17) must be large positive or large
negative enough for a + u to belong to Wq. Similar to the proof of Theorem 8.2,
we observe that the v-function for the geometric tilting model on the left-hand side
of (8.17) satisfies

ye Pl(a+ pn) > ypelH asa — —o0 ora — 00,

and hence converges to the v-function of GTwo (1, Y @, B) on the right-hand side.
We may show that the convergence is uniform in 2 on compact subsets of R by us-
ing the same arguments as Jgrgensen (1997, p. 165). The result (8.17) now follows
from Theorem 7.1. g

We note that for g = 0, the convergence result (8.17) shows convergence to the
asymmetric Laplace model under the assumption that v is asymptotically a positive
constant ¢ at —oo or oo, that is,

g
[GD(a—i—,tL,y)—a]—d)GTo(,u,y(p) asa — —o0 or a — 00,

respectively, complementing the Laplace convergence results (8.5) and (8.6).

Similar to Remark 8.1, we note that in the case where e #¢ tends to 0 in (8.17)
this result in effect concerns weak convergence of a centered geometric sum S(q)
as the average sample size ¢! tends to infinity, where the centering is achieved by
a combination of geometric tilting and geometric translation. Similarly, the case
where ¢#¢ tends to infinity involves carrying the geometric division process of
Section 3 to its limit. In both cases, the mean on the left-hand side of (8.17) is kept
fixed at the value u throughout the convergence, similar to what is the case for
(8.4).

9 Discussion

We have developed the new class of geometric dispersion models as analogues of
exponential dispersion models, showing geometric analogues of many key ideas
from exponential dispersion models. We summarize the main analogies between
the two cases in Table 3. It is striking that analogous structures were discovered
for the recently developed class of extreme dispersion models [Jgrgensen et al.
(2010)]. In the latter case, the analogues of Tweedie exponential dispersion mod-
els are the generalized extreme value distributions (Weibull, Fréchet and Gumbel
distributions), and the analogue of the Tweedie convergence theorem is the clas-
sical convergence theorem for extremes; see Jgrgensen et al. (2010) for details.
In the present case, however, the geometric Tweedie convergence theorem (The-
orem 8.2) establishes a new class of convergence results for geometric sums, the
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Table 3  The main parallels between exponential and geometric dispersion models

Exponential dispersion models Geometric dispersion models
Natural exponential families Geometric tilting families
Exponential dispersion models Geometric dispersion models
Tweedie dispersion models Geometric Tweedie models
Tweedie convergence Geometric Tweedie convergence

only previously known result being the special case u = 0 of the Laplace conver-
gence (8.5).

Based on these three examples, it seems likely that there exist further classes
of dispersion models with a similar structure, although it is not entirely clear in
which direction to look for such models. One possible area is free probability,
where Bryc (2009) has introduced so-called free exponential families, and studied
an analogue of quadratic variance functions. Another possibility is the setting of
geometric minima, based on studying the minimum of a geometric number of i.i.d.
random variables.

Appendix: Proof of Theorem 7.1

Let K be a compact subinterval of intWy C intW,, and fix a pug € K. Let
Y, rint W, — R be a strictly monotone function defined by 1/'/,,(,u) =1/v,(un) and
Y (o) =0. Let I, = ¢,,(int ¥,,) and J, = ¥,,(K) < I,,, both of which are inter-
vals containing zero. We let the geometric tilting family corresponding to GE,, (1)
be generated by the GCF C,,:I,, — W, defined by Cn )=, L(s), satisfying
C,(0) =0 and C,,(0) = po.

Consider the case where v(u) # 0 (the nonzero case). In this case, we proceed
by defining a strictly monotone function ¥ :int Wy — R by v (u) = 1/v(u) and
¥ (o) = 0. We let Iy = Y (intWp) and J = ¥ (K) C Iy, which are again inter-
vals containing zero. We define the function C: Iy — Wy by C (s) = w_l (s) and
C(0) = 0, again satisfying C(0) = 0. Since ¥ is strictly monotone and analytic,
the same is the case for C.

For p € int Wy we observe that

Un (1) — v(p)
Un () V(1)
By the uniform convergence of v,(u) to v(u) on K, it follows that {v,(u)}
is uniformly bounded on K. Since v(w) is bounded on K, it follows from the
uniform convergence of v, (u) that V() = ¥ (w) uniformly on K. This and
the fact that ¥, (1o) = ¥ (o) for all n implies [Rudin (1976, Theorem 7.17,
p. 152)] that v, (1) — ¥ (1) uniformly on K, and since K was arbitrary, we have

Y () = ¥ (w) for all u € Wy. Note also that J,, = ¥, (K) — v(K) = J.

1Y (1) — ¥ ()] = (A.1)
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Let 1 € K be given and let s = ¢ (u) € J and s, = ¥, () € J,,. Since v, (1)
is uniformly bounded on K, there exists an m such that |v, ()| < m for all n and
w € K, which implies that |C,, (s)| = [v,(C,(s))| < m for all s € J, due to the fact
that an s € J belongs to J, for n large enough, because then Cn (s) € K. Since
w= C(s) = C,, (s,) we find, using the mean value theorem, that

1C(s) — C ()| = |Cu(s) — Culsn)l
< m|S _Sn|
=m|y () — Yu ().

This implies that C, (s) > C (s) uniformly in s € J. Since C,,(0) = C(0) for all n,
it follows by the same argument as above that C,,(s) — C(s) uniformly in s € J.
We conclude from the convergence of the sequence of MGFs, [1 — Cy, (s)]_1 —
[1-C (s)]*1 for s € J, that the sequence of distributions GE,(1¢) converges
weakly to a probability measure P with GCF C. If we let GE(u) denote the geo-
metric tilting family with local v-function v on ¥q, then GE(1t) may be generated
from C and P = GE(ug). This concluded the proof in the nonzero case.

In the case where v(u) = 0 (the zero case), we cannot define the function v as
above. Instead we take C(s) = s, such that C‘(s) = o and é(s) =0fors eR.
For any ¢ > 0, we may choose an ng such that |v,(u)| < ¢ for any n > ng and
u € K. For such n and p we hence obtain, in the case p > uo,

"w _
ol = [z R
o [vn (1)l €
which can be made arbitrarily large by choosing ¢ small, and similarly for & < o,
where ¥, () has the opposite sign. We hence conclude that J, = ¢,,(K) — R as
n— oo.
Now we let J be a compact interval such that 0 € int J, 1mp1y1ng that J C J,
for n large enough. For such n we hence find that |C ()= |vn(C (s))] < e for all

s € J, because then C,, (s) € K. Since ug = C (s) = C, (0) we find, again by the
mean value theorem, that for s € J,

|Co(s) — C(s)| =|Cu(s) — Cn(0)] < gls].

This implies that C,,(s) — C(s) uniformly in s € J. By the same arguments as
above, we conclude that GE,, (;0) converges weakly to a probability measure P
with GCF C(s) = s, which is the desired conclusion in the zero case.
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