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The support vector machine (SVM) algorithm is well known to the com-
puter learning community for its very good practical results. The goal of the
present paper is to study this algorithm from a statistical perspective, using
tools of concentration theory and empirical processes.

Our main result builds on the observation made by other authors that the
SVM can be viewed as a statistical regularization procedure. From this point
of view, it can also be interpreted as a model selection principle using a penal-
ized criterion. It is then possible to adapt general methods related to model
selection in this framework to study two important points: (1) what is the
minimum penalty and how does it compare to the penalty actually used in the
SVM algorithm; (2) is it possible to obtain “oracle inequalities” in that set-
ting, for the specific loss function used in the SVM algorithm? We show that
the answer to the latter question is positive and provides relevant insight to the
former. Our result shows that it is possible to obtain fast rates of convergence
for SVMs.

1. Introduction. The success of the support vector machine (SVM) algorithm
for pattern recognition is probably mainly due to the number of remarkable experi-
mental results that have been obtained in very diverse domains of application. The
algorithm itself can be written as a nice convex optimization problem for which
there exists a unique optimum, except in rare degenerate cases. It can also be ex-
pressed as the minimization of a regularized functional where the regularizer is the
squared norm in a Hilbert space of functions on the input space. Although these
are nice mathematical formulations, quite amenable to analysis, the statistical be-
havior of this algorithm remains only partially understood. Our goal in this work
is to investigate the properties of the SVM algorithm in a statistical setting.

1.1. The abstract classification problem and convex loss approximation. We
consider a generic (binary) classification problem, defined by the following setting:
assume that the product X x Y is a measurable space endowed with an unknown
probability measure P, where Y = {—1, 1} and X is called the input space. The
pair (X, Y) denotes a random variable with values in X x ¥ distributed according
to P. We will denote Py the marginal distribution of variable X. We observe a
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set of n independent and identically distributed (i.i.d.) pairs (X;, Y;)!_; sampled
according to P. These random variables form the training set.

Given this sample, the goal of the classification task is to estimate the Bayes
classifier, that is, the measurable function s* from X to ¥ which minimizes
the probability of misclassification, also called generalization error, &(s*) =
Pls*(X) # Y]. It is easily shown that s*(x) =2 x I{P(Y = 1|X =x) > %} -1
a.s. on the set {P(Y =1|X =x) # %}. Note that it is an abuse to call s* “the”
minimizer of the misclassification error, since it can have arbitrary value on the
set {P(Y =1 X=x)= %}. In the sequel, we refer to s* as a fixed function, for
example, if we choose arbitrarily s* to be 1 on the latter set.

Having a finite sample from P, a seemingly reasonable procedure is to find a
classifier s minimizing the empirical classification error &,(s) = % > s (X)) #
Y;}, with the minimization performed over some model of controlled complexity.
However, this is in most cases intractable in practice because it is not a convex
optimization procedure. This is the reason why a number of actual classification
algorithms replace this loss by a convex loss over some real-valued (instead of
{—1, 1} valued) function spaces. This is the case of the SVM where such a “proxy”
loss is used ensuring convexity properties. Its relation with the classification loss
will be detailed in Section 2.1.

1.2. Motivations.

Relative loss and oracle-type inequalities. In the last two decades of the last
century, the theoretical study of various classification algorithms has mainly fo-
cused on deriving confidence intervals about their generalization error. The foun-
dations of this theory have been laid down by Vapnik and Chervonenkis as soon
as 1971 [38]. Such confidence intervals have been derived for SVMs and, more
generally, so-called “large margin classifiers,” for example, using the notion of
fat-shattering VC dimension; see [2].

However, it is probably fair to say that the explicit confidence intervals thus
obtained are never sharp enough to be of practical interest—even though effort,
legitimately, has been and is still made to obtain tighter bounds. On the other hand,
we argue that uniform confidence intervals about the generalization error are not
the most adapted tool to understand correctly the behavior of the algorithm.

If we compare the classification setting to regression, we see that, in regression,
the loss of an estimator is always measured relatively to a target function f* (e.g.,
through L? distance). Furthermore, recent work (see, e.g., [22]) has shown that
a precise study of the behavior of the relative loss when the estimator fis close
to f* is a key element for proving correct convergence rates. This approach is
sometimes called “localization.”

In this paper we follow this general principle in the context of SVMs. Our main
quantity of interest will therefore be the relative loss, for the proxy loss function,
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of 5 with respect to s*, instead of the absolute loss itself (the average relative loss
will also be called risk). In this regard, this work should be put in the context
of a general trend in the recent literature on classification and, more generally,
statistical learning, where the focus has shifted to the relative loss (see also below
Section 5.1.2 for further discussion on this point).

Of course, a confidence interval for the relative loss is not informative, since s*
is unknown; instead, the goal to be aimed at is an oracle-type inequality. The term
oracle inequality originally refers to a risk bound for a model selection procedure
where the bound is within a constant factor of the risk of a minmax estimator in
the best model; that is, almost as good as if this best model had been known in
advance through an “oracle”. In the present context, we use more loosely the term
“oracle-type inequality” to designate a bound where the risk of the estimator can be
compared to the risk of the best approximating functions coming from any model
under consideration plus a model-dependent penalty term; this without knowing in
advance which models are best. This approach typically allows us to obtain precise
bounds on the rates of convergence toward the target function.

SVM and regularized model selection. It has been noted by several authors
(see Section 2.3) that SVMs can be seen as a regularized estimation method, where
the regularizer is the squared norm of the estimating function in some reproducing
kernel Hilbert space. We show that this can also be interpreted as a penalized model
selection method, where the models are balls in this Hilbert space. This allows us
to cast the SVM problem into a general penalized model selection framework,
where we are able to use tools developed in [22], in order to obtain oracle-type
inequalities over the family of considered models.

1.3. Highlights of the present work.

A generic, versatile model selection theorem. To be applied to SVMs, the re-
sults of [22] need to be extended to a setting where various parameters are model-
dependent, resulting in various technical problems. Therefore, we decided to de-
vote a whole section (Section 4) of this paper to the extension of these model
selection results in a very general setting. We believe this result is of much inter-
est per se because it can be useful for other applications (at least when the loss
function is bounded model-wise) and constitutes an important point of this work.

Is the SVM an adaptive procedure? The application of the above general re-
sult to SVMs is an example of the power of this approach, and allows us to derive
a nonasymptotic oracle-type inequality for the SVM proxy risk. This is the main
result of this paper. The interesting feature of oracle-type bounds is that they dis-
play adaptivity properties: while the regularization term used in the estimator does
not depend on assumptions on the target function, the bound itself involves the ap-
proximation properties of the models to the target function. Therefore, the (fixed)
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estimation procedure “adapts” to how well the target is approximated by the mod-
els. This is in contrast to other related work on the subject such as [12, 32], where
typically the optimal bound is obtained for a choice of the regularization constant
that depends a priori on these approximation properties.

Is the SVM regularization function adequate? Our result allows us to cast a
new light on a very interesting problem, namely, concerning the adequate regular-
ization function to be used in the SVM setting. Our main theorem establishes that
the oracle-type inequality holds provided the regularizer function is larger than
some lower bound ¢ (|| f||x, n), which is a function of the Hilbert norm || f||x and
the sample size n. Since the oracle inequality bound is nonincreasing in function of
the regularization term, choosing the regularization precisely equal to (]| f ik, 7)
will result in the best possible bound allowed by our analysis. The precise behavior,
as a function of the sample size n, of {(|| f|x, n) depends on a capacity analysis
of the kernel Hilbert space. For this, we provide two possible routes, either using
the spectrum of the kernel integral operator, or the supremum norm entropy of the
kernel space. In particular, we show (in both situations) that, while the squared
Hilbert norm is traditionally used as a regularizer for the SVM, a linear function
of the Hilbert norm is enough to ensure the oracle inequality: this suggests that the
traditional regularizer could indeed be foo heavy.

Using several kernels. Another interesting consequence of the model selection
approach is that it is possible to derive almost transparently an oracle-type inequal-
ity in an extended situation where we use several kernels at once for the SVM.
Namely, the different kernels can be compared via their respective penalized em-
pirical losses. The oracle inequality then states that this amounts to selecting the
best kernel available for the problem.

Influence of the generating probability on the convergence rate. It has been
recently pointed out (see [23, 35]) that in the classification setting, the behavior
of the function n(x) = P[Y = 1|X = x] in the neighborhood of the value % plays
a crucial role in the optimal convergence rate toward the Bayes classifier. In this
paper we assume that n(x) is bounded away from the value % by a “gap” no and
study the influence of 7( on the risk bounds obtained. An interesting feature of the
result is that the knowledge of 7 is not needed to define the estimator itself: it only
comes into play through a remainder term in the bound.

Note that, for a strictly convex proxy loss, this type of assumption on 7 essen-
tially influences the relation between classification risk and proxy risk (see [4]),
while it has no impact on the statistical behavior of the proxy risk itself. Because
the proxy loss used by the SVM is not strictly convex (it is piecewise linear), the
setting considered in the present paper is different: the gap assumption plays a
role directly in the inequalities for the proxy risk and not in the relation with the
classification risk.
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1.4. Organization of the paper. In Section 2 we present the SVM algorithm,
show how to formulate it as a model selection via penalization method and survey
existing results. In Section 3 we state the main result of the paper for the SVM and
discuss its implications and scope. The main tool to derive these results, which
handle penalized model selection in a generic setting, is given in Section 4—we
hope that its generality will make it useful in the future for other settings as well.
We subsequently show how to apply this general result to the special case of the
SVM. Section 5 contains a comparison of our result to other related work and
concluding remarks. Finally, Section 6 contains the proofs of the results.

2. Support vector machines. For details about the algorithm, its basic prop-
erties and various extensions, we refer to the books [13, 29, 37]. We give here a
short presentation of the formulation of the algorithm with emphasis on the fact
that it can be thought of as a model selection via penalization method.

2.1. Preliminaries: loss functions. With some abuse of notation, we denote
Pg :=E[g(X, Y)] for an integrable function g from X x Y to R. Also, we intro-
duce the empirical measure defined by the sample as

1 n
Pn 32;23&- ®5Yia
i=1

so that P,g denotes n~! "_18(X;,Y;). Finally, we denote n(x) = P[Y = |
X =x].

Before we delve further into the details of the support vector machine, we want
to establish a few general preliminaries useful to understand the goals of the rest
of the paper.

The natural setting to study SVMs is real-valued classification where we build
estimators f;, of s* as real-valued functions, being understood that the actual bi-
nary classifier associated to a real function is obtained by taking its sign. We there-
fore measure the probability of misclassification by comparing the sign of Fu(X)
to Y, thus rewriting the generalization error as

E(f) =PLY fu(X) <01 =E[O(Y f(X))],

where 0(z) = 1{z < 0} is called the 0-1 loss function. By a slight abuse of notation,
we also denote by 6 the following functional:

0(f):=(x,y) > I{yf(x) <0}
We define the associated risk (or relative average loss) function
O (fu, %) :=PIY fu(X) < 0] = P[Ys*(X) < 0] = PO(f) — PO(s™).

However, as will appear in the next section, the classification error 6(-) is not the
actual measure of fit used by the algorithm of the support vector machine; it uses
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instead the “hinge loss” function defined by £(z) := (1 — z)4, where ()4 denotes
the positive part. Similarly, we also denote by £ the following functional:

f) =) (1=yf(x),;

the associated risk function is denoted

L(fu,s*) :=E[L(f) — £(s™)].

As mentioned in the introduction, using this convex loss allows for a tractable
optimization problem for actual implementation of the algorithm. Since £ is the
loss function actually used to build the SVM classifier, the aim of our analysis is
to derive oracle inequalities about its associated risk L.

However, as the main goal of classification is ultimately to obtain low general-
ization error &, it is only natural to ask the question of the connection between the
two above losses. It is obvious that 8 (x) < £(x) and therefore that £( f) < E[£(f)].
Nevertheless, recalling our main focus is on risks (i.e., relative average loss), this
remark is not really satisfactory and the two following additional questions are of
primary interest:

e How is the real-valued function f* minimizing the averaged hinge loss
E[£(f*)] related to the optimal classifier s*?
e How are ®(-, -) and L(-, -) related?

(Again, note that it is not entirely correct to talk about “the” function f* minimiz-
ing the hinge loss, since it is not unique: in the sequel we will assume a specific
choice has been made.)

The following elementary lemma gives a satisfactory answer to these questions:

LEMMA 2.1. (i) Let s* be a minimizer of &(s) over all measurable functions
s from X into {—1, 1}. Then the following holds:

E[e(sM)] = mfinE[ﬁ(f)],

where the right-hand side minimum is taken over all measurable real-valued func-
tions on X.. Furthermore, if f* is a minimizer of E[L(f)], then f* =s* a.s. on the
set {P[Y =1|X =x]¢{0, 5, 1}}.

(1) For any P-measurable function f,

O(f.s™) < L(f, ).

Part (i) of the lemma can be found in [19] and part (ii) in [40], but we give a
self-contained proof in Section 6.1 for completeness. Since the choice of f* is
arbitrary among minimizers of E[£(f)], (i) implies that we can choose f* = s*,
which will be assumed from now on.
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2.2. The SVM algorithm. There are several possible ways of formulating the
SVM algorithm. Historically, it was formulated geometrically. First suppose the in-
put space X is a Hilbert vector space and that the two classes can be separated by a
hyperplane. The SVM classifier is then the linear classifier obtained by finding the
hyperplane which separates the training points in the two classes with the largest
margin (maximal margin hyperplane). The margin corresponds to the smallest dis-
tance from a data point to the hyperplane.

Now, in general, X, may not be a Hilbert space, but is mapped into one where
the above algorithm is applied. For computational tractability of the algorithm, it
is crucial that this Hilbert space can be generated by a (reproducing) kernel, whose
properties we sum up briefly here.

Assume we have at hand a so-called kernel function £ : X x X — R, meaning
that k is symmetric and positive semi-definite, in the following sense:

n
Vu,V(xi,...,x,) € X", Y(ai, ..., a,) € R" > aiajk(xi, xj) > 0.
i,j=1
It can be proved that such a function defines a unique reproducing kernel Hilbert
space (RKHS for short) # of real-valued functions on X. Namely, define F#¢; as
the completion of span{k(x, -) : x € X}, with respect to the norm induced by the
following inner product:

n m n m
(u, V) = Z Zaibjk(x,-,xj) for u = Zaik(x,-, Jand v = Z bik(xj,-);
i=1j=1 i=1 j=1

here the completion is defined in such a way so that it consists of real functions on
X as announced. We denote the norm in # by | - ||«.

Since F is a Hilbert space of real-valued functions on X, any element w of #j
can be alternatively understood as a vector or as a function. Moreover, this space
has the so-called reproducing property which can be expressed as

Yu e H,Vx e X u(x) = (u, k(x, ).

Finally, as announced, the input space X is mapped into J; by the simple mapping
x = k(x, ), and, thus, the scalar product of the images of x, x’ € X in #y is just
given by k(x, x).

Now, in that space, a hyperplane is defined by its normal vector w and a thresh-
oldb eR as

H(w,b) ={v e H:{(w, vy +b=0}

It is easy to see [29] that the maximum margin hyperplane (when it exists) is
given by the solution of the following optimization problem:

T
min 3 || W
weH,beR 2wl

under the constraints: Vi =1, ..., n, Y;({(w, k(X;, ))x +b) > 1.
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However, it can happen that the data is not linearly separable (i.e., the above con-
straints define an empty set). This has led to considering the following relaxed
optimization problem, depending on some constant C > O:

n
. 1 2
min R§||w||k+cZgi

weHy,be izl
(2.1) under the constraints: Vi =1, ..., n, Y;((w, k(X;, e +b) > 1 —&;
Vi=1,...,n & >0.

This problem always has a solution and is usually referred to as the soft-margin
SVM. It is common, although not systematical, for theoretical studies of SVMs
to introduce a simpler version of the SVM algorithm where one uses only hy-
perplanes containing the origin, that is, b is set to zero (although this version is
admittedly rarely used in practice). This is mainly for avoiding some technical dif-
ficulties. We will adopt this simplification here, calling this constrained version
“SVMy,” and we will focus on it for the main part of the paper.

2.3. From regularization to model selection. It has been noticed by several
authors [15, 30] that the soft-margin SVM algorithm can be formulated as the
minimization of a regularized functional. Consider the primal optimization prob-
lem (2.1). For a fixed w, obviously the optimal choice for the parameters (&;) given
the constraints is & = (1 — Y; ((w, k(X;, -))x + b))+. Now using the reproducing
property of the kernel, we have (w, k(X;, -))x = w(X;), so the new formulation of
the problem is (now denoting f instead of w)

1 n
(2.2) m}n; Y (1=Yif(X0), + Aull £II7,
i=1

where A, = % and the minimum is to be performed over f € J (for the SVMj
algorithm) and for f € J(.’,f ={x > g(x)+ b|g € H, b € R} for the plain SVM
algorithm. Note that || - | ¢, inherited from # to J(’,f , is only a semi-norm on Jf,ﬁ’ .

Now, it is straightforward that the optimization problem (2.2) can be rewritten
in the following way:

. I 2
(2.3) min frlll}llllanR " ;(1 Yi (X)) + AuR" ¢

This gives rise to the interpretation of the above regularization as model selection,
where the models are balls in J#; (or “semi-norm balls” in }t’,i’ ), and where the
model selection is done using penalized empirical loss minimization. Also, it is
now clear from equations (2.2) and (2.3) that the empirical loss used by the SVM
is not the classification error (or 01 loss function), but the hinge loss function £
defined in the previous section.
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Denoting B (R) the ball of # of radius R, our interest in the main part of the
paper is to study the behavior of SVM vis-a-vis the family of models 8(R), and
the correct order of the regularization function to be used.

3. Main result.

3.1. Assumptions. We will present two variations of our main result. The dif-
ference between the two versions is in the way the capacity of the RKHS is ana-
lyzed. General assumptions on the RKHS #; and on the generating distribution
are common to the two versions. Below we denote n(x) = P(Y = 1|X = x).

(A1) H is a separable space (Note that the separability of F is ensured,
in particular, if X is a compact topological space and k& is continuous on
X x X.), and k(x,x) < M? < oo forall x € X.

(A2) (“Low noise” condition) Vx e X In(x) — %| > 1o.

The following additional assumption will be required only for setting (S1) be-
low:

(A3) VxeX min(n(x), 1 — n(x)) > n.

Our result covers the two following possible settings:

Setting 1 (S1). Suppose assumptions (A1), (A2) and (A3) satisfied. In this first
setting, the capacity of the RKHS is analyzed through the spectral properties of the
kernel integral operator Ly : LZ(PX) — L2(PX) defined as

(3.1 (L f)(x) Z/k(x,x/)f(x/)dPX(X’),

which is positive, self-adjoint and trace-class (see Appendix A for details). As a
result, L can be diagonalized in an orthogonal basis of L2(Py), it has discrete
spectrum A; > Ay > --- (where the eigenvalues are repeated with their multiplic-
ities) and satisfies ijo Aj < 00. For a fixed § > 0, we then define for n € N the
following function:

y(n) =" 1—m< x)
de[ M Ex

Setting 2 (S2). Suppose assumptions (A1) and (A2) satisfied. For the second
situation covered by the theorem, the capacity is measured via supremum norm
covering numbers. In this situation, we assume that the RKHS #¢; can be included
via a compact injection into C(X) and we denote by Hno (B, €) the e-entropy
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number (log-covering number) in the supremum norm of the unit ball of #. De-
note

(32) E(x) = fo " JHeo(By.. 0 de.

and let x,(n) be the solution of the equation &£(x) = M —131/2x2 For a fixed § > 0,
define for n € N the following function:

y(n) = M~ 2x2(n).

3.2. Statement. 'We now state our main result, which applies, in particular, to
the SVMj algorithm.

THEOREM 3.1. Consider either setting (S1) under assumptions (Al), (A2)
and (A3), or setting (S2) under assumptions (A1) and (A2). Define the constant
w1 = ny for setting (S1) and wy = 1 for setting (S2).

Let § > 0 be a fixed real number; and let A,, > 0 be a real number satisfying

log(s~ 1 v
(3.3) A, zc<y(n)+w1_1 0g(8~" logn) )
n

where c is a universal constant. Finally, let ¢ be a nondecreasing function on Rt
such that ¢(0) =0 and ¢(x) > x for x > %

Consider the following regularized minimum empirical loss procedure on an
i.i.d. sample ((X;,Y;))i=1....n from distribution P, using the hinge loss function

Ex,y) =10 —xy)y:

.....

_ 1S

(3.4) g=ArgM1n<—Z€(g(Xi),Yi)+Ans0(M||g||k)>,
8EH; i=1

then if s* denotes the Bayes classifier, the following bound holds with probability

at least 1 — 6:

(3.5 L@ "= 2gi€nbf[ [L(g.5%) +28,02M[g])] +4An (20(2) + cwring ).
k

3.3. Discussion and comments.

3.3.1. Discussion of the result.

Adaptivity of the SVM. The most important point we would like to stress about
Theorem 3.1 is that the regularization term and the final bound are independent of
any assumption on how well the target function f* is approximated by functions
in H. This is an important advantage in the approach we advocate here, that is,
casting regularization as model selection. The model selection approach dictates
a minimal order of the regularization, which is “structural” in the sense that it
depends on some complexity measure of the models (here balls of #) and not
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on how well the models approximate the target. In simpler terms, the minimal
regularizer depends only on the estimation error, not the approximation error. Our
result is therefore an oracle type bound, which entails that the SVM is an adaptive
procedure with respect to the approximation properties of the target by functions
in . From this bound, we can derive convergence rates to Bayes as soon as
we have an additional hypothesis on these approximation properties, while the
procedure stays unchanged. We discuss this point in more detail in Section 3.4.

Squared versus linear regularization. The second point we want to emphasize
about Theorem 3.1 is that the minimum regularization function required to ensure
that the oracle inequality holds is of order | g||x only (as a function of | g|x).
In the original SVM algorithm, a regularization of order ||g||i is used. The theo-
rem covers both situations by choosing respectively ¢(x) = x or ¢(x) = 2x2. In
view of the oracle inequality, the weaker the regularization term, the better the up-
per bound: provided that the oracle inequality holds, a weaker regularization will
grant a better bound on the convergence rate. Therefore, this theorem suggests that
[under certain conditions, i.e., mainly (A2)] a lighter regularization can be used
instead of the standard, quadratic, one.

Of course, while a lighter regularization results in a better bound in our theorem,
we cannot assert positively that the resulting algorithm will necessarily outperform
the standard one: to draw such a conclusion, we would need a corresponding lower
bound for the standard algorithm. Here we will merely point out the analogy of
SVM to regularized least squares regression. Under a Gaussian noise assumption,
the behavior of the regularized least squares estimator of the form (3.4) [with the
square loss £(x, y) = (x — y)? replacing the hinge loss] is completely elucidated
(see [24], Section 4.4). In particular, the standard quadratic regularization estimator
has an explicit form, from which it is relatively simple to derive corresponding
lower bounds. As a consequence, in that case, it can be proven that a regularization
that is lighter than quadratic enjoys better adaptivity properties than the standard
one. In the present work, we have followed essentially the same driving ideas to
derive our main result in the SVM setting, so that there is reasonable hope that the
obtained bound indeed reflects the behavior of the algorithm. A complete proof of
that fact is an interesting open issue.

From hinge loss risk to classification risk. This theorem relates the relative hinge
loss E[£(g) — £(s™)] (where s* is the Bayes classifier) to the optimum relative
loss in the models considered, that is, balls of #f; (see Section 2.3). Furthermore,
Lemma 2.1 ensures that the relative classification error is upper-bounded by the
relative hinge loss error, hence, the theorem also results in a bound on the relative
classification error.

3.3.2. Discussion of the assumptions.
About assumption (A2). This assumption requires that the conditional probabil-
ity of Y given X should be bounded away from % by a “gap” no. Note that the
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knowledge of ng is not necessary for the definition of the estimator, as it does not
enter in the regularization term. This quantity only appears as an additional term
in the oracle inequality (3.5). Furthermore, for 1o not depending on #, this trail-
ing term will become negligible as n — oo, since the infimum in the first term
will be attained for a function g, € H# with ||g,|lx — oo (see below Section 3.4
). Assumption (A2) is a particular case of the so-called Tsybakov’s noise condi-
tion, which is known to be a crucial factor for determining fast minmax rates in
classification problems (see [23, 35]).

A possible generalization. A more general Tsybakov’s noise condition would be
to assume, in place of (A2), that I% —n(x)|~!' € L? for some p > 0. In this setting,
it is possible to show (although it is out of the scope if the present work) that a
result similar to (3.5) holds, with the same regularization function, except that the
trailing term in (3.5) of order 7, IA,, gets replaced by a term of the form ¢(A;),
with x < ¢(x) < /x, where the exact form of ¢ depends on the noise condition
and the structural complexity analysis of #;. Obviously, in this general situation,
the trailing term is no longer necessarily negligible — whether or not this is the
case will depend on the behavior of the first term of the bound, and therefore on the
approximation properties of f* by #. The interpretation of this generalization is
therefore more involved.

About assumption (A3). The requirement that 1 should be bounded away from
0,1 by a gap n; is a technical assumption in setting (S2) needed as a quid pro
quo for obtaining an explicit relation between regularization term and eigenvalues
(see the short discussion before Theorem 6.6 in Section 6.3). While there does not
appear to be an intrinsic reason for this assumption, we did not succeed in getting
rid of it in this setting. Note that, in contrast to the previous point, the knowledge
of np is needed to define the regularization explicitly in this setting. While this
assumption is somewhat unsatisfactory, it is possible, at least in principle, to ob-
tain an explicit lower bound on the value of 1 by introducing deliberately in the
data a small artificial “label flipping noise” (i.e., flipping a small proportion of the
training labels). We refer to [9] (in the discussion preceding Corollary 10 there; the
idea also appeared earlier in [39]) where this idea is exposed in more detail. Note
that the label flipping preserves assumption (A2), albeit with a smaller gap value
10.

About setting (S2). An unsatisfactory part of the result for setting (S2) is that
it is not possible to compute the value of the regularization parameter y (n) from
the data, since it requires knowledge of the eigenvalues of L. The interest of this
setting is to give an idea of what the relevant quantities are for defining a suitable
regularization, in a way that is generally more precise than for setting (S1) (see
discussion in the next section). Moreover, there is strong hope that estimating these
tail sum of eigenvalues from the data (using, e.g., techniques from [3]) would lead
to a suitable data-dependent penalty.
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3.3.3. Other comments.

Multiplicative constant. The constant 2 in front of the right-hand side of equa-
tion (3.5) could be made arbitrarily close to one at the price of increasing the
regularization function accordingly. Here we made an arbitrary choice in order to
simplify the result.

Deviation inequality vs. average risk. The above result states a deviation bound
valid with high probability 1 —§. Note that § enters into the regularization function,
hence, it is not possible to directly integrate (3.5) to state a bound for the average
risk. However, it is possible to obtain such a result at the price of a slightly heavier
regularization (an additional logarithmic factor). Namely, the proof of Theorem 2
essentially relies on a general model selection theorem (Theorem 4.3 in the next
section) which covers both the deviation inequalities and average risk inequalities
with minor changes in the penalty function. For brevity, we do not state here the
resulting theorem obtained for average SVM performance, but it should be clear
that only minor modifications to the proof of Theorem 3.1 would be necessary.

Using several kernels at once. Suppose we have several different kernels
ki, ...,k at hand. Then we can adapt the theorem to use them simultaneously.

Namely, to each kernel is associated a penalization constant Aﬁ,’); the estimator g
is given by (3.4) where we add another Arg min operation over the kernel index;
and oracle inequality (3.5) is valid with an additional minimum over the kernel
index; only & has to be replaced by §/t for the price of the union bound. That
such a result holds is straightforward when one takes a look at the model selec-
tion approach used to prove Theorem 3.1 (developed Section 4). This is one of the
advantages of this approach.

3.4. Penalty functions and convergence rates for support vector machines.

3.4.1. Convergence rates for the SVM. Let us first note from the definition of
y in both settings (S1) and (S2) that, generally, y (n) is of order lower than n=1/2,
This is in contrast with some earlier results in learning theory where bounds and
associated penalties often behave like n~!/2. Actual rates of convergence to the
Bayes classifier also depend on the behavior of the bias (or approximation error)
term inf) 4, <r L(g, s*). In most practical cases, the functions in # are contin-
uous, while the Bayes classifier is not; hence, the Bayes classifier cannot belong
to any of the models. If we assume that #; is dense in L1 (P), however (see also
the stronger notion of “universal kernel” in [31]), then there exists a sequence of
functions (g,) € # such that u, = L(gy,,s*) — 0, implying consistency of the
SVM. Moreover, if information is available about the speed of approximation [i.e.,
how infj4,<r L(g,s*) goes to zero as a function of R] and about the function
y(n) [depending either on eigenvalues or supremum norm entropy according to
setting (S1) or (S2)], an upper bound on the speed of convergence of the estimator
can be derived from Theorem 3.1. As noted earlier, in this case, using a regular-
ization term of order | g||x instead of ||g||,% always leads to a better upper bound
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on the convergence rate. The study of such approximation rates for special func-
tion classes is outside the scope of the present paper, but is an interesting future
direction.

3.4.2. About the function y (n) in settings (S1) and (S2). The behavior, as a
function of the norm ||g||x, of the minimum regularization function required in the
theorem does not depend on the setting. Its behavior as a function of the sample
size n, however, does, since the complexity analysis is different in both settings.

In order to fix ideas, we give here a very classical Sobolev space type example
where we can explicitly compute the function y in both settings—and where they
coincide. Let us consider the case where X = T is the unit circle, the marginal
Px of the observations is the Lebesgue measure, and the reproducing kernel & is
translation invariant, k(x, y) = k(x — y) where k is a periodic function that admits
the Fourier series decomposition

k(z) = Z arcos(2mwkz),
k>0

where (ax) is a sequence of nonnegative numbers. Obviously, the Fourier basis
forms a basis of eigenvectors for the associated integral operator Lj and the eigen-
values are A1 = ag, Ay = Azk+1 = ax/2 for k > 0. A function belonglng to the
RKHS f € Hj is therefore characterized by » ;- A 72 f = fI? ¢ < 00, where fk
are its Fourier coefficients.

Consider the case where A; < k~2° for some s > % Then computing the func-
tion y in setting (S1) yields y1 (n) < n=2/s+D_On the other hand, clearly # can
be continuously included into the Sobolev space H*(T). Uniform norm entropy es-
timates for Sobolev spaces have been established (and can be traced back to [7]; see
also [14], page 105 for a general result); it is known that Hoo (Bhs(T), £) S g~ Vs,
hence, the function & appearing in setting (S2) is such that & (x) < n>~1/25 Jead-
ing also to y(n) <n=28/@s+D),

However, the fact that the two settings lead to a regularization of the same order
seems very specific to this case, depending, in particular, on the properties of the
Lebesgue measure and of Sobolev spaces. In a more general situation, if we assume
the eigenvalues to be known, and 7 to be a fixed constant, we expect the analysis
in setting (S1) to give a tighter estimate for the minimal regularization function
than the analysis in setting (S2); that is to say, the function y (n) appearing in (S1)
will be of smaller order than the one appearing in (S2). Informally speaking, this is
because the eigenvalues of Lk are related to the covering entropy of the unit ball
of # in L? norm, while setting (S2) considers covering entropy with respect to
the stronger supremum norm.

On the other hand, this tighter analysis comes at a certain price, namely, addi-
tional assumption (A3) and the requirement that the eigenvalues are known (or es-
timated), as already pointed out above. One advantage of supremum norm entropy
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is that, by definition, it is distribution independent. Furthermore, some relatively
general results are known on this entropy depending on the regularity properties of
the kernel function; see [41].

4. A model selection theorem and its application.

4.1. An abstract model selection theorem. The remainder of the paper is de-
voted to the proof of Theorem 3.1. However, in the present section we change
gears somewhat, forgetting voluntarily about the specific setting of the SVM to
present an “abstract” theorem resulting in oracle inequalities that can be obtained
for model selection by penalized empirical loss minimization. This theorem is the
cornerstone for the proof of Theorem 3.1.

Our motivation for leaving momentarily the SVM framework for a more gen-
eral one is twofold. On the one hand, we hope that it will make appear more
clearly to the reader the general principle underlying our result, independently of
the specifics of the SVM (which we will return to in the next section). On the other
hand, we think that this result is general enough to be of interest of itself, inasmuch
as it can be applied in a variety of different frameworks.

The theorem is mainly an extended version of Theorem 4.2 of [22] to a more
general setting, namely, where some key parameters, considered fixed in the above
reference, can now depend on the model. This extension is necessary for our in-
tended application to SVMs, which is exposed in Section 4.2, and requires appro-
priate handling. However, the scope of this abstract model selection theorem can
cover a wider variety of situations. Examples are the classical VC-dimension set-
ting using classification loss (in this case the result of [22] is actually sufficient;
see also the more detailed study [23]), or regularized Boosting-type procedures
(see [9], where an earlier version of the model selection theorem presented here
was used). The fact that the theorem applies to approximate, rather than exact,
penalized minimum empirical loss estimation is a minor refinement that is use-
ful in certain situations: this will be the case for our application to SVMs, where
the continuous regularization scheme will be related to an approximate discrete
penalization scheme.

We first need to introduce the following definition:

DEFINITION 4.1. A function ¥ : [0, co) — [0, 00) is sub-root if it is nonneg-
ative, nondecreasing, and if » — ¥ (r)//r is nonincreasing for r > 0.

Sub-root functions have the following property:
LEMMA 4.2 ([3]). Let ¢ :[0,00) — [0, 00) be a sub-root function. Then it is

continuous on [0, 00) and the equation W (r) = r has a unique positive solution. If
we denote this solution by r*, then for all r > 0, r > (r) if and only if r* <r.
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We can now state the model selection result:

THEOREM 4.3. Let £:® — L2(P) [where & C L*(P)] be a loss function
and assume that there exists g* € ArgMingeQ5 El¢(g)]. Let (9m)mem> Gm C & be
a countable collection of classes of functions and assume there exists the following:

e a pseudo-distance d on &,
e a sequence of sub-root functions (¢,,), m € M;
e two positive sequences (by,) and (Cy,), m € M

such that

(HI) VmeM Vg EGm €)oo < b

(H2) Vg.g'e®  Var(t(g) —£(g)) <d*(g.g):;
(H3) Vme M. Vg€ G  d*(g.8") < CmL(g.8"):

and, if r)y denotes the solution of ¢, (r) =r/Cp,

Vm € M,Vgo € Gm,Vr >r
(H4)
E[ sugp (P — Py)(L(g) — E(go))} < Pm(r).
8€Gm
d(g,g0)<r
Let (Xxm)mem be a sequence of real numbers such that ), c e < 1. We
assume that families (by,), (Cp,), (X)), m € M, are ordered the same way, by which

we mean that
/ by < bm/;
“4.1) Vm,m € M, Xm < X! =

Let £ > 0,K > 1 be some real numbers to be fixed in advance. Put B, =
75K Cy, + 28b,y,, and let pen(m) be a penalty function such that, for each m € M,

r* By (xm + & +10g(2))
4.2 > 250K - n )
4.2) pen(m) > . + o

Let (0m)mem be a family of positive numbers and g denote a (pp,)-approximate
penalized minimum empirical loss estimator over the family ($,) using the above
penalty function, that is, satisfying
ImeM:g€Gym and
(4.3)
P,L(8) +pen(ii) < inf inf (P,£(g) + pen(m) + om);
meM geGm,

then the following deviation inequality holds with probability greater than 1 —
exp(—§):

K+1/5
L@ ¢ < S e (it L, g%) + 2penm) + pm

K -1 meeM(geg,m >
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Furthermore, if the penalty function satisfies, for each m € M,

v B log(2)) By logB
4.4 pen(m) > 250K 2 4 m (Xm +10g(2)) . Bulog By
Cm 3n n

’

then the following expected risk inequality holds:

K+1/5 2
+1/ inf < inf L(g,g"*) +2pen(m) + p, + ;)

EIL(EZ. g9 = ——
[ (g?g )]— K —1 meM 8€Gm

Remarks.

1. Note that the difference with Theorem 4.2 of [22] is the fact that constants b,
and C,, can depend on m, which requires additional work, but is a necessary
step for application to SVMs.

2. In hypothesis (H4) ¢ (r?) can be interpreted as the modulus of continuity with
respect to d of the supremum of the empirical process indexed by §.

3. The class & C L%(P) should be seen as the “ambient space”; it should at least
contain all models. Note that choice of & determines the target function g* (the
minimizer of the average loss on &). Typically, the theorem will be applied with
& = L2(P) or & = L%(Px) (as will be the case below), but other choices may
be useful.

4. Although it is not its main purpose, this theorem can also be used for the
convergence analysis of the empirical loss minimization procedure on a sin-
gle model §. Namely, it is sufficient to consider a model family reduced to a
singleton and to disregard the penalty. This is also a situation where the choice
of & can be of interest. If we make the choice & = §, then the target gg is the
best available function in the model §. In this case, the bias term of the bound
vanishes. By adding to the left and right of the obtained inequality the quantity
L(gg, g*), where g* is the minimum average loss function over a larger class

[e.g., L2(P)], it is then possible to obtain a constant 1 in front of the bias term
(instead of g—i’} > 1). However, this does not come completely for free since
we must consider gg instead of g* when checking for assumption (H3). This
assumption may actually be harder to check for in practice, because usually g*
has a simple, closed form (e.g., the Bayes classifier in a classification frame-
work), whereas g; depends on the approximation properties of model 4. Under
certain convexity assumptions of the risk and of the model, it was shown in [4]
that (H3) holds in this setting; this way we retrieve a bound in all points similar
to single-model ERM results of [4].

4.2. Application to support vector machines. We now expose briefly the key
elements needed to apply Theorem 4.3 to the SVM framework. Remember that
in the case of SVMs, the natural loss function to consider is the hinge loss func-
tion £(g) = (x, ¥y) — (1 — yg(x))4+: this is the empirical loss which is minimized
(subject to regularization) to find a classifier g. Interpreting the SVM procedure
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as a penalized model selection procedure (see Section 2.3), we intend to apply
Theorem 3.1.

To this end, we first discretize the continuous family of models (B(R))ger
over a certain family of values of the radii: thus, our collection of models will be
(B(R))rer, where R is an appropriate discrete set of positive real numbers. We
now have to check assumptions (H1)—(H4) of Theorem 4.3. The detailed analysis
is exposed in Section 6.3 and the following statement sums up the obtained results:

THEOREM 4.4. Let R be a countable set of positive real numbers, & =
L%(Px), and € the hinge loss function.

In setting (S1) under assumptions (Al), (A2) and (A3), the family of models
(B(R))rer satisfies hypotheses (H1) to (H4) of Theorem 4.3 with the following
parameter values:

MR 1
br=1+4+ MR; CRIZ(—+—>,
m 10

2
R .
i< 165K e (L[5 )
[ deN([ My =
In setting (S2) under assumptions (Al) and (A2), the family of models

(B(R))rer satisfies hypotheses (H1) to (H4) of Theorem 4.3 with the following
parameter values:

1
br=1+MR; Cgr= (MR + —); i <2500M ~2C%x2(n),
10
where x4 is as in the definition of setting (S2).

Once assumptions (H1)—(H4) are granted, the remaining task in order to prove
Theorem 3.1 is to formalize precisely how to back and forth between the contin-
uous regularization and the discrete sets of models (B(R))ger. The details are
given in Section 6.4.

5. Discussion and conclusion.

5.1. Relation to other work. In this section we compare our result to earlier
work. The properties of the generalization error of the SVM algorithm have been
investigated in various ways (we omit here the vast literature on algorithmic as-
pects of the SVM with which the present paper is not concerned). To this regard,
we distinguish between two types of results: the first type are error bounds. They
bound the difference between the empirical and true expected loss of an estimator.
The second type are excess loss inequalities which relate the risk of the estimator
to the Bayes risk.
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5.1.1. Error bounds. The first result about the SVM algorithm is due to
Vapnik; who proved that the fat-shattering dimension (see, e.g., [1] for a de-
finition) at scale 1 of the set {(x,y) > y(k(x,"), flix +b=yf(x) +b:f €
Hi, || fllk < R,b € R} on a sample X1, ..., X, is bounded by D?R?, where D
is the radius of the smallest ball enclosing the sample in feature space, which
can be computed as D = infgeg max;—; ., [Ik(X;, ) — gllx or, equivalently,
D*:=maxg), <1 Yy Bik(Xi, Xi) = i ; BiBik(Xi, X ).

;>0

This bounﬁd is known as the “radius-margin” bound since it involves the ratio of
the radius of the sphere enclosing the data in feature space and of the (geometrical)
margin of separation of the data which is equal to 1/R when the scaling is chosen
such that the points lying on the margin (the “support vectors”) have output value
in {—1, 1}.

The first formal error bounds on large margin classifiers were proven by Bartlett
[2]. In these bounds, the misclassification error &(f) of a real-valued classifier
f is compared to the fraction of the sample which are misclassified or almost
misclassified, that is, which have margin less than a certain (positive) value. In
later work, it was noticed that for classes of functions such as B(R), the spectrum
of the kernel operator [27] plays an important role in capacity analysis.

More recent bounds on the capacity of such classes, involving Rademacher av-
erages, have confirmed this role. We reproduce here a particularly elegant bound
based on this technique (Theorem 21 of [5], slightly adapted for our notation):

THEOREM 5.1. Let R > 0; for any x > 0, with probability at least 1 — 4e™*,
forall f e B(R),

P0(f)<P[Z(f)/\1]+4—R 1Zk(x X)—|—9\/>
— n ﬁ l 1 Ly

Error bounds as the above are typically valid for any function in B(R) uni-
formly. They thus do not take into account the specificity of the SVM algorithm.
Also, for an error bound, we cannot expect a better convergence rate than n~!/2
of the empirical loss to the true average loss, since for a single function this is the
rate given asymptotically by the central limit theorem.

The term }_7_, k(X;, X;) in the above theorem is the trace of the so-called Gram
matrix (matrix of inner products of the data points in feature space). Its expected
value under the sampling of the data is precisely n times the trace of the kernel
operator, that is, the sum of its eigenvalues. If we compare this to our main re-
sult Theorem 3.1, in setting (S1), we see that our complexity penalty is always of
smaller order (up to a constant factor, and to the relation between empirical and
true spectrum, which we do not cover here, but is studied, e.g., in [8, 28]).

In a different direction, in [11] are presented error bounds for regularization
algorithms which explicitly involve the regularization parameter.
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5.1.2. Excess loss inequalities. Studying the behavior of relative (or excess)
loss has been at the heart of recent work in the statistical learning field. Some
results have been developed specifically for regularization algorithms of the type
(2.2). In particular, asymptotic results on the consistency of the SVM algorithm,
that is, convergence of the risk toward Bayes risk, were obtained by Steinwart in
[31].

Using a leave-one-out analysis of the SVM algorithm and techniques similar to
those in [11], Zhang [40] obtained sharp bounds on the difference between the risk
of the SVM classifier and the Bayes risk of the form

E[e(fu)] — cELE(f )],

where ¢ > 1. However, because of this last strict inequality, this means that one
cannot directly obtain information about the convergence L(f,, f*) to zero from
these results as soon as [E£( f*) is nonzero.

Studying the convergence of L(f,, f*) opens the door to complexity penalties
that decrease faster than n~!/2, because the final goal is to compare directly the
true average loss of the target and the estimated function, not their empirical loss.
The so-called “localized approach” (that we followed in this paper) is a theoretical
device used to prove such improved rates. Introduced in the statistical community
for the general study of M-estimation, it has become widespread recently in the
learning theoretical community; see, for example, [3, 4, 6, 16, 17, 20, 23, 25].

Concerning more specifically the SVM, recent works have concentrated on ob-
taining faster rates of convergence in various senses. In [12], the g-soft margin
SVM is studied (i.e., when the considered loss function is ¢9) for ¢ > 1. In [26],
the SVM is studied from the point of view of inverse problems. In [32], conver-
gence properties of the standard SVM is studied in the case of the Gaussian kernel.
In the above references, to obtain the best bounds on the rates of convergence, the
regularization parameter A, (and, in the latter reference, the width of the Gaussian
kernel) must have a prescribed decrease as a function of the sample size n, de-
pending on a priori knowledge on regularity properties of the function f* (or n).
Therefore, these results do not display adaptivity with respect to the regularity
of f*.

In the recent paper [33], a general inequality for regularized risk minimizers
was derived, applying, in particular, to the SVM framework. The main differences
in this work with respect to our framework are the following:

e a general family of possible loss functions (which includes hinge loss and square
loss) is considered;

e a general condition on the loss and the generating probability distribution is con-
sidered, covering, in particular, the general Tsybakov’s noise setting for classi-
fication (but without adaptivity to this regard);

e the regularization considered is fixed to be the squared RKHS norm;

e the capacity of the kernel space is measured in terms of universal L? entropy.
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While our work has obviously less generality concerning the first two points, our
results are sharper concerning the two last ones. One of our main goals here was
to study precisely what was the minimal order of the penalty with which we could
prove an oracle inequality for the loss function used in the SVM. Furthermore, our
setting (S2) relies on a capacity measure of the kernel space based on the spec-
tral properties of the associated integral operator, which is sharper than universal
entropy in this setting. Again, the approach we followed here was inspired by an
analogy of the SVM with the more classical regularized least squares regression,
which is by now relatively well understood, and where the optimal results con-
cerning the two last above points are known to be sharper than those obtained in
[33]. Our investigation was driven by the question of how much of these precise
results could be carried over to the SVM setting.

Finally, while our results demonstrate the adaptivity of support vector machines
with respect to the approximation properties by the RKHS #; of the target fx,
we do not tackle the question of full adaptivity with respect to Tsybakov’s noise
condition. Only recently have results been obtained in this direction [18, 34, 36].

5.2. Conclusion. Summing up our findings, we have brought forth a general
theorem allowing to derive oracle inequalities for penalized model selection meth-
ods. Application of this theorem to support vector machines has led to precise
sufficient conditions for the form of the regularization function to be used in order
to obtain oracle inequalities for the hinge loss. In particular, under the assumptions
considered here about the probability distribution P (Y|X), the bound we obtain
gets better if we use a linear regularizer in the Hilbert norm rather than the stan-
dard quadratic one.

This result thus brings forth the interesting question of whether a SVM-type
algorithm using a lighter (linear in the Hilbert norm) regularizer would yield im-
proved practical results. Several issues are in play here. First a practical issue:
a disadvantage of a linear regularizer is that the associated optimization problem,
although convex, is not as easily tractable from an algorithmic point of view as the
squared-norm regularization. Second, a theoretical issue, namely, whether a corre-
sponding lower bound holds, which would prove that the linear regularizer is in-
deed better. This is the case for regularized least squares in the Gaussian noise; for
the SVM, lower bounds remain very largely an open problem. And third, a crucial
issue both theoretical and practical, and not tackled here, is that the multiplicative
factor A, in (2.2) is seldom taken equal to some a priori fixed function of n in
practice. Instead, it is typically picked by cross-validation. It is important to bring
into focus the fact that, even if the quadratic regularizer was sub-optimal for a fixed
penalty scheme, this may still be compensated by the cross-validation step for the
multiplicative factor A,, which could implicitly “correct” this effect. We believe
this issue has not been studied in current work on SVMs, and that it is a central
point to be studied in the future in order to reconciliate theory and practice.
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Several other mathematical problems remain open. Ideally, one would hope to
obtain the same kind of result for the full SVM algorithm instead of the SVMj
considered here. We mentioned in our comments after the main theorem a possi-
ble extension from our “gap” condition to a general Tsybakov’s noise condition.
This would give rise to an additional term for which we cannot always ensure that
it is only a negligible remainder as the sample size grows to infinity. Therefore, the
question of full adaptivity to Tsybakov’s noise remains generally open. Finally, it
is not clear whether our sufficient minimum rate conditions for the penalty are min-
imal: it would be interesting to investigate whether a lower order penalty would,
for example, yield an inconsistent estimator.

6. Proofs.

6.1. Proof of Lemma 2.1. We start with proving (i). We can write
E[¢(9)] =E[nX)(1 - g(X)),.
+(1=nX)(1+g()), ]

We will prove that, for each fixed x, s*(x) minimizes the expression in the expec-
tation. Let’s study the function g — n(1 — g)+ + (1 —n)(1 + g)+. It is easy to see
that for n € [%, 1] it is minimized for g = 1, and for n € [0, %] it is minimized for

g = —1. This means that, in all cases, the minimum is reached at g = s*. Finally, it
is easy to see that this minimum is unique whenever n ¢ {0, %, 1}, hence, f* =s*

a.s. on this set. (Notice additionally that, for » = 1, any g > 1 reaches the mini-
mum, for n =0, any g < —1 reaches the minimum and for n = %, any g € [—1, 1]
reaches the minimum.)

We now turn to (ii). Considering (i), we can arbitrarily choose f* = s*. We then
have to prove that

E[1{Yg(X) <0} — H{Ys*(X) <0}]
<E[(1- Yg(X))Jr —(1- Ys*(X))+].
We know that the right-hand side is nonnegative. Moreover, the random variable
in the left-hand side is positive (and thus equal to 1) if and only if Y g(X) <0 and

Ys*(X) >0, in which case (1 — Yg(X))+ > 1 and (1 — Ys*(X))4+ = 0 (since s*
takes its values in {—1, 1}). This proves the inequality.

6.2. Proof of Theorem 4.3. 'To prove Theorem 4.3, we first state the key tech-
nical result concerning a localized uniform control of an empirical process.

THEOREM 6.1. Let & be a class of measurable, square integrable functions
such that for all f € ¥, Pf — f <b. Let w(f) be a nonnegative function such
that Var[ f] < w(f). Let ¢ be a sub-root function, D be some positive constant
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and r* be the unique positive solution of ¢ (r) =r/D. Assume that the following
holds:

6.1) Vr>r* E[Ov( sup (P—P,,)f)] <¢().

feFw(f)<r

Then, for all x > 0 and all K > D/, the following inequality holds with proba-

bility at least 1 — e™*:

50K K +9b
VfeF  Pf-Pf=K 'w(f)+ pr 4 K90
n
If additionally, the convex hull of ¥ contains the null function, the same is true
when the positive part in (6.1) is removed.

Note that this result is very similar to Theorem 3.3 in [3] which was obtained
using techniques from [21]. We use similar techniques to obtain the version pre-
sented here.

We will need to transform assumption (6.1), using the following technical
lemma which is a form of the so-called “peeling device”; the version presented
here is very close to a similar lemma in [22].

LEMMA 6.2. If ¢ is a sub-root function such that for any r > r* > 0,

slov( s pr-ng)|=em,

feFw(f)<r

one has for any r > r*,

<

4¢(r)’

r

su
feg w(f)+r

and when 0 € conv ¥ , the same is true if the positive part is removed in the previous
condition.

E[ Pf_Pnf]

PROOF. We choose some x > 1. In the calculations below a supremum over
an empty set is considered as 0. We have

Pf B Pnf
sup ————
feF w(f)+r
Pf—P Pf — P
e PRDe s PI=R
feFw(pH=r W) +r im0 feFrxk<w(fy<rak+t W) +r
1 Pf—P
< - sup (Pf_Pnf)++Z sup (fk—nf)—i-
I feFw(f)<r k=0 feF rxk<w(f)<rxktl T +r

§1< sup  (Pf—Puf)++),  sup M)-

'\ feFw(f)<r k=0 fEF w(f)<rxk+l 1 —i—xk
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In the general case, note that sup,.,(0 VvV a) =0V sup,c4 a. In the case where
conv¥ contains the null function, one has sup ¢ Pf — Py f =Sup reconys Pf —
Py f =0sothat sup g (Pf — Py f)+ =8supseg Pf — Py f, which allows us to
remove the positive part in the condition for ¢.

So, taking the expectation, we obtain

Pf—=Puf]_1 ¢ (rx D)
E[ﬁ‘ég w(f)+r ] = r<¢(")+§) T4k

(k+1)/2
5"’(”<1+2" + )
k>0

r 1+ xk

< ¢ (r) <1+x1/2(%+2x_k/2)>

r k>1

o (r) (] 1
. T(HX <5+—x1/2_ 1>)

where we have used the sub-root property for the second inequality. It is then easy
to check that the minimum of the right-hand side is attained at

x=(1++2)>"

Plugging this value in the right-hand side, we obtain the result. [J

PROOF OF THEOREM 6.1. The main technical tool of the proof is Talagrand’s
concentration inequality (here we use an improved version proved in [10]). We
recall it briefly as follows.

Let X; be independent variables distributed according to P, and ¥ a set of
functions from X to R such that E[f] =0, || flleo < ¢ and Var[ f] < o2 for any

eF.LetZ=sup,.&> ", f(X;). Then with probability 1 — e¢—*, it holds that
f PreF 2i=i p y

6.2) Z <BZ+\/2x(n0® + 26EIZ) + 5
We will apply this inequality to the rescaled set of functions
Pf—f }
Fr={——--,feFq,
i

where we assume r > r*. The precise choice for r will be decided later. We now
check the assumptions on the supremum norm and the variance of functions in F;..
We have

Pf—fx) _b,
sup sup ———— < —;
feEF xeX r+w(f) r
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and, recalling the hypothesis that Var[ f] < w(f), the following holds:
ar[ f(X) } - w(f) < w(f) —
w(f)+rl™ W) +r? ™ drw(f)

where we have used the fact that 2ab < a? + b?. Introducing the following random
variable

_ Pf_ Pnf
(63 [ ey

we thus obtain by application of (6.2) that, with probability at least 1 —e™*,

’

X 4xbE[V,] xb
(6.4) V, <E[V, ]+, —+ ——+ —.
2rn rn 3rn
It follows from Lemma 6.2 that E[V,] <4¢(r)/r. Plugging this into (6.4), and
recalling that 7* is the unique solution of ¢ (r) = r/ D, we obtain that, for all x > 0,
X

and r > r*, the following inequality hold with probability at least 1 — e™*:
VfeF

Pf=Puf _ mf<41+a\/E+ ERY L)
w(f)+r ~a>0 D r 2nr 3 a/rn
Here, we have used the fact that, for r > r*, ¢ (r)/r <./r*/r D? and that 2/ ab <
aa+b/a.

Now given some constant K, we want to find r > r* such that V, < 1/K (with
high probability). This corresponds to finding r such that the left-hand side of (6.5)
is upper bounded by 1/K.

Denote Ay = 4(1 +a)/r*/D + /x/2n and A> = (1/3 + 1/a)bx /n. Then we
have to find r such that A;r =24+ Ayr—! < K~ Ttcan be easily checked that this
is satisfied if

(6.6) r>K*A7 +2A2K.
We have

(6.5)

2,2 L K2
K2A2 £ 24K <32(1 + o)

+ X(K2 426K 3+ 2bK ).
n

Taking o = 1/4, we conclude that (6.6) is satisfied when the following holds:

K? X
r>50—r*+ (K> +9bK)=.
D n
Note that K > D/7 ensures that the lower bound above is greater than r*. We can
thus take r equal to this value.

Combining the above results concludes the proof of Theorem 6.1. [
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We are now in a position to proceed to the proof of the main model selection
theorem.

PROOF OF THEOREM 4.3. The main use of hypotheses (H1), (H2) and (H4)
will be to apply Theorem 6.1 to the class

?m,go = {5(8) - Z(gO)v g e 9’m}

for some m € M, go € $,» With the choice w(f) = min{d2(g, g0)lg € Gm,L(g) —
£(go) = f}, so that, using hypotheses (H1), (H2), (H4) and the fact that the null

function belongs to the class, we obtain that, for any arbitrary K > C/7, with
X

probability at least 1 —e™*,

Vg € Gm
7 50K (K +9b)
— X
(P = P)(£() = £(20) = K 'd%(g, g0) + ~ 5" + .
For each m € M, we define u,, and g, as functions in §,, satisfying, respec-
tively,

d(ul’l’h g*) = lnf d(gv g*)7
8€Gm

L(gm,g") = inf L(g,g").
8€Gm

[If these infima are not attained, one can choose u,,, g such that d(u,, g*),
L(gm, g*) are arbitrary close to the inf, and use a dominated convergence argu-
ment at the end of the proof.]

Now, for any m € M, g, € Fin,

L(Z,8%) —L(gm, &%)
= PL(Z) — PL(gn)
= Pyl(3) — Pul(gm) + (P — P)(E(Z) — L(gm))
< pen(m) — pen(7i) + pm + (P — Pu)(£(®) — £(gm)).

(6.8)

where the last inequality stems from the definition of g.
Denoting /7 the model containing g, we decompose the last term above:

(P — Po)(£(®) — £(gm)) = (P — Pu)(€(8) — L(um))

+ (P — Py)(€um) — £(gm)).

(6.9)

We will bound both terms separately. For the first term, we use (6.7): for any
m’ € M and an arbitrary K,,» > C,,/7, with probability at least 1 — e~*» %, for
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all g € 4, we have

(P — Py)(L(g) — €(um))
50K,

(6.10) <K, 'd* (g um)+ T
+ (K +9by) (X + &)

n
By the union bound, this inequality is valid simultaneously for all m" € M with
probability 1 — e~%, so that it holds, in particular, for m’ = ni, g = g with this
probability. Finally, note that, for g € G5,

2
(6.11) d*(g.um) < (d(g. ") +d(uim. g%)° <4d*(g.g").

For the second term of (6.9), we will use the following Bernstein inequality: for
any m1, mp € M, we have, with probability 1 — exp(—x,, — X, — &),

(P = Po)(Cm,) — £(gm,))

Var[€(um,) — €(gm,)]
n

(6.12) 5\/2(me + Xy, +6)

max(bml ) bmz)(xm] + X, + §)
+ .
6n
Now, using assumption (4.1), if b+ = max(by,,, bum,),

max (b, biny) (Xmy + Xms) < 2bpxXpx < 2by, Xy + 26, X, -

We now deal with the first term of the bound (6.12): for any g € G,

Var[€(um,) — €(gm,)]
n

\/2(xm1 + Xm, +£)

2 * 2 *
s\/4(xml 4 ) L 04 P 67)

d%(g, g% d?(gm,, &%)
52\/@,,,1 . +s)% +2\/(me X +s)%

(Kml + sz)(xml + Xm, + &)
n 9y

<K, ld*(g.8") + K d*(gm,, 8%) +

where the first inequality follows from hypothesis (H2) followed by the triangle
inequality, and the second from the definition of u,,,. Anticipating somewhat the
end of the proof, we will choose K,, = aC,, for some fixed «, so that, using again
assumption (4.1) like above, it is true that

(Km1 + sz)(xml +xm2) = 4Km]xm1 +4Km2xm2~
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Therefore, (6.12) becomes, with probability 1 — exp(—x,, — xm, — &), for any
8 € Gm»
(P— Pn)(g(uml) - g(gmz))
<K, 'd*(g.8") + K, d*(gmy. &%)
(12Km1 + bml)(xml +£)
+
3n
(12Km2 + bmz)(xmz +&)
+ .
3n
Bound, (6.13) is therefore valid for all m, m3 €EM 51multaneously with probabil-
ity 1 — exp(—£&), and, in particular, form| =m,mr =m, g =23.

Putting together (6.9), (6.10), (6.11) and (6.13), we obtain that, with probability
1 —2exp(—£), forallm € M,

(P — Py)(£(®) — €(gm))

(6.13)

50K5
cz
m
(15K +28bs) (xm + &) (12K, + by) (X +§)
+ + .
3n 3n
Now choosing K,, = 5SKC,, (note that we have K,, > C,,/7 as required, since
K > 1), and replacing & by & +1og(2), recalling inequality (6.8) and the hypothesis
(4.2) on the penalty function, we thus obtain that, with probability 1 — exp(—£),
for any m € M,

L(g,¢") — Lgm, &%)
< pen(m) — pen(iit) + C' K 'd*(F, &) + 1C ' K1 dP (g, £7)

(6.14) <5K;'d*(3, &%) + K, d*(gm. g%) +

+ pen(#i) + pen(m) + pp
<K7'LEZ, ¢+ 1K "Ligm, g*) + 2pen(m) + pm,

using hypothesis (H4). This leads to the conclusion for the deviation inequality of
the model selection theorem.

For the inequality in expected risk, we go back to inequality (6.14), with the
choice K, = 5K C,,; also using (6.8), we conclude that, for any £ > 0, the follow-
ing inequality holds with probability 1 — exp(—§):

L(g.8") — L(gm. g")
<KL ¢") + 5K L(gm, &) + pen(m) — pen(ii) + pm
250K Cy n Bji (x5 + & +10g(2))

D,% " 3n

n B (X + & + log(2))_
3n

(6.15)
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The point is now to linearize the products B,,&. To do so, we use the following
Young’s inequality valid for any positive x, y:

xy < exp(%) +2ylogy,

with x =&, y = B,,, so that, putting u = exp(§/2), and using the hypothesis (4.4)
on the penalty function, we obtain that, with probability 1 — (=2 A 1),

616 L. 89— L(gm &) <K 'L g+ 1K "L(gm. 8"

u
+ 2pen(m) + pp, + .

Integrating concludes the proof. [

6.3. Proof of Theorem 4.4. The purpose of Theorem 4.4 is to check that con-
ditions (H1) to (H4) of the general model selection Theorem 4.3 are satisfied for
settings (S1) and (S2) of the SVM. We will split the proofs into several results
corresponding to the different hypotheses.

LEMMA 6.3. Under assumption (A1), hypothesis (H1) is satisfied for br =
MR+ 1.

PROOF. We use the reproducing property of the kernel to conclude that
VgeB(R)  [Lyg(x) =1+ [g(x)]
=1+1(g, k(x, )k
=T+ lglkllkCe, )k
=1+ lgllevk(x,x) <1+ MR. O
We now check conditions (H2) and (H3). This differs according to the setting,

because we make a different choice for the pseudo-distance d depending on the
setting considered.

LEMMA 6.4 [Setting (S1)]. Under assumptions (A1), (A2) and (A3), condi-
tions (H2) and (H3) of Theorem 4.3 are satisfied for the choice

MR 1
m no

PROOF. Obviously, (H2) is satisfied since £ is a Lipschitz function, so that
[€(yg(x)) — E(yg' (X)) < g(x) — &' (X)I.
We will obtain the result we look for if we can bound uniformly in x the ratio
El(g—s%? | X =x]
E[£(g) = £(s*) | X =x]
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Remember that, for g € B(R), the reproducing property of the kernel and assump-
tion (A1) imply ||gllcc < M||gllx < M R. Let us consider without loss of generality
the case s* =1 (i.e., n=P[Y =1|X =x] > %). We then have to bound the ratio

(1—g)?
nl—g++1-—nl+g+—-20-n)

2
For g < —1, this becomes %; putting x = —g — 1 € [0, M R], this can
be rewritten as

(x +2)2 2x% 48 2 MR 1
< <4MR+ — <2 — 1,
nx+2@2n—1 7 nx+22n - 1) 10 nmono
where we have used the fact that n > 5 > ;. For g > 1, this becomes , which
is smaller than (MR — 1)/n for g € [1 MR]. For g € [—1, 1], the ratlo becomes

21 & which is smaller than 1/n9. O

LEMMA 6.5 [Setting (S2)]. Under assumptions (Al) and (A2), conditions
(H2) and (H3) of Theorem 4.3 are satisfied for the choice

1
d(g.8) =E[(t(e) — (")’ Cr= <MR + %)

PROOF. Obviously, (H2) is satisfied as before. We will obtain the result we
look for if we can bound uniformly in x the ratio
E[0(g)? —2£(g)e(s*) + £2(s*) | X =x]
E[e(g) —€(s*) | X =x] '

Notice first that
E[2(s*) | X = x] =2E[0(s*) | X = x] = 4min(n(x), 1 — n(x)).
Let us first consider the case s* =1 (i.e., n > %). The above ratio can be written

n(1—g)3+ 1 —n(1+g)+((1+g)4—4)+4(1—1n)
nl—g++0-n+g+—-2(1-n)

For g < —1, this becomes n(—g)+4(1—m). ; putting x = —g — 1 € [0, M R], this can

; n(1-¢)—2(1-n) >
be written as
nx? +4nx +4 44 2x 1
=X MR+ —
nx+22n—1) nx +202n — 1) no

For g > 1, this becomes (lg 0’ =g— 1 which is smaller than MR — 1 for g €

[1, MR]. For g € [—1, 1], this becomes 2 [ which is smaller than 1/79. The case

n < é can be treated in a similar way. [
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Finally, we check for hypothesis (H4); this condition characterizes the complex-
ity of the models and constitutes the meaty part of Theorem 4.4. We start with the
following result which deals with setting (S1). Here we can see the (technical) rea-
son why assumption (A3) was introduced in this setting: to relate the penalty to
the spectrum of the integral operator, we use the L distance d; as an intermediate
pseudo-distance; but this requires in turn, assumption (A3) to check hypothesis
(H3) (see Lemma 6.4 above).

THEOREM 6.6. Let § be a RKHS with reproducing kernel k such that the
associated integral operator Ly has eigenvalues (A;) (in nonincreasing order). Let
£ be the hinge loss function and denote dlz(g, u) = P(g — u)?. Then, forall r >0
and u € B(R),

E|: sup  |(P — Py)(£(g) —E(u))q < — inf (\/_+2R ZA ) = pr(r).
8EB(R) \/_ j>d

d3 (g.u)<r

The above ¢g is a sub-root function, and the unique solution of ¢gr(r) =r/Cg,
with Cr > nl_lMR, is upper bounded by

67;2§(f 2% )

To prove Theorem 6.6, we will use two technical results; the first will allow
to bound the quantity we are interested in by a localized Rademacher complexity
term; the second will give an upper bound on this term using the assumptions.

We introduce the following notation for Rademacher averages: let o1, ..., 0, be
n 1.i.d. Rademacher random variables (i.e., such that P[o; = 1] = Plo; = —1] =
%), independent of (X;,Y;)7_,; then we define for any measurable real-valued
function f on X x Y

(6.17) Rif=n"'>"0i f(Xi, ).

i=1
We then extend this notation to sets & of functions from X x ¥ to R, denoting

R,F = sup R, f.
feF

We then have the following lemma:

LEMMA 6.7. Let F be a set of real functions; let ¢ be a 1-Lipschitz function
on R. Then for go € ¥

E[sugl(P _P)(pog —¢ogo)|] <4ER,{g — g0:g € F).
g€
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PROOF. By a symmetrization argument, we have
B[ sup I(P ~ P)pog — (P = P) o gol| < 2E| sup | Ru(@og — o ol
gEF geF
and by symmetry of the Rademacher random variables, we have
[ sup IRy (@0 g~ $ 0 g0)l| < 2E| sup(Ru(o g ~ g ogo). |
8EF geF
Since go € ¥, choosing g = go, one notices that
B[ sup(Ru(@ 0 — 0 0 20)), | =E| sup(Ru(@ ¢ — 90 20)|.
geF geF
and since g is fixed, and ER,¢ o gg = 0, we obtain
E[sup (P = P)gog = (P = P o gol| <4E| sup Ry@ o) |
geF geF
Since ¢ is 1-Lipschitz, we can finally apply the contraction principle for

Rademacher averages; then using ER,, gg = 0, we obtain the result. [J

The next lemma gives a result similar to [25], but we provide a slightly different
proof (also, we are not concerned about lower bounds here). The principle of the
proof below can be traced back to the work of R. M. Dudley.

LEMMA 6.8.

1
. 2 - /7 [
ER,{g € Hi:llglk <R, lglz p <r}= ﬁj&%( dr + R ;/\j)

5 1/2
<= in(r, R?A; .
< \/;(; min(r J))

PROOF. For g € #, by Lemma A.1 in the Appendix, we can decompose g as
gx) =) aivi(x),
i>0

with ||g||% P =20 Aiaiz and ||g||% = Zi>0%~2' The above series representation
holds as an equality in #, and hence pointwise since the evaluation functionals
are continuous in a RKHS. Let us denote

T(R,r)={aely:lal*<R*> rof <rt.

i>0
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|

Thus, the quantity we try to upper bound is equal to

Zaiga(Xi)

i=I

1
—E| sup
n | ael'(R,r)

where

ga(X)) =) ajvj(X)).

j>0

We now write for any nonnegative integer d and o € I'(R, r)

D oiga(Xi)| =D ;Y oivi(Xp)
(618) i=1 j>0 1:1 )
<D oap Y o (X)) + | Yo Y o (X))
j=d i=1 j>d i=1

Applying the Cauchy—Schwarz inequality to the second term, we have

j>d i=1 j>d j>d \i=1
n 2\ 172
SR(Z<ZGﬂ/fj(Xi)>> :
j>d \i=1

We now take the expectation with respect to (o7) and (X;) in succession. We use
the fact that the (o0;) are zero mean, uncorrelated, unity variance variables; then the
fact that E[X /2] < E[X]!/2, to obtain

iy o (Xi)

j>d i=1

ol

EXEJ|:
j>di=l1

12
< «/ER<Z )»j) ,

j>d

where we have used the fact that Ex[w}(X )] = A;. We now apply exactly the
same treatment to the first term of (6.18), except that we use weights (1;) in the
Cauchy—Schwarz inequality, yielding

. 12 ; 1/2
> ap > oi(Xi) :| < <Z kjd?) EX[Z ZK;IW?(XD]

j<d i=1 j<d j=di=1

EXEO'[

<+/nrd.
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This gives the first result. The second one follows from choosing d such that, for
all j >d, Rzkj <r, and using the inequality VA+ B < V2JA+B. O

PROOF OF THEOREM 6.6. For g a function XX — R, let us briefly intro-
duce the notation g: (x,y) € X x Y — yg(x) € R. Let us apply Lemma 6.7 to
F.=1{3g,g € F.}), where F, = {g e Hr:llgllk <R, d2(g u) <r}. The hinge loss
function ¢ is 1-Lipschitz, and u € ¥, hence,

E[SUPKP — Py)(L(8) —E(M))q <4ER,{g —u,g € F,} =4ER,{g —u, g € Fu},
geF

where the last equality is true because of the symmetry of the Rademacher vari-
ables. Notice that, since ||u||x < R, we have

{g—u,geFu)Clg—ullg—ulx <2R,d*(g,u) <r};

since d*(g, u) = E[(g — u)?] is a norm-induced distance, we can replace g — u by
g (by linearity) so that the above term can be upper bounded by

4ER,{g € Hi:llglk <2R, lIgll2.p <~/r}.
Using Lemma 6.8, this can be further upper bounded by

T 1nf<«/_+2R /j;d)» )

which concludes the proof of the first part of the theorem.

Observe that the minimum of two sub-root functions is a sub-root function, so
that ¢ is a sub-root function. We now compute an upper bound on the solution of
the equation ¢g(r) = r/C, which can be written

:7 1nf(x/_+2R /Ed,\ )

Notice that the infimum is a minimum since the series }_ ;- A is converging and,
thus, the value of the right-hand side is bounded for all d and goes to oo when
d — oo. Let us then consider the particular value of d where this minimum is
achieved. Solving the fixed point equation for this particular value, we have

4C2 2
r= (f+Jd+8ﬁR(4C)l /ij) :
j>d

Now for any other value d’ # d, r* satisfies

r <T(d*—w+2k /g:d/x )
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which means that * is smaller than the largest solution of the corresponding equal-
ity. As a result, we have

_4c? =\
=L}I€11f\17<\/2+ld+8«/ﬁR(4C)_l jgd)x]) .

Using (a + b)?> < 2(a® + b?), putting C = Cy and finally using the assumption
RCEI < mM‘1 yields the result. [

This concludes the proof of Theorem 4.4 for setting (S1). We finally turn to
checking hypothesis (H4) in setting (S2): in this case we use a classical entropy
chaining argument.

THEOREM 6.9. Under assumption (A1) and the notation of setting (S2), we
have

48R _(JT\  SMR> _ | (Jr\?
El  sup [(P — Py)(€(g) — £(go) 5( )+ re 5(—>
[ lgle<R | & I =t ar 2R
d3(g.80)<r
=yYr(r),
where the function & is defined as in (3.2). The function g is sub-root; if x,
denotes the solution of the equation &(x) = M~ 'n=12x2, then the solution ri of
the equation Yr(r) = Clglr, with Cr > MR, satisfies

i <2500M 2C%x?

The chaining technique used for proving this theorem is summed up in the next
lemma, for which we give a proof for completeness.

LEMMA 6.10. Let F be a class of real functions which is separable in the
supremum norm, containing the null function, and such that every f € ¥ satisfies
I flloo <M and B[ f?] < o2. Denote Hxo () the supremum norm e-entropy for ¥ .
Then it holds that

(6.19) E[sup|(P P)f|}<—/ VHoo(8) de 4+ 22280

MHOO(O’)

PROOF. Itis a well-known consequence of Hoeffding’s (resp. Bernstein’s) in-
equality that a finite class of functions § bounded by M in absolute value have

2
(6.20) E[sup(P - Pn)g} _ |, M 10§D
8<§ n
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respectively, if, additionally, it holds that E[gz] < o2 forall g €%, we have

2
(6:21) Blsup(p — g = 27808, MIOEED
g€§ n 3n

Since F contains the null function, it is clear that

(6.22) E[sup [(P — Pn)fl} < E|:sup (P — Pn)f} +E[sup (P, — P)f]
feF feF feF

Since we have assumed that ¥ is separable for the sup norm, it is sufficient to

prove (6.19) for any finite subset of . Without loss of generality, we therefore

assume that ¥ is finite. Put 8; = 02~/ and let, for any f € F, I1; f be a member

of a §;-supremum norm cover of & such that ||IT; f — flco < 8 We write

E[sup(P — Pn)f} < E[sup(P — Pn)HOf:|

feF feF
+ E| sup (P = P = Ty ).
i>0 fe¥

We now apply (6.21) to the first term of the above bound and (6.20) to all of the
other terms. More precisely, we apply (6.21) to the class {I1of, f € F} which
has cardinality bounded by exp(Hoo(80)), and respectively (6.20) to the classes
{(I1; f — ;1 f), f € F} which have their respective cardinality bounded by
exp(2Hso(8;)). We then have

2 2
E[sup P Pn)f:| < |20 Hxo (80) MHOO(S()) Z 3651 Haoo (81)
feF n

i>0
/ v Hxo(8) d8+ (O)

We apply the same inequality to the class —% and conclude using (6.22). [J

PROOF OF THEOREM 6.9. We want to apply Lemma 6.10 to the class of func-
tions

2
Foo = {£(8) — £(g0): g € Hu: liglk < R E[(€(g) — £(80))7] = r}.
Similarly to the reasoning used in the proof of Theorem 6.6, it is clear that
Foo CFQR.1) = (€(8): g € He: l|glle < 2R: E[(8)*] <7}

Because the loss function £ is 1-Lipschitz, it holds that ||[£(f) —£(g) || < || f — &llco>
hence, Hoo(F (2R, 1), €) < Hoo(By, (2R), ¢). Applying Lemma 6.10 therefore
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yields

E[ sup |<P—Pn>(e<g>—z<go>)l}

lgllk<R
d3(g.80)=<r

2 2MRHs (2R By,

—/ JHeoQRBy,, €) de + 0(@RBst, V)

l’l n

_ 48R (IR 2MRHso(By,, J7/2R
/ /700(33&’ Ve + oo ﬂkf/ )

3
()
Jn 2R
where £ is defined as in (3.2), and the last inequality comes from the observa-
tion that &(x) < x/Hoo (B, x). The function ¥ is obviously sub-root since
Hoo (B, , ) is a decreasing function or ¢.
Denote x, the solution of the equation £(x) = M ~!/nx?; we claim that, for a
suitable choice of constant c, tR =c?M~2C Izex is an upper bound for the solution

> =Yr(r),

r of the equation Y r(r) = Cy Iy entering in hypothesis (H4). This is implied by
the relation g (%) < Cy 15 which we now prove.

*
Note that ‘2/1: = CZ%MX*, and that ﬁ > 1. Since x 1f(x) is a decreasing
function, assuming ¢ > 2, it holds that

S(@) ) CR\/_ 2 \/7_1 l‘*
2R )~ 2RM =R T cRCR R

Plugging this into the expression for Y g yields
" (t)<(48 8MR) <(48+8)tR
kYR CZCR CR CR

where we have used again the relation M R < Cg. The choice ¢ = 50 implies the
desired relation. O

6.4. Proof of Theorem 3.1. Theorem 4.4 states that the conditions (H1)—(H4)
of the model selection theorem (Theorem 4.3) are satisfied for the family of models
B(R), R € R and some explicit values for bg, Cg, ¢r and ry [depending on the
considered setting (S1) or (S2)]. Let us choose an appropriate finite set R and a
sequence (xg)rex SO that we can approximate the minimization over all R > 0 in
equation (3.4) by a minimization over the finite set of radii R.

We consider the set of discretized radii

R={M12¥ keN,0<k <Tlog,n]}.



526 G. BLANCHARD, O. BOUSQUET AND P. MASSART

The cardinality of R is then [(log,n)] + 1 and we consequently choose xg =
log(log, n +2) for all R € R which satisfies ) pcq e *F < 1.

In order to apply Theorem 4.3, the penalty function should satisfy equation
(4.2). A sufficient condition on the penalty function for the family of models
{B(R), R € R} is therefore

(Cr+br)(xg +log(~H v 1))

R) >
pen(R) > Cl(cR .

where c is a suitable constant, and we picked K = 3 in equation (4.2).

Recalling the definition of y (n) in settings (S1) and (S2), the requirement (3.3)
on A, and the definition of w; in Theorem 3.1, it can be checked by elementary
manipulations that the above condition on the penalty is satisfied in both settings
for

pen(R) = An(¢(MR/2) +winy~ "),

up to a suitable choice of the constant c¢ in (3.3); note that we can assume ¢ > 1.
The last step to be analyzed now is how to go back and forth between the dis-
cretized framework R € R and the continuous framework to obtain the final result.
To apply the model selection theorem, we will interpret the continuous regular-
ization defining g as an approximate discretized penalized minimization over the
above family of models using the penalty function defined above.
In view of definition (3.4) of the estimator g, the following upper bound holds:

Ppl(®) + App(M|gll1) < Pul(0) + Ape(0) =1,

which implies 1 > A,o(M|Igllx). Since we have assumed ¢ > 1 in (3.3), we
have A, > n~!; this 1mphes lglle < M~ In (using the assumption on (p) Denote
R M~12F where k = [(ogy (M1l +1- The fact that ||2]lx < M~ 'n implies
R € R. Note that § ge £(R) and that R <2M~- maX(M||g||k, 1). This entails

P,£(®) +pen(R) < P,£(8) + Apo(max(M | Zll, 1)) + 1y w1 "Ay
< Pyl(@) + Ao M Y30 + Ane(1) + wi g A,
< inf [Put(g) + MM gl 4 Anp (1) +wi 'ng ' Ay
k

— inf inf [P A, (0(MR 1 1=l
gog;g(m[ 2 0(8) + An(@(MR) + @(1) +wi 0y )]

< inf inf [P,¢ An(p(MR D+ w'ng )]s

< ngﬁgelg(m[ (&) + An(@(MR) + (1) +wy 15 )]
where the first inequality follows from the definition of pen(I/?\), and the third from
the definition of g. So if we put pg = A, (@(MR)+¢(1)+w; 'ny') —pen(R) >0,
we just proved that g is a (pg)-approximate penalized minimum loss estimator
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over the family (B(R))rex. Now applying the model selection theorem (The-
orem 4.3), we conclude that the following bound holds with probability at least
1-34:

L(3,s") <2 inf inf [L(g,s*)+2An(<p(MR)+<p(1)+w;1n51)]

RER geB(R)

=2 jnf inf [L(g.5)+ 28,0 @ 5] +4A,(p() + wy )
eR ge

<2 inf inf [L(g’s*)_i_zAnw(zl'logMR})]

M-1<R<nM-1ge8B(R
+4A, ((p(l)—i-wl ny )

<2 inf 1nf [L(g,s )+2An(p(2((logMR)+1)]
R<nM~1ge8B

+4A, () +wingh)

<2 inf inf |L * 2A 2(MR Vv 1
< R;,?Mflge‘é‘(m[ (8, 5) +2A,(p(2( )]

+ 48, (p(1) +wi 'ng )
=2 inf [L(g.5%) + 20,0 @M1 + 44 (202 +wy g ).
k

The last inequality holds because, if we denote g* the minimizer of the last in-
fimum, comparing it with the constant null function (as for g earlier), we con-
clude that 2A,,(2M | g*||x) < 1, implying [|g*|lx < M~'n, so that the restriction
R < M~ in the previous infimum can be dropped.

APPENDIX A: PROPERTIES OF THE KERNEL INTEGRAL OPERATOR.

In this appendix, we sum up a few useful properties of the integral operator Ly
introduced in (3.1). These are used in the proof of Lemma 6.8. While these results
are certainly not new, we provide a self-contained proof for completeness.

LEMMA A.l. Let #) be a separable RKHS with kernel k on a measurable
space X. Assume y +— k(x, y) is measurable for any fixed x € X. Then the func-
tion x — k(x,-) € Hy is measurable; in particular, (x,y) — k(x,y) is jointly
measurable.

Let P be a probability distribution on X; assume L*(P) is separable and
Exwp[k(x, X)] < OQ.

Then H, C L*(P) and the canonical inclusion T : J, — L*(P) is continuous.

The integral operator Ly : L?(P) — L*(P) defined as

(L f)(x) = / kG, ) F) dP(y)
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is well defined, positive, self-adjoint and trace class; moreover, Ly = TT*. In
particular, if (A;);>0 denote its eigenvalues, repeated with their multiplicities,
ZiZO )\.l‘ < Q.

Finally, there exists an orthonormal basis (Y;)i=0 of Hi such that, for any
f e FH,

ITFI3p = ailfvi)™

i>0

PROOF. Let us first prove that any function f € J€; is measurable. By as-
sumption, for any fixed x, k(x, -) is measurable; hence, also any finite linear com-
bination ) ; a;k(x;, -). Any function f € # is the limit in # of a sequence of
such linear combinations. By the reproducing property, a sequence converging in
H also converges pointwise, since ( f;, k(x, -)) = f;(x). Hence, f is measurable.
Now we prove that x — K (x) = k(x, -) € H is measurable.

For any f € #H, x — (k(x,-), f) = f(x) is measurable, hence, the inverse
image of a half-space by K is measurable. Since #; is separable, any open set
is a countable union of open balls (Lindelof property); and any ball in J¢ is a
countable intersection of half-spaces. Hence, K is measurable. This implies that
k(x,y) = (k(x,-),k(y,-)) g is jointly measurable.

By the Cauchy—Schwarz inequality, we further have |k(x, y) 12 <k(x, xX)k(y,y),
so that the assumptions that k(x,x) € L{(P) imply that k(-,-) € L2(X x
X, P® P). This ensures that L; is well defined [as an operator L%)(DC) —
L%,(X)] and Hilbert—Schmidt, hence, compact. Moreover, by symmetry of k, Ly
is self-adjoint. As L2(P) is separable, L; can be diagonalized in an orthonormal
basis (¢;);>0 of LZ(P), where Liy¢p; = A;¢;.

Consider now the canonical inclusion 7" from the reproducing kernel Hilbert
space Jfy into L2(P). For f € #, we have

[ Peap= [k 0% dP@ = 11By [ ke dP.

This proves that T is well defined and continuous on J¢. Let T*: L%(P) > H,
denote its adjoint.

For any f € L?(P), we have by definition for all x € X, T* f(x) = (k(x, -),
T* )3, = (Tk(x,-), f)r2py = (Lk f)(x). Hence, TT* = Ly. In particular, A; =
(Pis Aidi) 2(py = (T*¢i, T*¢i) 3 > 0, which proves that Ly is a positive operator.

Now let us consider the operator C = T*T : #; — Hj. It is bounded, positive
and self-adjoint. Let (¥;);>0 be an orthonormal basis of F#;. We have

k(e x) = (k(x, ), k(x, ) = (k(x, ), ¥)* =D i(x)?
i>0 i>0
and

Y Wi, C¥idae, = Y_ITVill3. p =EY (T¥)*(X) =Ek(X, X) < o0,

i>0 i>0 i>0
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by monotone convergence. This proves that C is trace-class. Now since 77* and
T*T have the same nonzero eigenvalues (with identical multiplicities), and trC =
Y i=0Ai <00, Li is also trace-class.

We can actually choose (1) as an orthonormal basis of eigenvectors of C with
corresponding eigenvalues ;. In that case, we can write any function f € # as

f=Y {fovivi,

i>0

where ||f||§€k = isolf, lﬁi)z and by continuity of T,

Tf=>Y {f )T

i>0

Now, since Cy; = A; ¥, we have (T, T j) = Ai{¥i, ¥j) = A;8;j so that

ITFIZ p = ailf vi)™.
i>0 O
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