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HIGHER-ORDER ASYMPTOTIC NORMALITY OF
APPROXIMATIONS TO THE MODIFIED SIGNED
LIKELIHOOD RATIO STATISTIC FOR
REGULAR MODELS!

By HEPING HE AND THOMAS A. SEVERINI
Northwestern University

Approximations to the modified signed likelihood ratio statistic are as-
ymptotically standard normal with error of order n~!, where n is the sample
size. Proofs of this fact generally require that the sufficient statistic of the
model be written as (4, a), where 6 is the maximum likelihood estimator of
the parameter 6 of the model and a is an ancillary statistic. This condition is
very difficult or impossible to verify for many models. However, calculation
of the statistics themselves does not require this condition. The goal of this
paper is to provide conditions under which these statistics are asymptotically
normally distributed to order n~! without making any assumption about the
sufficient statistic of the model.

1. Introduction. Let Y1, Y>,...,Y, be independent and identically distrib-
uted random variables, each distributed according to a distribution with density
function p(y; @), 6 € ®. The likelihood function for € based on Y1, Y2, ..., Y, is
given by

n
LO)=LO:Y1.Y2,....Y) =[] p0i:0), 0e6;
i=1
let £(0) = log L(6) denote the log-likelihood function.
Suppose that 8 = (y, A), where v is a scalar parameter of interest and X is a
nuisance parameter. Inference about v can be based on the signed likelihood ratio
statistic R,

R=R() =sgn(¥ — ¥)[2(¢@) — £@y))]",

where § denotes the maximum likelihood estimator of 6 and é¢, denotes the max-
imum likelihood estimator of & with i held fixed. Under standard regularity con-
ditions, R is asymptotically distributed according to a standard normal distribution
with error O(n_l/ 2); see, for example, [4].
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Adjustments to R have been proposed which reduce this error to O (n~!) or even
O(n—3/2). One such statistic is the modified signed likelihood ratio statistic R*,
proposed by [2]. General discussions of the derivation of R* and its properties
are given in [3-5, 13, 17] and [23]. The analysis in these papers is based on the
following assumption:

_ASSUMPTION 1.1. The sufficient statistic for the model may be written as
(0, a), where 6 denotes the maximum likelihood estimator of 6 and a is an ancil-
lary statistic.

Here ancillarity is taken to mean that the distribution of @ does not depend on 9,
although if a is used in Assumption 1.1, it must satisfy the additional requirement

that (é ,a) is sufficient. Under Assumption 1.1, the log-likelihood function £(6)
may be written as £(6; 6,a) to emphasize that it is a function of the sufficient
statistic (6, a) as well as the usual argument 6. Note that some distributions, such
as full-rank exponential family distributions and certain transformation models,
satisfy this assumption; however, for other types of models, it is often very difficult
or impossible to verify Assumption 1.1.

The modified signed likelihood ratio statistic R* is given by

R*—R+llo (E)
“RTROR)

(€.50)—€.50)"

where

‘/um(éw)ﬂ/ﬂfﬂ/z),

Zk;é(élﬂ)
3€(0;0,a) ~ o 3%(By;0,a)
Cp0)=——"—", 500y =
(%) 06 1) 92 86

Jin@y) = —L3(0y) and J=—Les(8;8,a).

The sign of U is taken to be the same as that of R so that U/R is never negative. In
the moderate-deviation case, R* is asymptotically normally distributed with error
O (n~3/?), while in the large-deviation case R* is asymptotically normally distrib-
uted with error O (n_l); see [2]. Note that the errors in both cases are uniform and
relative.

For models in which Assumption 1.1 cannot be verified, computation of U is
difficult or impossible. [10] uses a variable T in place of U; Assumption 1.1 is not
needed for determination of 7. However, it does require a prior density function
for 6. [22] and [18] propose, respectively, an approximation R* to R* based on
covariances and an approximation R* to R* based on empirical covariances.

The covariance-based approximation is based on the fact that, in the expression
for U, z,;é(e) — Z.;é(Q) and Ee;é(Q) may be approximated by

.50 —€.50)={0;:6)— 0®;6)i®) ']
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and Z_g : 5(0) =1(0; é)i (é)_lf respectively, where
1(8;605) = E[Lg(0)Lg(65)" ; 651, Q(0; 65) = E[£(0)€] (65); 6]

and i(é) =1 (é; é). Let U denote the approximation of the statistic U based on the
above approximation; then an approximation to R* is given by

R*=R+ l lo v,
AT R®R
see [22] for further details.
Let
00:60) =Y €D 0)650)7,  10;0.) =3¢ O 6)"

and 7 (é) =7 (é; é), where ¢(/) (G)Adenotes the log-likelihood function based on the
Jth observation alone. Then £ _;(0) —£_;(0) and £,.;(6) may be approximated by

0.56)—L.50)={00:6)— 0(6:0))1O)"J

and ég. 5(0) = i 0; é)i(é)_lf respectively. Let U denote the statistic U based on
these approximations; then an approximation to R* is given by

. 1 .
R*=R+ = log(U/R);

see [18] for further details. B .

The higher-order asymptotic normality of R* and R* has been established by
[22] and [18], respectively, under Assumption 1.1. The goal of this paper is to
prove that these statistics are asymptotically normal with error O(n~!) without
requiring Assumption 1.1.

2. Notation and regularity conditions. Forn=1,2,...,letY = (Y, Ys, ...,
Y,), where Y1, Y, ..., Y, are i.i.d. random vectors with each of dimension d, and
let p(-, 8) denote the density function of Y;. Here 6 is a k-dimensional parameter
of the form

0=(01,62,....00) = (U, A1, A2, ..., A1) = (¥, 1),

where 1 is the scalar parameter of interest and X is the nuisance parameter vector.
Let L(0) = L(6; Y) denote the likelihood function for # € ® and Y € R"*% and
let £(6) =log L(0). For each 6 € O, let

Eg={Y € R"*%|L#;Y) > 0}.
Forr,s=1,2,...,k, define

3 2
9(0) = - -L(0) 09 (0) = 7o t(®)
3 4
Cooo. (0) = ————£(0) and Lopgp () = —————1(6).
066, (0) 50367 36, (0) and  £ogg,0,(0) 396 967 36, 00, ®
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ASSUMPTION 2.1. Assume that ® is an open subset of R¥.

1. €(0) is five times continuously differentiable at each 6 € ® with respect to 6;,
i=1,2,...,k,forallY € Ey;

2 3
2 [agL@ndy = [ggLl@:y)dy = [ g L@:ydy =
/7 39%&89@14(9')’)61)’—0'1' Jor, £=1,2,... .k foreach 6 € ©;

3. Var{ty (0)} = E[E (0)] >0, Var{£,(0)} = E[£,(0)¢,(0)T ] is positive defi-
nite, for each 6 € ©;

4. (Lg(9), £0,0,(0), £o,0,,0,(0), Lo,0,0,6,(6)) has joint cumulants up to third or-
der, where i, j,k, L, m, p,q,r,s,t=1,2,...,k;

5. The maximum likelihood estimator of 6 is consistent as n — o0.

Conditions ensuring that part (5) of Assumption 2.1 holds are given, for exam-
ple, by [1, 24] and [16].
Let ¢ ©) =log p(Y;;0),i=1,2,...,n. Then, forr,s,t =1, ..., k, we have

L@ =y D, 29(6) = Zf%%
i=1

Co9(0) = ZW(@) Co,0,6,0) =Y L5y 4. ().

i=1 i=1

Forr=1, ...k, let
n
1 .
()
=) =Ly ),
prfV
Zop = Z \/_ Z((919)(49) — Vo),

Zogo, = Z f Eé’ge (0) — Vage, ),

where Vgo = E[£5)(0)], Vags, = E[l5pq ()], i =1,2,... n. Let
Z=(Zo. Zyor Zoins Zoir s Zog s Zpirs Zopris
Zgains Lirgns <+ oo Lgrg_1hs Zojhihs Logrghs -+ s
Liygngins Lagaors Lagishs s Loghg_ihs + -+ Zxk_lxk_lx)T-

Let d denote the rank of the covariance matrix of Z. By the spectral decomposition
of the covariance matrix of Z, there exist a matrix 7' = (#;j) g (k442443 and a
random vector X with d elements such that X =T - Z, Cov(X) = Ijxq and Z =
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(T'T)'T'X. Let

1,165 ©) + 126" 0)+

(@)
T+ tl,k-‘y-kz-i-_k3 (E)»lkfl}\k,]}\k,l (9) - V)“kfl)“kfl)"kfl)
0,165 ©0) + 026 0)+

(@)
ot k2443 (E)Lk_lkk_l)\k_l @) — V)\k—l)\kfl)\kfl) )

3

10125 (0) + 14,20 () +

(@&
et td,k+k2+k3 (E)kal)nkflkkfl (0) - V)‘k—l)‘k—l)‘k—l)

where i =1, 2, ..., n. Obviously, we have X =", Jiﬁfi, Cov(fi) = Ilixd.
Let || - || denote the Euclidean norm.

ASSUMPTION 2.2. The following three points are assumed:

I. The distribution of ¥; has a finite cumulant generating function in a neigh-
borhood of the origin, that is, | log(E[exp{< ¢, Y; >}])| < +o0, where ||f|| < ¢ for
some & > 0.

II. The characteristic function & of 17,- satisfies Cramér’s condition, that is, for
some k > 0, sup{|§(@)|; ||| > k} < 1.

III. Some power of & is integrable, that is, ffo'f E(t)* dt < +o0 for some real
number o > 1.

Condition II can be verified by applying the Riemann—-Lebesgue lemma; see,
for example, [7]. Condition III can be verified by applying a result such as
Lemma 2.4.3 in [14].

3. Main result. The following theorem is the main result of the paper.

THEOREM 3.1. Assume that the Assumptions 2.1 and 2.2 hold. Then, uni-
Sformly for —oo <t < 00, we have

- t 1 x2 1
Pr(R*St):/_ mexp(—;)dx[l—i—O(n )]

and

A ! 1 x2 _
Pr(R*ft):/_oomexp<—7>dx[l+0(n )]

That is, R* and R* converge in distribution to standard normal random variables
with the error of order of n=!.
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Note that the O(n~') errors in the normal approximations to the distribution
functions of R* and R* are relative and uniform in 7, the argument of the distribu-
tion function under consideration. The uniformity follows directly from Theorem
3.2 of [19], while relativeness follows from the fact that the cumulative distribution
function of a standard normal random variable is O (1) as n — oo.

The proof of Theorem 3.1 is based on the following lemma.

LEMMA 3.1. Assume that Assumption 2.2 is satisfied. Define X as in Sec-
tion 2; then

Pr(X € B) = f£ E,(u)du + o(n™ ),

where E{|X||*} < 4+00; B is any Borel set in R4, &) = Z%:o P.(—¢:
{xvnD@); Pr-(—¢:{xv.n}) () is the density function of the finite signed mea-
sure with characteristic function P.(it: {xv.n}) exp{—%||t||2}, teRlr=0,1,2;
13r Z:{xv.n}), r=0,1,2, are Cramér—Edgeworth polynomials defined in [6]; and
Xv.ns 1 < v <4 are the cumulants of X, satisfying x1,n =0, x2.n = L ga. That is,
equations (3.1)—(3.3) in [19] are satisfied for s = 4.

PROOF. [21] gives conditions for the validity of multivariate Edgeworth ex-
pansions for a sequence of random variables. We check those conditions so that
we can use [21] to prove this lemma.

Using the properties of X given in the previous section, condition I of Assump-
tion 2.2 implies condition (i) in Corollary 4.2 of [21] and condition II of Assump-
tion 2.2 implies condition (ii) in Corollary 4.2 of [21]. It is trivial to verify that
condition (iii) in Corollary 4.2 of [21] is also satisfied. Condition III in Assump-
tion 2.2 implies that some power of £ is integrable. Therefore, the conditions of
Theorem 3.1 in [21] for s =4, p4 ,(t) = an(t)_l =n"12 ¢, =n"3/2 follow from
Corollary 4.2 in [21].

Applying Theorem 3.1 in [21] shows that equation (3.7) in Theorem 3.1 in [21]
holds for s = 4, &, = n—3/2 and, hence, that condition in Corollary (3.3) of [21] is
satisfied. Therefore, equation (3.10) in Corollary (3.3) of [21] gives that

Pr(X € B) = /£ E,(u)du +o(n™"),

where B and &, («) are the notation explained in this lemma. By Assumption 2.1,
it is obvious that E{|| X ||*} < oo. Therefore, equations (3.1), (3.2) and (3.3) in [19]
hold for s =4. [J

PROOF OF THEOREM 3.1. We begin by outlining the basic idea of the proof.
Suppose that a sequence of distributions can be approximated to a certain order of
accuracy by an Edgeworth series; then Theorem 3.2 of Skovgaard [19] shows that
such an expansion may be transformed by a sequence of deterministic or stochastic
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smooth functions of the corresponding random vectors to yield another Edgeworth
expansion of the resulting sequence of distributions. The terms in this expansion
may be calculated from the moments obtained by the delta method, that is, the
moments formally calculated from a Taylor series expansion omitting terms of
high order. Thus, to prove the theorem, we use Lemma 3.1 to obtain an Edgeworth

series approximation to the distribution of X and then, in Section 5, show that R
has an expansion in terms of X. Theorem 3 2 of [19] then gives an Edgeworth

series approximation to the distribution of R ; the same approach can be used
for R*. As noted above, the uniformity in Theorem 3.1 follows from the uniformity
in equation (3.13) of Theorem 3.2 of [19].

Lemma 3.1 shows that equations (3.1)—(3.3) in [19] hold. Note that R* does
not satisfy the first part of equation (3.4) of [19]; thus, we begin by constructing a
location adjustment of R*. Let

=3k

R =R+ [§ (Vi) Vyyy = 3= Vo)~ (Vi3 Visy)
+3Vy) T Pop gy — V) TP a2,
Expanding the corresponding likelihood equations shows that 6 and éw can be
considered as stochastic functions of Z; see [20], partlcularly equation (6.2). The
formula of R contains 6 and 91/, By its expansion, R can be similarly con51dered

as a stochastic function of Z and it is equal to O whgn Z = 0. Hence, R satisfies
the first part of equation (3.4) in [19]. However, R* considered as a stochastic
function of Z is not equal to zero when Z = 0. Hence, Theorem 3.2 in [19] can be

applied only to R to obtain its asymptotic distribution. Note that the function f;,
in Theorem 3.2 in [19] can be a stochastic function; see Remark 3.8 in [19]. The
asymptotic distribution of R* is obtained by reversing the location adjustment in
the final part of this proof.

By using Taylor series expansions and collecting terms by orders of n~!/2,
=%

R may be expanded,
R = (—V¢¢)_1/22w
+ V) 2y Zy — (—Vyy) V220 V5 2,
GD = vV VR 2z
+ %(—le/,)—l/zzka—kl V'//MV[AIZA + %(_Vll"//)_s/szwwzi]n_l/z
+ R+ 0,7,

where R(n~!) represents a finite number of terms of order n~! such that the
first four cumulants of nR(n~') are bounded in n; see Section 5 for details of
the derivation of equation (3.1). Even though we can obtain the specific form of
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R(n~") by expanding R* to order n>/?, we omit its specific form since it is ex-
tremely tedious. Note that Zy,, Z;,, ... in equation (3.1) may be viewed as functions

=t 3
of X. Thus, we can write R = f(X, w), where f (-; w) represents the function cor-
responding to the first three terms in equation (3.1); w denotes the sample point of
the underlying experiment and accounts for the contribution of the O, termin (1).

It follows that Theorem 3.2 in [19] can be applied to R ; see Remark 3.8 of [19].
We know from equatlon (3.1) that at X =0, R is four times differentiable,
R (0) =0 and DR (OF 1s of rank one; it follows that equation (3 4) in [19] holds.

It is shown below that R has asymptotic variance 1; hence, R does not have to
be normahzed as in equation (3.5) of [19]

Write R = R + 0 (n_3/ 2), where R denotes the first three terms on the right-
hand side of equation (3.1). Note that R is a function of X. By the unlqueness of

power series expansions, R agrees with the Taylor series expansion of R with

respect to X up to a polynomial of a finite number of terms, neglecting terms of
order 0p(n*3/2).

Using the expression for R given in equation (3.1), we obtain the following
expression for E [R]:

E[R] = {1(=Vyy) ™ vy

— (=Vyy)PELZ], V] 2]

+ 3 (V) PV Vs Vi

+3(=Vyy)PEIZI VL VeV 23
— Ve PV VeI 2 07

= (3o oy gy + (Ve P Vyyy

— (=Vyy) " PtV o)

— 3=V T PV V) I P+ o h.
Similar computations show that
VR)=14+ 0@,
K3(R)=0m™ Y and Ki(R)=O0m™).
Let 1, be the density function with characteristic function

2
fn(t) =expli(t, X1.0) — %20t D} D Pr(it : {Fon}),
r=0
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where

)32

. 1 -3/2 1
Xtn=[5(=Vyy) vy py + 5(=Vyy Vyyy

— (=Vyyp) P eV o)
— LV TP e (v Vo) I A oY,

oan=1+00""), Fa=0m",  Fa.=0n"").
Define
pn(a):(logn)l/2(2+a)1/2, o >0,
and
Ho(@) = {1 € R4 1] < pu@)), >0

We now verify Assumption 3.1 in [19]. For all « > 0 and all sufficiently large
n, we have the following:

1. R is four times continuously differentiable on H, (), and
=t 3
sup{|[D*R ()|l |t € Hy(e)} =o0(n™").
2. Define A, = sup{(||Df13*(0)||/j!)1/(f—1>|2 <j <3}, then A} =o(n ).

The continuous differentiability of R* claimed in point 1 requires some clarifi-
cation. Note that R* has a singularity at points where R = 0 and U = 0. How-
ever, the singularity is removable. Whenever R = 0, we must have i = 1&, from
which U = 0 follows. When  approaches I/Af equations (5.11) and (5.16) in Sec-
tion 5 show that R = O((w Y¥)) and equations (5.7), (5.8) and (5.11) show that
U= 0((1// Y¥r)). Hence, U and R approach zero at the same rate whenever R
goes to zero. Furthermore, equation (5.14) shows that U /R goes to 1. Therefore,
the singularity is removed.

Therefore, we have shown that all conditions in Theorem 3.2 in [19] are satisfied
for g = p = s =4; it follows that

2
N (t) = |:Z Pr(_¢0,)22,n : {)Zv,n})(x):| ‘x— -
r=0

=X—X1,n
where

Po(=¢0,3,, - {Xvn D (x)

1 ( x2 )
= ——expl — == s
N2/ X2.n 2X2,n
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Pi(=do,3,, {Xvn D (x)

X3 1 [3x ( x2 ) x3 ( x2 )}
= exp| —=—— ) — —=—exp — ,
6 V2o Xz " 2X2.n )(2 " 2X2.n

PZ(_¢O,)~(2 " {Xv,n})(x)

X4.n 3 x2 6x2 x2
BTN N |:X2n Xp(_%) %, <_2~2,n)
)

Xo.n 2X2,n

X3 15 x2 45x2 x2
72vh_¢&zn[ . Xp(_5§22>+_iinexp<_2izn>

15x4 ( x2 )+ x0 ( x2 )]
— eXpl| —== — expl — == .
X25,n 2X2,n X26’n 2X2,n

Let

C=[3(=Vyp) 7 Vyyy = 5(=Vyy) 2 (V5 Viry)

+ 3 (=Ven) oy — (V)72 12,

tr(VA_Alv;L,W)]n
Finally, it follows from equation (3.13) in [19] that

Pr(R* <t)

—Pr(R <t+C)
2

C+t ~ 1
:/ > Pr(=¢0.3,  {HvnDli=s—c dx +0<E>
% =0

_/mJFVEZ (- ;;)“

i o)

X3, -z = > €Xp

" -0 627 X2.n X22’” 2X2n
3 2

— ~x3 exp(— )}dx

X2.n 2X 2,n

X4, - 5 SXpP| — ==
"o 2421 0w L33, 2X2.n




2064 H. HE AND T. A. SEVERINI

6x2 ( x2
— ——exp|l —==
X23,n 2x2.n

n x4 ( x2 ] d
- exXp| —=—= X
Xﬁl’n p 2X2,I’l

52 /r 1 [ 15 ( x?
X — ——3 SXp| —5=
3n —o00 T2N/21\/ X2.n X23,n P 2X2.n

Note that

- 1 - 1 - 1
Xon =1+ 0(—>, X3n = 0(—), Xan = 0(—).
n n n

Therefore, we have

. tol x? 1
Pr(R 5[):/ —exp| —— )dx+ O - ).
—00 2 2 n
The proof for R* is very similar. We can expand R* to the third order and the

k + k* 4+ k> elements in the vector Z appear in its expansion as well. Since R* =
R* + O, (1/n), the differences between the expansions of R* and R* exist only in

terms of order n~! or higher. The expansion of R* has the first, second, third and
fourth order cumulants equal to the ones of the expansion of R*, up to the order
O (n~"). Therefore, similar computations give

s, ro x2 1
Pr(R 5t):/ —exp(——) dx+0<—>,
—o0 27 2 n

which finally concludes this proof. [J

4. An example. The linear-exponential model is used in the analysis of sur-
vival data. Under this model, survival times are assumed to have a distribution with
density of the form

FO) =+ exp[-(by +307)].  y>0,

where ¥ > 0 and A > 0 are unknown parameters; note that this is not an exponen-
tial family model. The log-likelihood function, based on the independent survival
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TABLE 1
Remission times for patients

1 1 2 2 3 4 4 5 5 6 8
8 9 10 10 12 14 16 20 24 34
times y1, ..., Yn, i given by

n n
£O) = Y log(¥ +Ayi) = X (Vi + 3457)-
i=1 i=1

For this model, it is very difficult or impossible to verify Assumption 1.1.
However, Assumptions 2.1 and 2.2 can be quite easily checked. Consider As-
sumption 2.1. Part 1 of this assumption is naturally satisfied. Part 2 follows from
applying Corollary 2.4.1 in [8] on interchanging the order of differentiation and
integration. Direct computation can be used to establish part 3; since the cumulant-
generating function of the first four log-likelihood derivatives exists, part 4 of
Assumption 2.1 is satisfied as well. Now consider Assumption 2.2. Since Y;
has a cumulant-generating function for this model, part I is satisfied. Applying
the Riemann—Lebesgue lemma in [7] and Lemma 2.4.3 in [14] establishes parts
II and III, respectively.

Thus, it follows from Theorem 2.1 that the modified versions of the signed
likelihood ratio statistic, R* and R*, are each asymptotically normally distributed
with error of order o(n~1).

The data in Table 1 are from Example 7.2 in [15]; the values represent remis-
sion times in weeks for 21 patients with acute leukemia. Using this data and the
linear-exponential model, confidence limits for ¢ based on R, R* and R* were cal-
culated; these are presented in Table 2. Table 2 also contains the results of a small

TABLE 2 _
Upper confidence limits based on R, R* and R*

Confidence limit Coverage probability

Probability R R* R* R R* R*

0.010 0.0206 0.0260 0.0263 0.0032 0.0125 0.0126
0.025 0.0293 0.0353 0.0356 0.0150 0.0261 0.0264
0.050 0.0373 0.0439 0.0443 0.0397 0.0526 0.0526
0.100 0.0472 0.0545 0.0550 0.0745 0.1100 0.1102
0.900 0.1327 0.1372 0.1375 0.8840 0.8990 0.8991
0.950 0.1441 0.1469 0.1472 0.9366 0.9467 0.9469
0.975 0.1540 0.1557 0.1559 0.9661 0.9742 0.9748

0.990 0.1657 0.1664 0.1667 0.9808 0.9900 0.9902
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simulation study designed to estimate the coverage probabilities of confidence lim-
its based on R, R* and R*. In the simulation study, the data were drawn indepen-
dently from a linear exponential distribution with the parameter values taken to be
the maximum likelihood estimates based on the data in Table 1. A Monte Carlo
sample size of 100,000 was used.

5. Asymptotic expansion of R*. We now consider the expansion R* used in
the proof of Theorem 3.1. Recall that, for 6 = (61,6, ...,6), ¥ =6; and A =
(62,63, ..., 6r). Without loss of generality, we assume that ¢ and A are orthogonal
parameters see, for example, [9, 11, 12] and [4] (Section 2.7).

We begin by expanding (£_ 9(9) 9(9¢))T

(2.50) —2.5600))
Gy ! )
=0 =0y)"T =3 3 8:bi11g 00,07 O)] + 0p(n™"7),
s,t=1
where 119, 0.6,(0) = E (€9 (6)€o,,(9); 0), § =0 — by The approximation €,.5(dy)
to £, é(éw) can be expanded,

k

(5.2) Lo.5Oy) =T =" 116.06,0)8,i 0)J + 0,(1),
t=1

so that £ Iy é(éw) can be expanded,

k
(5.3) 4.50y) =g — Z&m,ee,(e)i“(G)J + O, (D).
t=1

Now let us turn to Taylor series expansion of the determinant of the asymmetric

matrix A + X, where A = (a;;) and X = (x;;) are two square matrices of the same
order. Then

8|A+ ’

A+ X|= |A|+Z xij + 0 (x2)

A+ X|

—|A oA+ x| o
Al ,Z]: d(aij + xij) ot T O5)

(5.4) = 1A+ (=D IA+ X0y1|_ xij + 03
iJ
= A+ (=D A1) + 0 ()
iJ

= |A| +tr(adj(A)X) + O(x%)  foranys,t,
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where |(A + X);;| is the minor of a;; + x;; in |A + X|; |A;;| is the minor of a;; in
|Al; adj(A) is the adjugate matrix of A; tr(adj(A)X) is the trace of adj(A) X.
Recall that U is given by

( 0(0) e(Aw))T
A 9(91#)

Substituting equations (5.1) and (5.3) into equation (5.5) and applying equa-
tion (5.4) gives

(5.5) U= s @) |72 712,

k
O—0)"T =5 > 8811 g0,@)i™'(0)]
U _ s,t=1
- k
Do =" 8i1u.60,0)i~ (O)J
(5.6) LA _]z/le —-1/2 -1
X @)1~ 21T+ 0,007 Y.

Let

k
6 b7 —3 > S g 07N (0)]
_ — Y _ s,t=1
(5.7) A= ( ~ > , X = P

Jro . A A
— > biiae6,0)i” O)]

=1
and note that A 4+ X is asymmetric. Applying equation (5.4) once more produces

= A+ X|1j. @) V2TV 4 0,7

0—0,)TJ
(5.8) \( "’) '|m(0¢>| 2| j-172
+ tr(adj(A)X)UM(ew)|—”2|J|—1/2 +0,(n™").
Let
0 —0,)TJ
(5.9) ‘( "’) 'm(ew 12 j -1 2R,

which is the first term of equation (5.8) divided by R. Using the formula for the
determinant of a partitioned matrix, an alternative form for B is

B=1J3ll0 —6y)  Joy — (6 — éw)Tfexf[Alfw]
(5.10) X | s @) V2 G TV2PR gy — Jyadiy Doy 1712

|Jm1/2<w gy — Jv,kJMJM,,]‘/2
R jan (012
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Hence, in order to find expansion of B, we have to find an expansion of R~!. Note
that

GA) Ady == =I5y = 50 =T gy B+ 0,07,

Therefore, we have

1 A A —15-1/2
;=sgn<w—w>i|w—w| Iy
L A 37-3)2
+6|¢—W| Jyy

(5.12) R U
=@ -,
1 - Al
LU
k ~ A A A
x [— 3 ee,.exe,(e)arasat}+op(n—1).
r,s,t=1
Using
A ~ A A k A A
jan @72 = 1D 72 = Ld 72 tr(adj(JM) (Z Gurg, (9)&))
=1
(5.13) *

+ 0, (n=®D=1/2)

together with equations (5.12), we obtain the following expansion of B:
L PN R S i SRV
B = R (w w)[']l//lﬁ Jlﬁ)u’kk Jmp]
I~ 4 A A A A
= Sl W =gy = T35 05 iy 12

k
(5.14) X tr(adj(f,\,\)<2 20, (é)&)) + op(nl)}

s=1

1 . Lo ‘ A%
=1— §|JM|_1 tr(adj(m)(z 1537 (9)3s>>

s=1

1 . o k nn s ~
+ W=7y [— > Ee,esexe)arassz} + 0, .

r,s,t=1
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Now consider expansion of R*. Note that

Ié*—R—i—llo u
RTR%R

=R+ %log{B + tr(adj(4)X) +0 (n_l)>

R1ji (By)| /21 J |1/

(5.15 =R~ —(z/f N e tr<adj(lu)<zﬂu )8 ))

r=1

k
+ - wf )~ m”[ > ze,exe,(é)&&&}

r,s,t=1

1 tr(adj(A)X
4 L wad)X) )T)A +0,n™h.
R |0 —6y) J‘

Jro

Using the expansion
R =sgn(f — w>{[(é — 01T 6 =6y

+ 3@ -0 IO —01712

k
(5.16) X [ > egresgt(e)a,ass,“ + 0,
r,s,t=1
~1 2 — 1/2
= -+ -ty
k A A A A
X Y lo,0,6,0)8:5:8 + 0,(n")
r,s,t=1
for R in equation (5.15) yields
=W -
1/2 £ AR 22
<w WY te66,0)5,84,
r,s,t=1
32 o AR R R
(5.17) ——(w WY lo66,0)5:8,8,

r,s,t=1

2069
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[ 13 =1 3—1/2
— 5 =l

k
x tr(adj(ka) (Z O, (é)§r>>

r=1
1 tr(adj(A)X)
R|G—0)TJ

|

}+ 0,(n™ ).

In order to obtain an expansion of R* in terms of log-likelihood derivatives,
each term in equation (5.17) can be expanded. Let

1

Zyg=—=Ly(0),
n

(5.18) { 1

Zog = ——=(Lgg(0) —nVpp), Voo = —E[Lyy(0); O].

06 ﬁ(ee() nVoe) bo = [£96(6); 0]
Note that we have

1

(5.19) Zyy = ﬁ&/xk(@)

because of orthogonal parameters. We continue to set

1
5.20 Z =—(£ 0) —nV, ,
(5.20) 6,046, «/ﬁ( 0,0,6,(0) —nVa,0.0,)

where Vg0,0, = L E[€g,0,0,(0); 01, 7,5, t =1,2,... k.
The expansion of the first term of equation (5.17) of R* is given by

W -y
= (=Vy)'?Zy
+ E(—wa)3/zzwzw
(5.21) — (=Vyy) V225, v 2,
- %(—Vw)_3/2"fwvﬁl ZiZy

1 _ _ _
+ 5(_‘/101//) 2z v Ve v ZK]

e

+0,(n™h).
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The expansion of the second term of equation (5.17) of R* is given by

1/2

k
> Lo,6,6,(0)8:856,

r,s,t=1

= —%wazglnl/z(—v,ﬁw)_l/z

S

(5:22) -1/2 -3 3. -1/2

= (Vo) PVyyy Zin~2 + 0 (n‘l)
The expansion of the third term of equation (5.17) of R* is given by

k
YO -w73057 Y tee69)5,5,4,

r,s,t=1
( Vyy)~ 3Z 3 3/2( wa)—3/2n—3/2
X (V) Vyyy Zyn =2+ 0pn7h)
= =5 (Vo) P Vyyyn™ 2+ 0,7 1);
= (—Lyy ) Ly )iy 0) + 0,(1)
= =V Viay Zyv/n + 0p(1).

The expansion of the fourth term of equation (5.17) of R* is given by

(5.23)

k
A 1A 1 a=1/2 Lo Q
3@ =)l tr(adJ(JM)E:m,(e)ar>

r=1
= _%(_wa)zlzlnl/Z(_wa)—l/Zn—l/z
x tr((—=n YV (= V) Vi Zyv/n) + 0, (n ™)
= %(_wa)_l/z tr(VA_Al wa)ﬂ_l/z + Op(n_l).

Finally, we have the following expansion of the fifth term of equation (5.17)
of R*:

(5.24)

tr(adj(A)X)
R|A]|

lt(A_lX)
= —1r
R

1
= =5 b Oy + (g )72 1(65 O )

(5.25) + 0,
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1
2,732
2

+ 17 2V PV ) + 0, ()

(= Vi) 7 Pnvy gy

1 B .
= [—5(—wa)_3/2vww + (= Vyy) P (v vx,w)]” 2

+ 0, ).
Using the results in equations (5.21)—(5.25) in equation (5.17) yields
R* = (=Vyy) V%2,
+ V) P2y Zy
— (=Vyy) V225, v 2,
— 3 () TPV Vi 202y
(5:26) +3(=Vyy) P2V Ve z;
+ %(_VW)_S/ZWWZ]% _ %(_wa)—yszww
+3(=Vyy) ™' (v, Vary)

-3/2
/ Uy gy

+ (=Vy) a2+ 0,07,

— 3 (=vyy)

where
1 1 ,
Vy gy = ;E[ﬁw(Q)Eww(Q); 01, Vr Ay = ;E[EA(Q)EMy(@); 0].

This expansion has a remainder term of order O, (n~"). The same general
approach can be used to obtain an expansion of R* with a remainder of order
0, (n=3/%). Such an expansion has the form

R = (=Vy) ™12y
+ 3=V Zyy 2y
— (V) 22y, V5 2,
— (o) PV V5 2,7y
+ 3 (V) P2V Vv Z,
+ 5 (V) PVyyy Z5 — 4 (V) 7 Vg
(5.27) + 3 (=Vyy) T2 e Visy)
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1 —3/2
— 2 (=) oy yy
+ (= Vyy) TP (Vo) In 2

+ R4+ 0,73,

where R(n~!) represents a finite number of terms of order n~'. The specific
form of R(n~"') is omitted since it is extremely repetitive and tedious; it includes
log-likelihood derivatives of the form Zg,g.6,,7,5,t = 1,2, ..., k. Note that, since
R(n~") represents a finite number of terms of order n~!, it is a polynomial of Z
such that E[R(n"H]=0®n™).
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