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POSITIVE SOLUTIONS OF P-LAPLACIAN M-POINT
BOUNDARY VALUE PROBLEMS ON TIME SCALES

Hong-Rui Sun and Wan-Tong Li

Abstract. Let T be a time scale such that 0,7 € T, a; > 0 for i =
I,...,m — 2. Let & satisfy 0 < & < & < ... < &m_2 < p(T) and
ZZ’;}Q a; < 1. We consider the following p-Laplacian m-point boundary value
problem on time scales

(ep (W) + a(t) f(t,u(t)) = 0,t € (0,T),

m—2

u?(0) = 0, u(T) = Z au(&;),

where a € Ci4[(0,7),[0,00)] and f € C((0,T) x [0,00),[0,00)). Some
new results are obtained for the existence of at least single, twin or triple
positive solutions of the above problem by applying Krasnosel’skii’s fixed
point theorem, new fixed point theorem due to Avery and Henderson and
Leggett-Williams fixed point theorem. In particular, our criteria extend and
improve some known results.

1. INTRODUCTION

The study of dynamic equations on time scales goes back to its founder Stefan
Hilger [12], and is a new area of still fairly theoretical exploration in mathematics.
Motivating the subject is the notion that dynamic equations on time scales can build
bridges between continuous and discrete mathematics. Further, the study of time
scales has led to several important applications, e.g., in the study of insect population
models, neural networks, heat transfer and epidemic models [1].
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We begin by presenting some basic definitions which can be found in [1, 6, 12,
14]. Another excellent source on dynamic equations on time scales is the book [7].

A time scale T is a nonempty closed subset of R. It follows that the jump
operators o, p: T — T

o(t)=inf{reT:7 >t} and p(t) =sup{r € T: 7 < t}

(supplemented by inf () := sup T and sup () := inf T ) are well defined. The point
t € T is left-dense, left-scattered, right-dense, right-scattered if p(t) = ¢, p(t) <
t,o(t) =t, o(t) > t, respectively. If T has a right-scattered minimum m, define
T, = T—{m}; otherwise, set T,, = T. If T has a left-scattered maximum M, define
T# = T — {M}; otherwise, set T* = T. The forward graininess is p(t) := o(t) —t.
Similarly, the backward graininess is v(t) :=t — p(t).

We make the blanket assumption that 0, 7" are points in T. By an interval (0, T")
we always mean (0, 7) N'T. Other type of intervals are defined similarly.

For f: T — R and t € T, the delta derivative [6] of f at ¢, denoted by f2(¢),
is the number (provided it exists) with the property that given any ¢ > 0, there is a
neighborhood U C T of ¢ such that

[f(a() = f(s) = FE@)o(t) = s]| < elo(t) — s,

forall s € U.

For f : T — Rand t € T,, the nabla derivative [4] of f at ¢, denoted by £V (¢),
is the number (provided it exists) with the property that given any ¢ > 0, there is a
neighborhood U of ¢ such that

[F(p(t)) = £(5) = FY()[p(t) = s]| < elp(t) — s,

for all s € U.

Inthe case T =R, f2(t) = f'(t) = fV(t); when T = Z, f2(t) = f(t+1) —
(&) and fY(8) = £(t) — f(t—1).

A function f : T — R is Id-continuous provided it is continuous at left dense
points in T and its right sided limit exists (finite) at right dense points in T. A
function f : T — R is rd-continuous provided it is continuous at right dense points
in T and its left sided limit exists (finite) at left dense points in T. If T = R, then
f is ld-continuous if and only if f is continuous. If T = Z, then any function is
Id-continuous and rd-continuous. It is known [4] that if f is Id-continuous, then
there is a function F'(¢) such that F'V(t) = f(t). In this case, we define

b
/ F(F)Vr = F(b) — Fla).

Very recently, there is an increasing attention paid to question of positive solution
for second order three point boundary value problems on time scales [3, 8, 19, 20,
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22-24], other related results are referred to [10, 16, 25, 26]. In particular, we would
like to mention some results of Anderson [3], Kaufmann [19], and Sun and Li [23],
which motivate us to consider one-dimensional p-Laplacian m-point boundary value
problem on time scales.

In [3], for the problem

(1.1) uAV (1) + f(t,u(t) = 0,t € (0,T),

(1.2) u(0) = 0, au(n) = u(T),

where f : (0,7) x [0,00)— [0, 00) is ld-continuous, « > 0, n € (0,p(T)) and
an < T, Anderson developed some existence criteria of three positive solutions
by Leggett-Williams fixed point theorem [15]. He also used Krasnosel’skii’s fixed
point theorem [9, 13] to obtain the existence of at least one positive solution to the
problem

(13) uV () + a(t) f(u(t)) = 0, € (0,T),

with boundary condition (1.2) when f is superlinear or sublinear. In [19], Kaufmann
gave the existence results of at least two positive solutions of (1.3) and (1.2). In
[23], Sun and Li discussed the dynamic equation (1.3) with the boundary condition

(1.4) uA(O) =0, au(n) =u(T),

where 0 < oo < 1 and got the existence of at least one or two positive solutions.
However, to the best of our knowledge, there are not any results on the existence
of positive solution for p-Laplacian multi-point boundary value problems on time
scales.
In this paper we discuss the existence of positive solutions for the one-dimensional
p-Laplacian m-point boundary value problem on time scales

(1.5) (2p (2 ®))Y + a(t)f(t, u(t)) =0, t € (0,T),
m—2
(1.6) u(0) =0, w(T) = Y amu(&),
=1
where o, (u) is p-Laplacian operator, i.e., ¢,(u) = [ul’ 2 u, p > 1, (pp) " = @y,

1/p+1/q = 1. Some new and more general results are obtained for the existence
of at least one, two and three positive solutions for the above problem by using
Krasnosel’skii’s fixed theorem [9, 13], new fixed point theorems due to Avery and
Henderson [5] and Leggett-Williams fixed point theorem [15]. The results are even
new for the special cases of difference equations and differential equations, as well



108 Hong-Rui Sun and Wan-Tong Li

as in the general time scale setting. In particular, our results in Section 3 include
and extend many results of Sun and Li [23] (p = 2,m = 3, f(¢t,u) = f(u)) for
the general time scale T; Liu [17] (p = 2,m = 3, f(t,u) = f(u)), and Webb [28]
(p=2,m=3, f(t,u) = f(u)) in the case T = R.

It is also noted that when 22’52 a; = 0, boundary value problem (1.5) and (1.6)
reduce to one dimension p-Laplacian two point boundary value problem. Thus, our
results in Section 3 include the main results of He [11] (f(¢,u) = f(u)) in the case
of T = Z and Sun and Ge [27] (f(t,u) = f(u)) in the case of T = R.

The rest of the paper is organized as follows. In Section 2, we first give four
lemmas which are needed throughout this paper and then state several fixed point
results: Krasnosel’skii’s fixed point theorem in a cone, new fixed point theorem due
to Avery and Henderson and Leggett-Williams fixed point theorem. In Section 3 we
use Krasnosel’skii’s fixed point theorem to obtain the existence of at least one or
two positive solutions of problem (1.5) and (1.6). Section 4 will further discuss the
existence of twin positive solutions of problem (1.5) and (1.6). Two new results and
some corollaries will be presented by new fixed point theorem due to Avery and
Henderson. Section 5 is due to develop existence criteria for (at least) three positive
and arbitrary odd positive solutions of problem (1.5) and (1.6). In particular, our
results in this section are new when T = R (the continual case) and T = Z (the
discrete case).

For convenience, we list the following hypotheses:

(A1) a; > 0fori=1,....m—2,0< & < & < ... < &2 < p(T) and
d=1-""%a; > 0;

(A2) a : (0,7)— [0,00) is Id-continuous such that a(ty) > 0 for at least one
to €[0,T) and f: (0,T) x [0, 00)—[0, 00) is continuous.
2. SOME LEMMAS

To prove the main results in this paper, we will employ several lemmas. These
lemmas are based on the linear boundary value problem

2.1) (¢ (W2(®))" +A(t) = 0,¢ € (0,T),
m—2

(2.2) u(0) = 0,u(T) = Y a;u(&).
=1

Lemma 2.1. If d # 0, then for h € Cy4[0, T] the boundary value problem
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(2.1) and (2.2) has the unique solution

u(t) = /%(/Sh( )V)AS—I—;/OTLPq(/OSh(T)VT)AS
_éng / (/Osh(T)vT) As,

Proof. The proof is similar to that of Lemma 2.1 in [24]. For convenience, we
list it here.

Let » be as in (2.3). Routine calculations verify that « satisfies the boundary
conditions in (2.2). By Theorem 2.10 (i) in [4] or Theorem 8.50 (i) in [6, p 333],

(/atf(t, 5>’)A$>A = f(o(t),t) + /ath(tv $)As

if £ and f2 are continuous. Using this theorem to take the delta derivative of (2.3)

we have .
WA (1) = —, ( /0 h,(T)vT).

A——tTT.
ppuP (1)) = Ah(W

Taking the nabla derivative of this expression and applying Theorem 2.10 (iv) in
[4] or Theorem 8.50 (iv) in [6, p 333],

(/fts ) R A

yields (¢ (uA(t))) = —h(t), so that u given in (2.3) is a solution of (2.1) and
2.2).

It is easy to see that boundary value problem (i, (wA(t)))v =0, 22(0) =
0,2(T) = Y™ % a;a(&;) has only the trivial solution if d # 0. Thus u in (2.3) is
the unique solution of (2.1) and (2.2). The proof is complete.

(2.3)

Thus

Lemma 2.2. Letd > 0. If h € Cj4[0,T] and h > 0, then the unique solution
u of (2.1) and (2.2) satisfies

u(t) >0, t €[0,T).

Proof. Since (¢, (uA(t)))v = —h(t) <0 and ¢, (¢) is a increasing function,
thus u®(t) is nonincreasing. So we obtain u®(t) < u®(0) = 0 and u(t) is a
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nonincreasing function, that is u(t) > w(T') for ¢ € [0, T]. It suffices to prove that

u(T) > 0.
In view of » »
w(T) =Y au(&) > Y au(T),
=1 =1

and 22’52 a; < 1, we have u(T) > 0. The proof is complete.
Now, let the Banach space B = Cj4[0, T (see [3]) be endowed with the norm
[|ull = sup;ejo,r lu(t)|, and choose the cone P C B defined by

p u € B:u(t)>0forte[0,T]and
WAV <0,uB(t) <0fort e (0,T), ur(0)=0 |

Clearly, ||u|]| = u(0) for u € P. Define the operator A : P — B by

Aut) = — /0 " ( /O () f(r u(T))vT> As

(2.4) —|—§ /OT Pq </08 a(t)f(r, u(T))VT> As
- mif ai /0 . ( /O a(n) (. u(T))vT> As.

Obviously, Au(t) > 0 for ¢ € [0, T].

From the definition of A, we claim that for each v € P, Au € P and satisfies
(1.6) and Aw(0) is the maximum value of Aw(t) on [0, T].

In fact,

(20 = ( [ () 1 un)Vr) 20, 1€ 0.7),

is continuous and nonincreasing in (0, 7"); moreover, ¢, (z) is a monotone increasing
continuously differentiable function and
t v
([ aisumnvr) =aosteuw) o
0
then by the chain rule [6, Theorem 1.87, p31], we obtain

(Au)2V(t) <0,
so, A: P — P.
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Lemma 2.3. A: P — P is completely continuous.

Proof. First, we show that A maps bounded set into itself.

Assume ¢ > 0 is a constant and v € P. = {z € P : ||z|| < c}. Note that the
continuity of f(¢,u) guarantees that there isa C' > 0 such that (¢, u) < ¢,(C) for
te[0,7]. So

[Au] = AU(

O

<

<§/ (o

That is, AP, is uniformly bounded.

In addition, notice that
to s
/ o ( / a() f(7, u(T))vT> As
t1 0

/t t 4 ( /O ) a(s)As) Ar
< Clts = ta] 2 </0Ta(s)As> .

So, by applying Arzela-Ascoli theorem on time scales [2] we obtain that AP, is
relatively compact.

In view of Lebesgue’s dominated convergence theorem on time scales [21], it is
easy to prove that A is continuous. Hence, A is completely continuous. The proof
is complete.

|Au(ty) — Au(ts)]| =

<cC

Lemma 2.4. Let u € P, then u(t) > &=t ||ul| for ¢ € [0, 7).

Proof. Since w2V (t) < 0, it follows that u~(¢) is nonincreasing. Thus, for
0<t<T,

u(t) — u(0) = /O WD (s)As > tul (1)
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and
T
w(T) — u(t) = /t WD (s)As < (T — tud (1),

from which we have
tu(T) 4+ (T —t)u(0) _ T —t T-—t
> = .
- > ——u(0) = —— ||

The proof is complete. ]

u(t) >

In the rest of this section, we provide some background material from the theory
of cones in Banach spaces, and we then state several fixed point theorems which
we needed later.

Let E be a Banach space and P be a cone in E. Amap ¢ : P — [0,+00)
is said to be a nonnegative, continuous and increasing functional provided 1 is
nonnegative, continuous and satisfies ¢ (z) < ¢ (y) for all z,y € P and = < y.

Given a nonnegative continuous functional ) on a cone P of a real Banach
space F, we define, for each d > 0, the set

P(,d)={zx e P :y(z)<d}.

Lemma 2.5. [9, 13] Let P be a cone in a Banach space E. Assume €21, (2
are open subsets of £ with 0 € 21,0, C Q. If

A:Pﬂ(ﬁg\ﬁl) — P

is a completely continuous operator such that either
(i) |Az|| < ||z||,Vz € PNOQy and ||Az|| > ||z|,Vz € P NNy,

or

(i) |Az|| > [|z||,Vz € PN and [|Az|| < [[z||,Vz € PN OQ. Then A has
a fixed point in P N (Q22\Q1).

Lemma 2.6. [5]. Let P be a cone in a real Banach space E. Let « and
be increasing, nonnegative continuous functional on P, and let 6 be a nonnegative
continuous functional on P with (0) = 0 such that, for some ¢ > 0 and H > 0,

v(z) < 0(x) < az) and [lzf| < Hy(z)

for all x € P(v,c). Suppose there exist a completely continuous operator A :
P(v,¢) — P and 0 < a < b < ¢ such that

O(Az) < X0(z) for0 < A <1andz € IdP(0,b)

and
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(i) v(Az) > cfor all x € OP(y, ¢);
(ii) 0(Azx) < bforall z € OP(0,b);
(iii) P(a,a) # 0 and a(Az) > a for z € OP(w, a).

Then, A has at least two fixed points, =1 and =2 belonging to P(~, ¢) satisfying
a < a(xy) with 0(z1) < b, and b < 0(x2) with v(z2) < c.
The following lemma is similar to Lemma 2.6.

Lemma 2.7. [18] Let P be a cone in a real Banach space E. Let « and v
be increasing, nonnegative continuous functional on P, and let # be a nonnegative
continuous functional on P with (0) = 0 such that, for some ¢ > 0 and H > 0,

v(z) <0(x) < afx) and [lzf| < Hy(z)

for all x € P(v,c). Suppose there exist a completely continuous operator A :
P(v,¢) — P and 0 < a < b < ¢ such that

O(Az) < X0(z) for0 < A <1and z € dP(0,b)

and
(i) v(Az) < cfor all x € OP(y,¢);
(ii) 0(Az) > b for all x € OP(0,b);
(iii) P(a,a) # 0 and a(Az) < a for z € OP(w, a).

Then, A has at least two fixed points, z1 and =9 belonging to P(~, c) satisfying
a < a(xy) with 0(z1) < b, and b < 0(x2) with y(z2) < c.

Let 0 < a < b be given and let « be a nonnegative continuous concave
functional on the cone P. Define the convex sets P,, P(«, a, b) by

P, = {zeP:|z|| <a},
P(a,a,b) = {xe€P:a<a(x),|z]| <b}.

Finally we state the Leggett-Williams fixed point theorem [15].

Lemma 2.8. Let P be a cone in a real Banach space F, A : P. — P, be
completely continuous and « be a nonnegative continuous concave functional on
P with a(z) < ||z|| for all x € P.. Suppose there exists 0 < d < a < b < ¢ such
that

(i) {z € P(a,a,b) : a(z) > a} # 0 and a(Ax) > a for x € P(a, a,b);
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(i) ||Az|| < d for ||z|| < d;
(iil) a(Az) > a for x € P(«, a,c) with ||Az| > b.
Then A has at least three fixed points x 1, zo, 23 satisfying
|lz1]] < d, a < a(ze), ||zs]| > dand a(zs3) < a.
3. SINGLE OR TWIN SOLUTIONS

In this section, let ¢ be a constant of (0,7) and define

fo(t) = lim f(t,v) and foo(t) = lim f(t, )

u—0+ ‘Pp(u) U—00 ‘Pp(u)'

For the notational convenience, throughout this paper we denote

_ l s
M = Sl ©q </ a(T)VT> As,
T Jo 0

N = é/OT% (/Osa(T)vT> As,
L= TT_C/OC% (/Osa(T)vT> As.

Theorem 3.1. Suppose that there exist different positive numbers ¢’ and &’
such that

and

!/

(3.1) Fltu) < @, (%) . (t,u) € [0,T] % [0,d],

/

(32) Ftu) > o, (bz) (t,u) € [0, ] x [TL_CM]

Then (1.5) and (1.6) has at least one positive solution «* such that |ju*|| lies
between o’ and b'.

Proof. Without loss of generality, we assume that o’ < ¢'. Let
Qv ={ueB:|ul|<d} and Qy ={ueB:|ul| <b'}.

We claim that
(1) [[Au|| < JJul| for u € PN OQys; (i) ||Au|| > ||ul| for v € P N oQYy,.
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To justify (i), let u € PNoQ,, then |jul| = o’ and 0 < u(t) < a’ fort € [0, T7.
So, in view of (2.4) and (3.1), we have

To prove (ii), let w € PN 0Qy, then ||u|| = b’ and

T —c
1 g > g
tre%g]u(t) u(c) > T [l

T—c¢c
b.
T

So T
T_Cb’ < u(t) <V fort €[0,d.

Hence, by Lemma 2.4, (2.4) and (3.1), we get

T—c¢c T—c¢c
A =
— Au] = = Au(0)

_ Td;c [/OT - (/0 a(r) £, W))w) As

- mZ oi [ ([ a7 w0 ASI
Td;c [/OT v ( /0 a() f(r, u(T)WT) As

_sz_fai /OT Pq (/08 a(t)f(r, u(r))VT) As]

- T; - /OT Pq (/08 a(t) f(r, U(T))VT> As
T; - /OC Pq (/08 a(t) f(r, U(T))VT> As

Au(c)

Y

A\
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> %/J% (/Osa(T)vT> As

=0 = Jul.

Therefore, || Au|| > Au(c) > |Jul.

Having obtained (i) and (ii), it follows from Lemma 2.5 that A has a fixed
point u* € PN (Qy\Qy) , that is, u* is a positive solution of (1.5) and (1.6) and
a’ < ||u*|| < b'. The proof is complete.

Corollary 3.1. Suppose that one of the following assumptions holds:
(C1) folt) < epl(F), t € [0, T) and foo(t) > oy (g ) for ¢ € [0,

(C2) folt) > oy (reyz ) t € 10, and fuo(t) < i () for ¢ € [0,7].

Then (1.5) and (1.6) has at least one positive solution.

Proof. First assume that (C;) holds, then there exist sufficiently small a’ > 0
and sufficiently large ' > 0 such that

[t ¢p <%> » (t,u) € [0,T] x [0,d],

p(u)
L), e [T52, o).

) <o (%) )€ 0.7] % 0.0

it > @p(m)m) oo (7)o etnax [T,

By Theorem 3.1 we know that (1.5) and (1.6) has at least one positive solution.
Next assume that (C5) holds, then there exist 0 < o’ < b’ such that

and

><pp

Hence, we have

f(t,’LL) r u C a’
(3.3) o) z<pp<(T_C)L), (t,u) €[0,c] x [0,d],

f(t,u) 1 u c ! +o0
(3.4) @p(u)§¢p<N),(t, ) €[0,¢] x [, +00) .

By (3.3), we have
T

f(t,u) > ¢p (m) op (u) > wp ((T—%)L) #p (%a) ¥ (%’)

for (t,u) € [0, c] x [%=5d’, d']. Hence, the condition (3.2) holds.




p-Laplacian m-Point BVPs on Time Scales 117

Now, we deal with (3.4). There are two cases to be considered.

Suppose that f(¢, «) is bounded. Then f(¢,u) < ¢,(K) forall (¢,u) € [0,T] x
[0, +00) for some constant K > 0. In view of (3.4), there is » > 0 satisfying
op(r) > max {p,(t'), Kpp(N)}, such that

ftu) < K <@p(r/N), (t,u) € [0,T] < [0,7],

hence, condition (3.1) holds.

Suppose that f (¢, ) is unbounded. Then there exist ¢y € [0, 7] and r; > b such
that f(t,u) < f(to,r1) for (t,u) € [0,T] x [0,71]. By (3.4), we have f(t,u) <
f(to,m1) < @p(r1/N) for (t,u) € [0,T] x [0,71]. Therefore, (3.1) holds. Now by
Theorem 3.1 we get the required conclusion. The proof is complete.

Remark 3.1. It is easy to see that Corollary 3.1 include the case that f is
superlinear, i.e., fo(t) = 0 and fo(t) = oo,t € [0,7]; and the case that f is
sublinear, i.e., fo(t) = oo and foo(t) = 0,t € [0, T7.

Theorem 3.2. Suppose that there exists a’ > 0 such that (3.1) hold, and that

fo(t) > ¢p (ﬁ) ,t€10,d,

and

foo(t) > op ((T%)L) te0,d.

Then (1.5) and (1.6) has at least two positive solutions w1, uy such that

0 < Jluall <a’ <lugf-

Proof. From the proof of Corollary 3.1, we may take 0 < ¢y < a’ < ao such
that -
a — C
f(tv ’LL) Z @p <fl> ) (tv ’LL) € [07 C] X |: T ai, a1:| )

and

) =6y (F), () €10,¢] x [

Hence, by Theorem 3.1, (1.5) and (1.6) have two positive solutions u; and us such
that 0 < |luq]| < @’ < ||ug| . The proof is complete.

C
as,as| .

Theorem 3.3. Suppose that there exists b’ > 0 such that (3.2) hold, and that

fo(t) < ¢p (%) , t€10,7],
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and .
foo(t) < @p (N) , t€]0,T].
Then (1.5) and (1.6) has at least two positive solutions w 1, us such that
0 < [lua]l <" < Jluzfl-
The proof of Theorem 3.3 is similar to that of Theorem 3.2, we omit it here.

Remark 3.2. From Theorems 3.1, 3.2 and 3.3, it is easy to see that, when
the assumption like (3.1), (3.2) and (C;) or (C,) are imposed appropriately on f,
we can obtain the existence of an arbitrary number of positive solution of (1.5) and
(1.6).

4. FURTHER REsSULTS ON TWIN SOLUTIONS

In the following part of this paper, let [ = max{t € T:0 < ¢ <T/2} and fix
¢ € T such that ¢ < [ < T. Define ~, 0, and « are nonnegative, increasing and
continuous functionals on P with

7(u) = min u(t) = u (1),

t€le,l]
O(u) = t)=wu(l
(u) tgl[%]u( )=u(l),
and
= t) = .
a(u) tgg;s]u( ) = u(c)
We observe that, for each u € P,
(4.1) Y(u) = 0(u) < afu).
In addition, for each u € P,~(u) = u(l) > Z= ||u|| . Thus
@) full < =—(u).ue P
. ull < (), u .

Finally, we also note that
O(Au) = N0(u), 0 <A <1anduedP(0,).
We now present the results in this section.

Theorem 4.1. Suppose that there are positive numbers a’ < b’ < ¢’ such that
(T — Z)L /
—~C.
TN
Assume f(t,u) satisfies the following conditions:

L
0 F< =¥
<d < b <
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cﬁ>' (t,u) € [0,1] x [6/7 TL—ZCI} 7
)1 (t,u) € [0,T] x [07 TL—b/} 7
(iii) f(t,u) > ¢p %)’ (t,u) € [0, c] x [a’, Tica/} '

Then (1.5) and (1.6) has at least two positive solutions « ; and usy such that

—~

< t) with t) <V and b/ < t) with mi <.
a tgg);] uy(t) tren[%% w1 (t) trgl[?% ua(t) trél[g}] us(t) < c

Proof. By the definition of operator A and its properties, it suffices to show
that the conditions of Lemma 2.6 hold with respect to A.

We first show that if u € OP(~, '), then v(Au) > ¢

Indeed, if u € OP(~, ), then

y(u) = min u(t) = u(l) = ¢.
t€le,l]

Since u € P, |jul| < 757 (u) = 75/, we have

d <u(t) <

/
T_lc,te [0,1].

As a consequence of (i),

C/

Ftut)) > o, (M) telo,).
Also, Au € P implies that

Y(Au) = Au <z>

T T
= Td ), ©q </0 a(r )VT) As
m—2 &
Tle az/o ©q </0 a(t)f(r ,u(T))VT)As
T
r dl ; </0 a(t )VT)AS
m—2

Td ;“Z/OT% (/0 a(r (,u(r))vr>A3

_ TT_dl (1_ > az> /0qu (/Osa(T)f(T,u(T))vT> As

v
S
Q
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> % o ( /0 T a(r)f(r, W))w) As

0

T [ ([ ateyer) e

Next, we verify that 0(Au) < ¥ for u € OP(0,V).

Let us choose u € JP(0,V'), then O(u) = max;cp ryu(t) = u(l) = b'. This
implies 0 < w(t) < b, t € [I,T]. Since u € P, we also have &/ < u(t) < |lul] <
Au(l) = #b for t € [0,1]. So

T
< < — )
0 <uft) < 7—b, t€[0,T]
Using (ii),
/

J(tu(t) < ¢p (%) Jte[0,T].
Also, Au € P implies that
0(Au) = Au(l) < Au(0)

b/ T S
< — a(t)VT | As
N J, ‘Pq(/o () )
=b.

Finally, we prove that P(«a, d’) # 0 and a(Au) > o for all u € OP(a, ).
In fact, the constant function %/ € P(a,d’). Moreover, for u € OP(a, d), we
have
= t) = =a.
a(u) tgg)jg]u( )=u(c)=a

This implies

Using assumption (iii),
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As before Au € P, we obtain

a(Au) = (Au)(c) > 1=

vV
|
3|
IS8
)
S—
N o
S
2
7 N
o\m
2
A
=
<
\1
~
P
®

_Tgai /OT ©q (/08 a(t) f(r, u(r))VT) As]

- T; . /0qu (/08 a(t) f(r, U(T))VT> As
T; - /OC Pq (/08 a() f(r, U(T))VT> As
> %T; ‘ /chq </08a(T)VT) As=d.

Thus, by Lemma 2.6, there exists at least two fixed points of A which are positive
solutions u; and s, belonging to P(vy, ¢), of the BVP (1.5) and (1.6) such that

Y

a’ < afuy) with O(uq) < b, and b’ < 0(ug) with v(us) < .
The proof is complete.

Theorem 4.2. Assume that there are positive numbers o’ < b’ < ¢’ such that

T — T —c)N
0<d < ch’<( T]\Z) c.

Suppose f(t, ) satisfies the following conditions:

(i) f(t,u) < @p(f) for (¢,u) € [0,T] x [0, 7],
(il) f(t.u) > @p(Fp) for (t,u) € 0,1] x [V, 750,
(i) f(t,u) < @p(5) for (t,u) € [0,¢] x [0, 757a’].

Then (1.5) and (1.6) has at least two positive solutions « ; and uz such that

a’ < max wuy(t) with max ui(t) < b and b’ < max ua(t) with max us(t) < ¢
tele,T] te(l,T] te(l,T] tele,l]
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Using Lemma 2.7, the proof is similar to that of Theorem 4.1 and we omit it
here.

Corollary 4.1. Assume that f satisfies conditions
(i) fot) > ¢p (7). t€[0,0]and fu(t) > ¢p (7).t €[0,c];
(ii) there exists a’ > 0 such that

!/

Ftu) < @, (%) (t,u) € [0,T] x [0, a].

Then (1.5) and (1.6) has at least two positive solutions.

Corollary 4.2. Assume that f satisfies conditions

(i) fo(t) < ¢p (L), t € 0, T] and foo(t) < pp (L58), t € [0, ¢);
(i) there exists b’ > 0 such that

/

Fltw) > o (F) () € [0,]] x [b’, Ti_lb] .

Then (1.5) and (1.6) has at least two positive solutions.
By applying Theorem 4.1 and Theorem 4.2 respectively, the proof of Corollary
4.1 and Corollary 4.2 are easy and we omit them.

5. TRIPLE SOLUTIONS

Let the nonnegative continuous concave functional ¥ : P — [0, co) be defined
by

Theorem 5.1. Suppose that there exist constants 0 < d’ < a’ such that
(i) f(t,w) < @p(F), (tu) € [0,T] x [0,d];
(it) f(t,u) > p(47) (t,u) € [0,1] x [, 755d'];
(iii) one of the following conditions holds:
(Dl) hmu—>oo maXtE[O,T] % < @p(%)v
(Dy) there exists a number ¢’ > 725 a’ such that f(t,u) < ¢,(%) for (t,u) €
[0,T] x [0, .
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Then (1.5) and (1.6) has at least three positive solutions.

Proof. By the definition of operator A and its properties, it suffices to show
that the conditions of Lemma 2.8 hold with respect to A.

We first show that if (D;) holds, then there exists a number I’ > Tl_la/ such
that A : ?l/ — Pp.

Suppose that

. f(t,u) 1
1 < —
wso e 1) pp(u) P A\N
holds, then there are 7 > 0 and § < % such that if u > 7, then

max f(t,u) <
t€[0,T] p(u)

‘Pp((s)-

That is to say,
f(t,u) < @p(0u), (t,u) € [0,T] x [, 00).
Set A = max {f(t,u) : (t,u) € [0,T] x [0, 7]}, then

(5.1) f(t,u) < X+ p(du), (t,u) € [0,T] x [0, 00).
Taking

/ T, App(N)
(5.2) l >maX{T—_la,<pq <#p((5]\f)>}

If w € Py, then by (2.4), (5.1) and (5.2), we obtain

[Aul| = Au(
_ % ( ))v7> As—
éng / ( / N u(T))vT> As
< L el [ sty o
gé/ (/ A+¢p5u))vT>As
1

< <o, ()\+<pp((5l))/0 4 (/Osa(T)vT> As

= Pq ()‘ + ‘Pp((ﬂ/)) N
<.
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Next we verify that if there is a positive number ’ such that f (¢, u) < ¢, (r'/N)
for (t,u) € [0,T] x[0,7'], then A : P,s — P,.
Indeed, if u € P,,, then

4] = Au(0)

IN
Ul
o\

~
/\
/\o\

Q

<I

\1
N~

P>

»

thus, Au € P,.

Hence, we have shown that either (D) or (D5) holds, then there exists a number
¢ with ¢/ > Z5a’ such that A: P, — P It is also note from (i) that A : Py —
Pd/.

Now, we show that {u € P(V,d, 75d") : U(u) > a’} # 0 and ¥(Au) > o
for all w € P(V,d, 7 la,)

In fact,

2T — 1)ad’
uz%é{ueP(\P,a/

For u € P(¥,d, 7d’), we have

,Ti_la/) W) > a'}.

"< mi = < <
a < trgl[ér}]u(t) u(l) <u(t) < T

for all ¢t € [0, ]. Then, in view of (ii), we know that
—1

U(Au) = min Au(t) = Au(l) >

A
t€(0,]] u(O)

_ TT—_dl OT% ( /0 () f(T,u(T))vT) As

_TT_—dl mf o / " ( /O () f(r u(T))vT> Asr

Y2
’ﬂ‘l
IS8

(e}
S~

S

2

7 N
o\m o

2

A

=

<
\1
~__
>
S
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> T2 [, ( /0 Ca(r)f(r, u(T))vT> As

T ([ are) asma

Finally, we assert that if u € P(¥, o', ') and ||Aul| > 754d/, then ¥(Au) > d'.
Suppose u € P(¥,d’, ) and ||Au|| > 75a’, then

T-—1

U(Au) = min Au(t) = Au(l) > Au(0)
t€(0,]]
= % | Aul| > o'

To sum up, the hypotheses of Lemma 2.8 are satisfied, hence BVP (1.5) and
(1.6) has at least three positive solutions w1, ug, ug such that

lui|| < d',a’ < min us(t) and [Jus| > d’ with min usz(t) < o’
t€0,l] te[0,l]

The proof is complete.

From Theorem 5.1, we see that, when assumption like (i), (ii), and (iii) are
imposed appropriately on f, we can establish the existence of an arbitrary number
of positive solutions of (1.5), (1.6).

Theorem 5.2. Suppose that there exist constants
0<d/1<a’/1<Ti—la/1<dl2<al2<Ti—la/2<dl3<"'<d;”n€N’
such that the following conditions are satisfied:
(i) f(tu) < ey (%) (tu) € 0.7) x [0, d});
(i) ftu0) = ¢y (55), () € 0,0) x [af, 7al;
Then (1.5) and (1.6) has at least 2n — 1 positive solutions.

Proof. When n = 1, it is immediate from condition (i) that A : Fdi — Py C

ﬁd/l, which means that A has at least one fixed point u; € ﬁdi by the Schauder
fixed point theorem. When n = 2, it is clear that Theorem 5.1 holds (with ¢; = d},).
Then we can obtain at least three positive solutions w1, us, and ug satisfying

lui|| < d}, min us(t) > a}) and ||uz|| > d} with min us3(t) < a.
te0,]] te[0,l]

Following this way, we finish the proof by induction. The proof is complete.
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