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A NEW CLASS OF DOUBLY NONLINEAR EVOLUTION EQUATIONS

Masayasu Aso, Takesi Fukao and Nobuyuki Kenmochi

Abstract. In this paper we consider the solvability for a new class of doubly
nonlinear evolution equations. The motivation of this work comes from a
transmission problem of two degenerate parabolic equations with convection
term, in which the transmission boundary is time-dependent. We give an
abstract existence result, and show that the weak variational formulation for
the transmission problem can be solved by applying this abstract result. In our
existence proof, the abstract theory of pseudo-monotone operators is useful.

1. INTRODUCTION

Let 0 < T < +1. We consider an evolution equation of the form:

(1:1) u0(t)+K(t; µ(t))+G(t; u(t)) = f(t) in V ¤ for a:e: t 2 [0;T ];

(1:2) u(0) = u0;

where u0 := du=dt. Here, for each t 2 [0;T ], K(t; ¢) is a weakly continuous
operator from a reflexive Banach space V into its dual space V ¤, G(t; ¢) is a
weakly continuous operator from a Hilbert space H into V ¤, where V is imbedded
densely and compactly in H, f is a given source function and u0 is an initial datum.
Equation (1.1) is considered with the following relation between µ and u:

(1:3) µ(t) = @Ãt(u(t)) in V for a:e: t 2 [0;T ];

where fÃtg is a family of proper, lower semicontinuous and convex functions on
space V ¤ and @Ãt is the subdifferential of Ãt from V ¤ into V ; especially in our
setting the subdifferential @Ãt is assumed to be singlevalued.
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Some types of doubly nonlinear evolution equations have been considered so
far, for example,

(1:4) A(u0(t)) +B(u(t)) 3 f(t);

which was considered by Arai [1], Senba [21], Colli and Visintin [8] and Colli
[7], where A and B are maximal monotone, possibly nonlinear and multivalued
operators from V into V ¤; in Colli [7], A is bounded and B is unbounded so that
the domain D(B) is contained in a Banach space W imbedded compactly in V .
Another type of doubly nonlinear evolution equations is of the form:

(1:5)
d

dt
A(u(t)) +B(u(t)) 3 f(t);

which was treated, for instance, by Kenmochi [16], Kenmochi and Pawl-ow [17],[18],
and recently Maitre and Witomski [19]. In our problem, the unknown u can be elim-
inated by (1.3). In fact, using the conjugate convex function Ãt¤ of Ãt, we obtain
from (1.3) that

(1:6) u(t) 2 @Ãt¤(µ(t)) in V ¤;

where @Ãt¤ is the subdifferential of Ãt¤ from V into V ¤. Hence (1.1) is formally
written in the form

(1:7)
d

dt
@Ãt¤(µ(t)) +K(t; µ(t)) +G

³
t; @Ãt¤(µ(t))

´
3 f(t) in V ¤:

This is a new type of doubly nonlinear evolution equations in respect that the time
derivative of @Ãt¤(µ(t)) is included in the equation as well as a highly nonlinear
perturbation G(t; @Ãt¤(µ(t))). We have not noticed any results on this class of evo-
lution equations. In this paper we give an existence result for problem f(1.1)-(1.3)g.
In our construction of a solution, we approximate (1.1) by a time discretization
scheme. After getting some uniform estimates we discuss its convergences to obtain
a solution of our problem.

The above type of evolution equations arises from transmission problems of two
degenerate parabolic equations. This problem has been studied by Fukao, Kenmochi
and Pawl-ow [11]. In their paper it was treated as a system of transmission-Stefan
type. Two degenerate parabolic equations are combined by the transmission condi-
tion. In this case the problem is formulated as an initial value problem for (1.1) in
an abstract Banach space, which will be discussed in detail in the last section.

2. MAIN RESULT

Throughout this paper, we denote by V a real reflexive Banach space with norm
j ¢ jV , by V ¤ the dual space of V and by h¢; ¢iV ¤;V the duality pairing between V ¤
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and V . Moreover, let H be a real Hilbert space with inner product (¢; ¢)H and norm
j ¢ jH such that the following dense and compact imbeddings are satisfied:

V
d
,!H

d
,!V ¤:

Without loss of generality we may assume that V and V ¤ are strictly convex spaces.
Now consider the initial value problem (DN):= f(2.1)-(2.3)g:

(2:1) u0(t)+K(t; µ(t))+G(t; u(t)) = f(t) in V ¤ for a:e: t 2 [0;T ];

(2:2) µ(t) = @Ãt(u(t)) in V for a:e: t 2 [0;T ];

(2:3) u(0) = u0;

under the following assumptions (A1)-(A3):

(A1) For each t 2 [0;T ], Ãt is a proper, lower semicontinuous and convex
function on V ¤ with D(Ãt) ½H, and Ãt is coercive, that is, there exists a positive
constant C0, independent of t, such that

(2:4) Ãt(u) ¸ C0juj2H for all u 2D(Ãt):

Moreover Ãt satisfies the following time-dependent condition: For each t; s 2 [0;T ]
and u 2D(Ãs), there exists ~u 2 D(Ãt) such that

(2:5) j~u¡ ujV ¤ · C1jt¡ sj
³
Ãs(u)

1
2 + 1

´
;

(2:6) Ãt(~u)¡ Ãs(u) · C1jt ¡ sj(Ãs(u)+ 1);

where C1 is a positive constant independent of t; s and u. In addition, Ãt is strongly
monotone in the following sense:

(2:7) hu1¡u2; µ1¡ µ2iV ¤;V ¸ C2jµ1¡µ2j2H for all µi = @Ãt(ui) and i = 1;2:

(A2) The operator K(t; ¢) : D(K(t; ¢)) = V ! V ¤ satisfies that
(coerciveness)

(2:8) hK(t; µ); µiV ¤;V ¸ C3jµj2V ¡C4 for all µ 2 V and t 2 [0; T];

(boundedness)

(2:9) jK(t; µ)jV ¤ · C5jµjV + C6 for all µ 2 V and t 2 [0;T ];
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where C3, C4, C5 and C6 are positive constants. Moreover K(¢; ¢) satisfies the
following property: If µn ! µ in L2(0;T ;H) and weakly in L2(0; T; V ) as n !
+1, then

(2:10) K(¢; µn(¢; ¢))! K(¢; µ(¢; ¢)) weakly in L2(0; T; V ¤) as n!+1:
In addition, for each µ 2 V , K(¢; µ) is continuous with respect to t in the following
sense: There exists a continuous function ! : [0;+1) ! [0;+1) with !(0) = 0
such that

(2:11) jK(t; µ)¡K(s;µ)jV ¤ · !(jt ¡ sj)(jµjV +1) for all t; s 2 [0;T ]:

(A3) The operator G(t; ¢) : D(G(t; ¢)) =H ! V ¤ satisfies that
(boundedness)

(2:12) jG(t;u)jV ¤ · C7jujH + C8 for all u 2 H and t 2 [0;T];

where C7 and C8 are positive constants. Moreover G(¢; ¢) satisfies the following
property: If tn ! t and un! u weakly in H as n! +1, then

(2:13) G(tn;un) !G(t;u) weakly in V ¤ as n! +1:
Here we give the definition of a solution of (DN).

Definition 2.1 A pair fu; µg of functions u;µ : [0;T ]!H is called a solution
of (DN), if u 2W1;2(0; T; V ¤)\L1(0; T;H), µ 2L2(0;T ;V ) and fu;µg satisfies
(2.1), (2.2) and (2.3).

Our main theorem is formulated now:

Theorem 2.1 Assume that (A1)-(A3) hold. Given f 2 L2(0; T; V ¤) and
u0 2 D(Ã0), (DN) has at least one solution fu;µg.

We shall prove our existence theorem in sections 3 and 4. Our main idea for
the construction of a solution is to employ the time discretization method for (DN).

3. APPROIMATION OF (DN)

In order to construct a solution of (DN), we use the time discretization method
to approximate problem (DN). For an arbitrary N 2 N, we put hN := T=N,
tNk := khN for k = 0; 1; : : : ; N and uN0 := u0. Then, we consider the following
time discretization scheme for (DN): Find a pair fuNk ; µNk g of functions satisfying
that

(3:1)
uNk ¡ uNk¡1

hN
+K(tNk ; µ

N
k ) =¡G(tNk¡1; u

N
k¡1) + fNk¡1 in V ¤;
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with

(3:2) µNk = @Ãt
N
k (uNk ) in V for k = 1; 2; : : : ; N;

where fNk is the discrete approximation of f given by

(3:3) fNk :=
1

hN

Z tNk+1

tNk

f(s)ds for k = 0;1; : : : ;N ¡ 1:

Now we discuss the solvability of (DN)N := f(3.1), (3.2)g. For simplicity, put
A(t; ¢) := (@Ãt)¡1 . Note that (DN)N can be written in the form:

(3:4) A(tNk ; µ
N
k )+hNK(tNk ; µ

N
k ) 3 uNk¡1¡hNG(tNk¡1; u

N
k¡1)+hNf

N
k¡1 in V ¤:

In order to construct the time discretization scheme, for each fixed tNk , it suffices
to check the existence of a solution µ 2 V of

(3:5) A(tNk ; µ) + hNK(tNk ; µ) 3 g¤ in V ¤;

where g¤ is given in V ¤. Now we recall the following general theory of nonlinear
operators.

Proposition 3.1 Let Z be a real reflexive Banach space and Z¤ be the dual
space of Z. Assume that a multivalued operatorN : Z !Z¤ satisfies the following
conditions (N1) and (N2):

(N1) For each z 2 Z, Nz is a non-empty, bounded, convex and closed set in V ¤.

(N2) N is weakly sequentially upper semicontinuous and it is coercive, that is,

lim
jzjZ!+1

inf
z¤2Nz

hz¤; ziZ¤;Z
jzjZ

= +1:

Then N is surjective, that is, R(N ) = Z¤.

This proposition is well-known; for instance, it is an immediate consequence of
the abstract results on the surjectiveness of nonlinear multivalued operators of Type
M (see Brézis [3], Browder and Hess [6], Kenmochi [15] and so on).

Lemma 3.1 (i) Let t 2 [0;T ] and N 2 N. Then D(A(t; ¢)) = V and
A(t; µ) + hNK(t; µ) is a non-empty, bounded, convex and closed set in V ¤ for
each µ 2 V .
(ii) A(t; ¢) + hNK(t; ¢) is weakly sequentially upper semicontinuous and coercive
as a mapping from V into V ¤.
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Proof. (i) SinceA¡1(t; ¢) = @Ãt, by (2.4) we haveR(A¡1(t; ¢)) =D(A(t; ¢)) =
V and the boundedness of A(t; ¢). From the maximal monotonicity of A(t; ¢) it fol-
lows immediately that A(t; µ) + hNK(t; µ) is non-empty, bounded, convex and
closed set in V ¤ for all µ 2 V .
(ii) The coerciveness of A(t; ¢)+hNK(t; ¢) is seen from (2.8) and the monotonicity
of A(t; ¢). Lastly we check that A(t; ¢) + hNK(t; ¢) is weakly sequentially up-
per semicontinuous in V ¤ . Now note that K(t; ¢) is a singlevalued and weakly
continuous operator from V into V ¤, and A(t; ¢) is a subdifferential operator with
R(A(t; ¢)) = D(A¡1(t; ¢)) ½ D(Ãt) ½ H. Therefore, by the compact imbedding
V ,! H, we see that the graph G(A(t; ¢)+hNK(t; ¢)) is weakly closed in V £V ¤,
which implies the conclusion.

This lemma and Proposition 3.1 imply that for each fixed N 2 N, k =
0; 1; : : : ; N, and any given g¤ in V ¤, there exists µ 2 V which satisfies (3.5). In
our setting, the subdifferential operator @Ãt is singlevalued. Thus, Lemma 3.1 and
Proposition 3.1 show that our approximation scheme (DN)N has solutions uNk 2 H
and µNk 2 V for each N 2N and k = 0; 1; : : : ; N.

Moreover we obtain the following estimates for fuNk ; µNk g.

Lemma 3.2 There exists a positive constant M1 independent of N such that

(3:6) Ãt
N
k (uNk )·M1 for all k = 0;1; : : : ;N;

(3:7) hN

NX

k=1

jµNk j2V ·M1:

Proof. Multiplying (DN)N by µNk we obtain

1

hN
(uNk ; µ

N
k )H ¡ 1

hN
(uNk¡1; µ

N
k )H + hK(tNk ; µ

N
k ); µNk iV ¤;V

= ¡hG(tNk¡1; u
N
k¡1); µ

N
k iV ¤;V + hfNk¡1; µ

N
k iV ¤;V :

(3.8)

By conditions (2.5) and (2.6) in (A1) for t := tNk , s := tNk¡1 and u := uNk¡1 2
D(Ãt

N
k¡1) we can find an element ~uNk 2D(Ãt

N
k ) such that

(3:9) j~uNk ¡ uNk¡1jV ¤ · C1hN
³
Ãt

N
k¡1(uNk¡1)

1
2 + 1

´
;

(3:10) Ãt
N
k (~uNk )¡ÃtNk¡1(uNk¡1) · C1hN(Ãt

N
k¡1(uNk¡1) + 1):

By the definition of subdifferential @ÃtNk and (3.9) we get



A New Class of Doubly Nonlinear Evolution Equations 109

1

hN
(uNk ; µ

N
k )H ¡ 1

hN
(uNk¡1; µ

N
k )H

=
1

hN
(uNk ¡ ~uNk ; µ

N
k )H +

1

hN
(~uNk ¡uNk¡1; µ

N
k )H

¸ 1

hN

³
Ãt

N
k (uNk )¡ ÃtNk (~uNk )

´
¡ C1

³
Ãt

N
k¡1(uNk¡1)

1
2 +1

´
jµNk jV :

Moreover, by Schwarz’s inequality and (3.10),

1

hN

³
Ãt

N
k (uNk )¡ÃtNk (~uNk )

´
¡C1

³
Ãt

N
k¡1(uNk¡1)

1
2 + 1

´
jµNk jV

¸ 1

hN

³
Ãt

N
k (uNk )¡ÃtNk¡1 (uNk¡1)

´
+

1

hN

³
Ãt

N
k¡1(uNk¡1)¡Ãt

N
k (~uNk )

´

¡ C2
1C"1Ã

tNk¡1(uNk¡1)¡ "1jµNk j2V ¡C2
1C"1 ¡ "1jµNk j2V

¸ 1

hN

³
Ãt

N
k (uNk )¡ÃtNk¡1 (uNk¡1)

´
¡ C1(Ã

tNk¡1(uNk¡1) +1)

¡ 2"1jµNk j2V ¡ C2
1C"1Ã

tNk¡1(uNk¡1)¡C2
1C"1

=
1

hN

³
Ãt

N
k (uNk )¡ÃtNk¡1 (uNk¡1)

´

¡ 2"1jµNk j2V ¡ (C1 + C2
1C"1 )Ã

tNk¡1 (uNk¡1)¡ (C1 +C2
1C"1);

hereafter "i is an arbitrary positive constant and C"i := 1=(4"i) for each i 2 N.
Next, by the coerciveness (2.8) of K we have

hK(tNk ; µ
N
k ); µNk iV ¤;V ¸ C3jµNk j2V ¡ C4:

By the boundedness (2.12) of G we have

h¡G(tNk¡1;u
N
k¡1); µ

N
k iV ¤;V + hfNk¡1; µ

N
k iV ¤;V

· C2
7C"2juNk¡1j2H +C2

8C"2 + 3"2jµNk j2V +C"2jfNk¡1j2V ¤:
We obtain from (3.8) with the help of (2.4) that

1

hN

³
Ãt

N
k (uNk )¡ ÃtNk¡1(uNk¡1)

´
+ (C3¡ 2"1¡ 3"2)jµNk j2V

·
µ
C1 + C2

1C"1 +
C2

7C"2
C0

¶
Ãt

N
k¡1 (uNk¡1) +C"2jfNk¡1j2V ¤

+ (C1 + C2
1C"1 + C4 +C2

8C"2);

(3.11)
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where "1 and "2 are chosen so as to satisfy C3 ¡ 2"1¡ 3"2 > 0. This inequality
can be written in the form

(3:12) Ãt
N
k (uNk ) + M2 ·

µ
1 +

TM3

N

¶
(Ãt

N
k¡1(uNk¡1) +M2) for all k = 1; : : : ; N;

where M2 and M3 are positive constants independent of N; M2 depends on
jf jL2(0;T ;V ¤) and M3 := C1 + C2

1C"1 + (C2
7C"2=C0). Here, applying the discrete

Gronwall’s inequality to (3.12), we obtain

(3:13) Ãt
N
k (uNk ) · exp(TM3)(Ã

0(u0) +M2) for all k = 1; 2; : : : ; N:

Next, we multiply (3.11) and (3.13) by hN and sum them up for k = 1; 2; : : : ; N
to obtain

ÃT (uNN)+(C3¡2"1¡3"2)hN

NX

k=1

jµNk j2V ·M3hN

NX

k=1

Ãt
N
k¡1 (uNk¡1)+M2T+Ã0(u0):

Hence (3.7) is obtained from this inequality together with (3.13).

Now, let fuNi ; µNi gNi=0 be the discretization scheme of (3.1), (3.2) and (3.3)
constructed above and define the piecewise linear H-valued function uN generated
by fuNi g on [0;T ], that is, uN(0) := u0 and

uN(t) :=
(t ¡ tNk¡1)u

N
k +(tNk ¡ t)uNk¡1

hN
if t 2 (tNk¡1; t

N
k ] for k = 1; 2; : : : ; N:

It is clear that uN 2C([0;T ];H) for each N 2N. Moreover, we have the follow-
ing lemma:

Lemma 3.3 fuNg1N=1 is equicontinuous as a family of functions from [0; T]
into V ¤ and uniformly bounded on [0;T ] as H -valued functions.

Proof. Using Lemma 3.2, we have juNk jH · (M1=C0)
1=2 for k = 1;2; : : : ;N,

so that fuNg is uniformly bounded on [0;T ] as H-valued functions. Next we
take s; t 2 [0;T ] with s · t such that s 2 [tNk¡1; t

N
k ] and t 2 [tNj¡1; t

N
j ], where

1 · k · j ·N. We see from the boundedness (2.9) of K and (2.12) of G together
with (2.4), (3.6) and (3.7) that there exists a positive constant M4, which depends
on C6 and C8, such that
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juN(t)¡uN(s)jV ¤

· 2

jX

`=k

juN` ¡ uN`¡1jV ¤

· 2

µ
hN

jX

`=k

jK(tN` ; µ
N
` )jV ¤ +hN

jX

`=k¡1

jG(tN` ; u
N
` )jV ¤ + hN

jX

`=k¡1

jfN` jV ¤
¶

· 2
³
hN(j ¡ k+ 1)

´1
2

½
C5

µ
hN

NX

k=1

jµNk j2V
¶ 1

2

+ C7

µ
hN

NX

k=1

Ãt
N
k (uNk )

C0

¶1
2

+M4 + jf jL2(0;T ;V ¤)

¾

· 2(jt¡ sj+2hN)
1
2

½
C5M

1
2
1 + C7

µ
TM1

C0

¶ 1
2

+M4 + jf jL2(0;T ;V ¤)

¾
;

which shows the equicontinuity of fuNg on [0; T].

By virtue of Lemmas 3.2, 3.3 and the Ascoli-Arzela’s theorem it is easily seen
that there exists a subsequence fNng ½ fNg and there exists a function u 2
C([0;T ];V ¤) such that

(3:14) uNn ! u in C([0; T]; V ¤) as n! +1:

Moreover, define the V ¤-valued step function ¹uN and the V -valued step function
¹µN on [0;T ] by putting ¹uN(0) := u0, ¹µN(0) := @Ã0(u0) and

(3:15) ¹uN(t) := uNk ; ¹µN(t) := µNk if t 2 (tNk¡1; t
N
k ] for k = 1;2; : : : ;N:

Then (3.14) implies

(3:16) sup
t2[0;T ]

j¹uNn(t)¡u(t)jV ¤ ! 0 as n!+1:

Next, we prove the following convergence and relation between u and µ:

Lemma 3.4 There exists a subsequence fNmg ½ fNng with Nm ! 1 as
m! +1 and there exists a function µ 2 L2(0; T; V ) such that

(3:17) ¹µNm ! µ weakly in L2(0;T; V ) as m! +1:

Moreover the pair fu; µg satisfies that µ(t) = @Ãt(u(t)) in V for a.e. t 2 [0; T].
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Proof. By (3.7) in Lemma 3.2, we see that f¹µNng1n=1 = f@Ãt(¹uNn)g1n=1 is
bounded in L2(0;T ;V ), which implies (3.17) for some subsequence fNmg. Next,
we show that µ(t) = Ãt(u(t)) for a.e. t 2 [0;T ] which is equivalent to

(3:18)

Z T

0
h´(t)¡u(t); µ(t)iV ¤;V dt ·

Z T

0
Ãt(´(t))dt¡

Z T

0
Ãt(u(t))dt

for all ´ 2 L2(0;T ;V ¤):

Let ´ be any function in L2(0;T ;V ¤) such that
RT
0 Ãt(´(t))dt < +1; hence

´ 2 L2(0; T;H) (cf. (2.4)). Then there are step functions ¹́Nm 2 L2(0;T ;H) for
all m 2N such that

(3:19) ¹́Nm ! ´ in L2(0; T;H) as m! +1;

(3:20) lim sup
m!+1

NmX

k=1

Z tNmk

tNmk¡1

Ãt
Nm
k (¹́Nm(t))dt ·

Z T

0
Ãt(´(t))dt;

see Kenmochi [16]. Now, from the definition of subdifferential it follows that

(3:21)
NmX

k=1

Z tNmk

tNmk¡1

h¹́Nm(t)¡ ¹uNm(t); ¹µNm(t)iV ¤;V dt

·
NmX

k=1

Z tNmk

tNmk¡1

Ãt
Nm
k (¹́Nm(t))dt¡

NmX

k=1

Z tNmk

tNmk¡1

Ãt
Nm
k (¹uNm(t))dt:

Let t be any time in (0;T ]. By virtue of (2.5) and (2.6) in (A1) for t 2 (tNmk¡1; t
Nm
k ],

s := tNmk and ¹uNm(t) 2 D(Ãt
Nm
k ) there exists a function ~zm 2 D(Ãt) such that

(3:22) j~zm ¡ ¹uNm(tNmk )jV ¤ · C1jt¡ tNmk j
³
Ãt

Nm
k (¹uNm(tNmk ))

1
2 +1);

(3:23) Ãt(~zm)¡ ÃtNmk (¹uNm (tNmk )) · C1jt¡ tNmk j(ÃtNmk (¹uNm(tNmk )) +1):

We now observe from (3.16) and (3.22) that

(3:24) ~zm ! u(t) in V ¤ as m! +1:
On the other hand, using (3.23), (3.24) and the fact that Ãt is lower semicontinuous
on V ¤, we see

liminf
m!+1

Ãt
Nm
k (¹uNm(tNmk ))

¸ lim inf
m!+1

Ã
1

1 + C1jt¡ tNmk jÃ
t(~zm)¡ C1jt¡ tNmk j

1 +C1jt ¡ tNmk j

!

¸ Ãt(u(t)):
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Thus, taking the limit as m ! +1 in (3.21) and using (3.16), (3.17), (3.19) and
(3.20) with the help of Fatou’s lemma, we get (3.18).

4. PROOF OF THEOREM

In this section we prove the main theorem after preparing two lemmas. Let
f¹uNm ; ¹µNmg1m=1 and fu; µg be such as obtained in the last section.

Lemma 4.1 Let fµjg be any sequence in C([0; T]; V ) such that µj ! µ in
L2(0;T ;V ) as j ! +1. Put

(4:1) uj(t) :=
³
@Ãt +F¡1

´¡1
(µj(t) +F¡1u(t)) in V ¤ for all t 2 [0;T ]:

where F is the duality mapping from V to V ¤. Then uj 2 C([0;T ];V ¤) and

(4:2) uj ! u weakly in L2(0;T ;V ¤) as j ! +1:
Proof. First note that @Ãt + F¡1 is a singlevalued and surjective operator

from V ¤ into V as well as from L2(0;T ;V ¤) into L2(0; T; V ). Clearly uj 2
L2(0;T ;V ¤). We show uj 2 C([0; T]; V ¤) as follows: For each fixed j 2N and
t 2 [0; T], let ftng ½ [0;T ] be any sequence such that tn ! t as n ! +1. Our
claim is to show that

(4:3) uj(tn) ! uj(t) in V ¤ as n! +1:
Take a function w 2C([0;T ];V ¤) with w(t) 2 D(Ãt) such that

t! Ãt(w(t)) is bounded in [0;T ];

for example, by a result in Kenmochi [16] we can find w as a solution of the Cauchy
problem

@w

@t
(t) +@HÃ

t(w(t)) = 0 in H;

w(0) = w0 inH;

where @HÃt is the subdifferential of Ãt in H and w0 is an element of D(Ã0). Put
gj(t) := µj(t) + F¡1u(t) in V for all t 2 [0;T ]. Then, from the definition of
subdifferential and assumption (2.4) in (A1) it follows that

huj(tn)¡w(tn); gj(tn)iV ¤;V
= huj(tn)¡ w(tn); @Ã

tn(uj(tn)) + F¡1uj(tn)iV ¤;V
¸ Ãtn (uj(tn))¡Ãtn (w(tn)) + juj(tn)j2V ¤ ¡jw(tn)jV ¤ juj(tn)jV ¤
¸ C0juj(tn)j2H ¡ Ãtn(w(tn)) + juj(tn)j2V ¤ ¡

1

2
jw(tn)j2V ¤ ¡

1

2
juj(tn)j2V ¤

¸ C0juj(tn)j2H ¡ Ãtn(w(tn))¡ 1

2
jw(tn)j2V ¤:
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On the other hand, there exists a positive constant M5 such that

huj(tn)¡w(tn); gj(tn)iV ¤;V
· M5juj(tn)jH jgj(tn)jV + jw(tn)jV ¤ jgj(tn)jV
· M2

5 "3juj(tn)j2H +C"3jgj(tn)j2V +
1

2
jw(tn)j2V ¤ +

1

2
jgj(tn)j2V :

Since jgj(¿)jV · jµj(¿)jV + ju(¿)jV ¤ =: M6 for all ¿ 2 [0;T ], we have for any
"3 > 0 that

(C0¡M2
5 "3)juj(tn)j2H · Ãtn(w(tn))+ jw(tn)j2V ¤ +

µ
C"3 +

1

2

¶
jgj(tn)j2V

· max
¿2[0;T ]

©
Ã¿ (w(¿)) + jw(¿)j2V ¤

ª
+

µ
C"3 +

1

2

¶
M2

6 :

Therefore fuj(tn)g1n=1 is bounded in H. Hence, the compact imbedding H ,! V ¤

implies that there exist a subsequence ftnig ½ ftng with tni ! t as i! +1 and
an element zj(t) 2 V ¤ such that

(4:4) uj(tni) ! zj(t) in V ¤ as i! +1:

Now, let i!+1 in the relation

(4:5) @Ãtni (uj(tni)) +F¡1uj(tni) = gj(tni) in V for all i 2N:

Then, (4.4) and (4.5) imply that

(4:6) @Ãt(zj(t)) + F¡1zj(t) = gj(t) in V:

On the other hand, we have by (4.1) that

gj(t) := µj(t) +F¡1u(t)

=
©
@Ãt(uj(t)) + F¡1uj(t)¡ F¡1u(t)

ª
+ F¡1u(t)

= @Ãt(uj(t)) +F¡1uj(t):

On account of the strict monotonicity of @Ãt+F¡1 , (4.6) implies that zj(t) = uj(t).
Therefore we see that uj is continuous in V ¤ at t. Thus uj 2 C([0; T]; V ¤). Finally
letting j ! +1 in (4.1), we obtain (4.2).

Lemma 4.2 There exists a subsequence fNmg ½ fNng with Nm ! +1 as
m!+1 such that

(4:7) ¹µNm ! µ in L2(0;T ;H) as m! +1:
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Proof. Using Lemma 4.1, we consider step functions ¹uNmj and ¹µNmj given by

¹uNmj (t) := uj(t
Nm
k ) if t 2 (tNmk¡1; t

Nm
k ] for k = 1;2; : : : ;Nm;

¹µNmj (t) := µj(t
Nm
k )

= @Ãt
Nm
k (uj(t

Nm
k )) +F¡1uj(t

Nm
k )¡F¡1u(tNmk )

if t 2 (tNmk¡1; t
Nm
k ] for k = 1;2; : : : ;Nm:

Then, for each j 2N we see from the above definitions that

(4:8) ¹uNmj (t)! uj(t) in V ¤ uniformly t 2 [0;T ];

(4:9) ¹µNmj (t) ! µj(t) in V uniformly t 2 [0; T];

as m! +1. Now we note that

I :=

Z T

0
h¹uNm(t)¡ u(t); ¹µNm(t)¡ µ(t)iV ¤;V dt

=

Z T

0
h¹uNm(t)¡ ¹uNmj (t); ¹µNm(t)¡ µ(t)iV ¤;V dt

+

Z T

0

h¹uNmj (t)¡uj(t); ¹µNm(t)¡ µ(t)iV ¤;Vdt

+

Z T

0
huj(t)¡u(t); ¹µNm(t)¡ µ(t)iV ¤;Vdt

=: I1 + I2 + I3:

The first term I1 of I is estimated as follows: With the help of the strong monotonic-
ity (2.7) in (A1) we have

I1 =

Z T

0
h¹uNm(t)¡ ¹uNmj (t); ¹µNm(t)¡ µ(t)iV ¤;V dt

= hNm

NmX

k=1

h¹uNm(tNmk )¡ ¹uNmj (tNmk ); ¹µNm(tNmk )¡ ¹µNmj (tNmk )iV ¤;V

+

Z T

0
h¹uNm(t)¡ ¹uNmj (t); ¹µNmj (t)¡ µj(t)iV ¤;V dt

+

Z T

0
h¹uNm(t)¡ ¹uNmj (t); µj(t)¡ µ(t)iV ¤;Vdt
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¸ C2

Z T

0
j¹µNm(t)¡ ¹µNmj (t)j2Hdt

+C2

Z T

0
h¹uNm(t)¡ ¹uNmj (t); F¡1u(t)¡ F¡1¹uNmj (t)iV ¤;Vdt

+

Z T

0

h¹uNm(t)¡ ¹uNmj (t); ¹µNmj (t)¡ µj(t)iV ¤;V dt

+

Z T

0
h¹uNm(t)¡ ¹uNmj (t); µj(t)¡ µ(t)iV ¤;V dt

¸ C2

3

Z T

0
j¹µNm(t)¡ µ(t)j2Hdt

¡C2

Z T

0
j¹µNmj (t)¡ µj(t)j2Hdt ¡ C2

Z T

0
jµj(t)¡ µ(t)j2Hdt

+C2

Z T

0
h¹uNm(t)¡ ¹uNmj (t); F¡1u(t)¡ F¡1¹uNmj (t)iV ¤;Vdt

+

Z T

0
h¹uNm(t)¡ ¹uNmj (t); ¹µNmj (t)¡ µj(t)iV ¤;V dt

+

Z T

0
h¹uNm(t)¡ ¹uNmj (t); µj(t)¡ µ(t)iV ¤;V dt:

Adding the second and third terms I2 and I3 to the above inequality, we obtain

C2

3

Z T

0
j¹µNm(t)¡ µ(t)j2Hdt

· I ¡ I2 ¡ I3 + C2

Z T

0

jµ(t)¡ µj(t)j2Hdt+ C2

Z T

0

jµj(t)¡ ¹µNmj (t)j2Hdt

¡C2

Z T

0
h¹uNm(t)¡ ¹uNmj (t);F¡1u(t)¡ F¡1¹uNmj (t)iV ¤;Vdt

¡
Z T

0
h¹uNm(t)¡ ¹uNmj (t); ¹µNmj (t)¡ µj(t)iV ¤;V dt

¡
Z T

0
h¹uNm(t)¡ ¹uNmj (t); µj(t)¡ µ(t)iV ¤;V dt:

Now, let m ! +1. Then, by convergences (3.16), (3.17), (4.8), (4.9) and the
monotonicity of F¡1,
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lim sup
m!+1

Z T

0
j¹µNm(t)¡ µ(t)j2Hdt

· 3

Z T

0

jµ(t)¡ µj(t)j2Hdt

¡ 3

Z T

0
hu(t)¡ uj(t);F¡1u(t)¡F¡1uj(t)iV ¤;V dt

¡ 3

C2

Z T

0
hu(t)¡ uj(t); µj(t)¡ µ(t)iV ¤;V dt

· 3

Z T

0

jµ(t)¡ µj(t)j2Hdt

¡ 3

C2

Z T

0
hu(t)¡ uj(t); µj(t)¡ µ(t)iV ¤;V dt for all j 2N:

Moreover, let j !+1 in the above inequality. Then, by virtue of Lemma 4.1, we
obtain that

limsup
m!+1

Z T

0
j¹µNm(t)¡ µ(t)j2Hdt · 0:

Thus ¹µNm ! µ in L2(0;T ;H) as m!+1.

Proof of Theorem 2.1 As was shown above, there exist a subsequence
fNmg ½ fNg, µ 2 L2(0; T; V ) and u 2 C([0; T]; V ¤) \L1(0; T;H) such that

¹µNm ! µ in L2(0; T;H);

¹µNm ! µ weakly in L2(0; T; V );

uNm ! u in C([0;T ];V ¤) as m! +1;
and

µ(t) = @Ãt(u(t)) in V for a:e: t 2 [0;T ]:

Now, define V ¤-valued step functions ¹KNm , ¹GNm and ¹fNm on [0;T ] by

¹KNm(t) =K(tNmk ; µNmk ) if t 2 (tNmk¡1; t
Nm
k ] for k = 1;2; : : : ;Nm;

¹GNm(t) =G(tNmk ;uNmk ) if t 2 (tNmk¡1; t
Nm
k ] for k = 1;2; : : : ;Nm;

¹fNm(t) = fNmk if t 2 (tNmk¡1; t
Nm
k ] for k = 1;2; : : : ;Nm:
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Then our approximate problem (DN)Nm can be written in the form:

(4:10)
d

dt
uNm(t) + ¹KNm(t) + ¹GNm(t) = ¹fNm(t) in V ¤ for a:e: t 2 [0;T ]:

Our claim is to show that (4.10) converges to (2.1) as m!+1. To this end, we
show that

(4:11) ¹KNm ! K(¢; µ(¢)) weakly in L2(0; T; V ¤) as m! +1:
By (2.10) in the assumptions (A2) of K we see that

K(¢; ¹µNm(¢)) !K(¢; µ(¢)) weakly in L2(0;T ;V ¤) as m!+1:
Moreover, by (2.11) in the assumptions (A2) of K ,

j ¹KNm(t)¡K(t; ¹µNm(t))jV ¤ · !(jtNmk ¡ tj)(j¹µNm (t)jV + 1)

for all t 2 (tNmk¡1; t
Nm
k ] and k = 1; 2; : : : ; Nm:

Hence (4.11) holds. Similarly, by (2.13) in the assumption (A3) of G, we have
¹GNm ! G(¢;u(¢)) weakly in L2(0; T; V ¤) as m! +1;

and clearly
¹fNm ! f in L2(0;T ;V ¤) as m! +1:

These convergences imply that f(d=dt)uNmg is bounded in L2(0;T ;V ¤), so that

d

dt
uNm ! u0 weakly in L2(0; T; V ¤) as m! +1;

Finally, passing to the limit in m of (4.10), we have

u0(t) +K(t; µ(t)) +G(t;u(t)) = f(t) in V ¤ for a:e: t 2 [0;T ]:

Thus fu;µg is a solution of (DN).

5. APPLICATION

In this section we give an application of our abstract result.

Let 0 < T < +1, and ­ ½ R3 be a bounded domain with smooth boundary
¡ := @­. Assume that for each t 2 [0; T], ­ is divided into two subdomains ­1(t)
and ­2(t) by a time-dependent interface ¡12(t), that is,

­ = ­1(t)[ ¡12(t) [­2(t) for all t 2 [0;T ]:

We denote by ¡i(t) the set @­i(t) n ¡12(t) for i = 1; 2 (see Fig. 1).
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Under this setting of the domains, we consider the following system of two degen-
erate parabolic equations:

(5:1)

µ
@u1

@t
+ v1 ¢ ru1

¶
¡div

³
k1(µ1)rµ1

´
= h in Q1 :=

[

t2(0;T )

ftg£­1(t);

(5:2) µ1 = ¯1(u1) in Q1;

(5:3)

µ
@u2

@t
+ v2 ¢ ru2

¶
¡div

³
k2(µ2)rµ2

´
= h in Q2 :=

[

t2(0;T )

ftg£­2(t);

(5:4) µ2 = ¯2(u2) in Q2;

where div means the divergence with respect to space variable x, h is a given
function in Q := (0;T )£ ­, and for i = 1; 2, vi are given vector fields on Qi.
Moreover, for each i = 1; 2, ¯i and ki are functions such that

² ¯i : R! R is Lipschitz continuous and non-decreasing, and satisfies that

(5:5) j¯i(r)j ¸ C ī jrj ¡ C0 ī for all r 2 R;

where C ī and C0¯i are positive constants;
² ki : R! R is positive and non-decreasing, and satisfies that

(5:6) 0 < Cki · ki(r) · C0ki for all r 2 R;

where Cki and C 0ki are positive constants.
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We combine these two equations (5.1) and (5.3) on the moving boundary ¡12(t)
by the transmission condition

(5:7) µ1 = µ2; k1(µ1)
@µ1
@º+

+ k2(µ2)
@µ2
@º¡

= 0 on §12 :=
[

t2(0;T)

ftg£ ¡12(t);

where º+ := º+(t;x) is the unit normal vector on ¡12(t) pointing to ­2(t) and
º¡ := ¡º+. We consider the system f(5.1)-(5.4),(5.7)g, subject to the initial and
boundary conditions for i = 1; 2:

(5:8) ui(0) = ui0 in ­i(0);

(5:9) ki(µi)
@µi
@º

+ n0µi = p on §i :=
[

t2(0;T)

ftg£ ¡i(t);

where u0 and p are given functions, n0 is a positive constant and º := º(x) is the
unit vector outward normal to ¡. The system f(5.1)-(5.4),(5.7)-(5.9)g is referred as
(TDP).

It is well-known that equations (5.1) and (5.2) (resp. (5.3) and (5.4)) describe
a Stefan problem in non-cylindrical domain Q1 (resp. Q2), in which there is a
convective vector field v1 (resp. v2). We call such a problem the transmission-
Stefan problem. This problem is discussed under the following assumptions (A4)
and (A5) (cf. [10,11]):

(A4) The domain ­1(t) and ­2(t) depend smoothly on time t in the following
sense: There is a transformation y = y(t;x) := (y1(t;x); y2(t;x); y3(t; x)) which
is a function of C2-class from Q into R3 satisfying that y = y(t;x) is a C2-
diffeomorphism from ­ onto itself for each t 2 [0;T] and

y(t;­i(t)) = ­i(0) for all t 2 [0; T] for i = 1;2; y(0; ¢) = I (identity) in ­:

(A5) The convective vector fields v1 and v2, which may occur by the motion
of domains, are prescribed so that vi 2 C1(Qi)

3 for i = 1;2 and the following
properties are satisfied:

(5:10) divvi(t; ¢) = 0 in ­i(t) for all t 2 (0; T) for i = 1; 2;

(5:11) v1 ¢ º+ =¡v2 ¢ º¡ = v§12 on §12;

(5:12) v1 ¢ º = v2 ¢ º = 0 on § := (0;T )£ ¡;

where v§12 := v§12(t;x) is the normal speed of ¡12(t) at x 2 ¡12(t).
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Using our abstract theory, we show the existence of a weak solution of (TDP).
Let us take the Sobolev space H1(­) and the Hilbert space L2(­) as V and H,
respectively. Then we have

V
d
,!H

d
,!V ¤;

where (H1(­))¤ =: V ¤ is the dual space of V . Moreover Ãt, K, G and f are
defined as follows:

² Ãt is a proper, lower semicontinuous and convex function on V ¤ defined by

Ãt(u) :=

8
><
>:

X

i=1;2

Z

­i (t)

^̄
i(u)dx if u 2 H;

+1 if u 2 V ¤ nH;

where ^̄
i(r) :=

R r
0
¯i(s)ds;

² K is a singlevalued operator from [0; T]£ V into V ¤ defined by

hK(t; µ); ziV ¤;V :=

Z

­
k(t; µ)(rµ ¢ rz)dx+ n0

Z

¡
µzd¡ for all z 2 V;

where k(t; µ) := k(t; x;µ(x)) and k : [0; T]£ ­£R!R is defined by

k(t;x; r) :=

(
k1(r) for all r 2R if x 2 ­1(t);

k2(r) for all r 2R if x 2 ­2(t);

² G is a singlevalued operator from [0; T]£H into V ¤ defined by

hG(t; u); ziV ¤;V :=¡
X

i=1;2

Z

­i(t)
u(vi(t) ¢ rz)dx for all z 2 V ;

² f is a function in L2(0; T; V ¤) given by

hf(t); ziV ¤;V :=

Z

­
h(t)zdx+

Z

¡
p(t)zd¡ for all z 2 V and a:e: t 2 [0; T];

where h 2 L2(Q) and p 2L2(§) are prescribed.
It is easily seen that (A1), (A2) and (A3) are satisfied (cf. T. Fukao, N. Ken-

mochi and I. Pawl-ow [10]). Now our problem (TDP) is reformulated in the follow-
ing weak variational form:

(5:13) ¡
Z

Q
u
@´

@t
dxdt¡

Z

Q
u(v¢r´)dxdt+

Z

Q
k(µ)(rµ¢r´)dxdt+n0

Z

§
µ´d¡dt
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=

Z

Q
h´dxdt+

Z

§
p´d¡dt +

Z

­
u0´(0)dx for all ´ 2W;

where
k(µ) := k(t; x;µ(t;x));

W := f´ 2 H1(Q); ´(T; ¢) = 0 on ­g;
and

u := ui; µ := µi; v := vi on Qi and u0 := ui0 on ­i(0) for i = 1; 2:

In fact, the variational identity (5.13) is derived from (5.1), (5.2), (5.3) and (5.4)
in the following way. Let ´ be any test function in W. First, multiply (5.1) and
(5.3) by ´ and integrate their resultants over Q1 and Q2 , respectively. Then, with
the help of conditions (5.8), (5.10), (5.11), (5.12) and the Green-Stokes’ formula
we have

X

i=1;2

Z

Qi

µ
@ui
@t

+ vi ¢ rui
¶
´dxdt

= ¡
Z

Q1

u1

µ
@´

@t
+v1 ¢ r´

¶
dxdt

+

Z

§12

u1´(v1 ¢ º+)d¡12(t)dt ¡
Z

­1(0)
u10´(0)dx

¡
Z

Q2

u2

µ
@´

@t
+v2 ¢ r´

¶
dxdt

+

Z

§12

u2´(v2 ¢ º¡)d¡12(t)dt ¡
Z

­2(0)
u20´(0)dx

= ¡
Z

Q

u

µ
@´

@t
+v ¢ r´

¶
dxdt ¡

Z

­

u0´(0)dx:

Next, by (5.7) and (5.9),

¡
X

i=1;2

Z

Qi

div
³
ki(µi)rµi

´
´dxdt

=

Z

Q1

k1(µ1)(rµ1 ¢ r´)dxdt

¡
Z

§1

k1(µ1)
@µ1
@º

´d¡1(t)dt +

Z

§12

k1(µ1)
@µ1
@º+

´d¡12(t)dt

+

Z

Q2

k2(µ2)(rµ2 ¢ r´)dxdt

¡
Z

§2

k2(µ2)
@µ2
@º

´d¡2(t)dt +

Z

§12

k2(µ2)
@µ2
@º¡

´d¡12(t)dt
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=

Z

Q

k(µ)(rµ ¢ r´)dxdt +

Z

§

(n0µ ¡ p)´d¡(t)dt:

Here, add the above two equations. Then we get the variational identity (5.13).
Moreover by (5.2), (5.4) and the definition of Ãt we see that

µ(t) = @Ãt(u(t)) in V for a:e: t 2 [0;T ];

and (5.13) can be transformed to a doubly nonlinear problem of the form (DN)
in the space V ¤. Therefore, applying Theorem 2.1, we conclude that there exist
u 2W1;2(0; T; V ¤)\L1(0;T ;H) and µ 2 L2(0;T ;V ) which give a weak solution
of (TDP) in the variational sense (5.13).
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alité, Ann. Inst. Fourier (Grenoble), 18 (1968), 115-175.
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