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CONVERGENCE OF A PROXIMAL-LIKE ALGORITHM
IN THE PRESENCE OF COMPUTATIONAL ERRORS

Alexander J. Zaslavski

Abstract. We study the convergence of a proximal-like minimization algo-
rithm using Bregman functions. We extend the convergence results by Censor
and Zenios (1992) and by Chen and Teboulle (1993) by showing that the
convergence of the algorithm is preserved in the presence of computational
errors.

1. INTRODUCTION

We consider the space R™ with the Euclidean norm || - || and the convex opti-
mization problem

(P) min{ f(x): = € R"},

where f : R" — R'U{oo} is a convex lower semicontinuous bounded from below
function which is not identically co. One method of solving (P) is to regularize
the objective function by using the proximal mapping introduced by Moreau [15].
Given a real positive number A, a proximal approximation of f is defined by

fa(z) = inf{f(u) + (2)\)_1\\x — uH2 :u € R"}.

As proved by Moreau [15], the function fy is a convex and differentiable, and
when it is minimized it possesses the same set of minimizers and the same optimal
value as problem (P). Using these properties, Martinet [14] introduced the proximal
minimization algorithm for solving problem (P). The method is as follows: given
an initial point =(®) € R", a sequence {z(*)}*°  is generated by solving

2™ = argmin{f(z) + (2\—1) ||z — zF7V]|2},
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where {\;}72, is a sequence of positive numbers. For further contributions on
proximal methods see [1, 2, 6, 7, 9-13, 17, 18, 20] and the references mentioned
therein.

In particular, Censor and Zenios [6] and Chen and Teboulle [7] studied the
convergence of a method of the form

2®) = argmin{ f(z) + A}, D(z, 21},

with D being a Bregman’s distance or D-function defined below. Auslender and
Teboulle [1] used proximal methods for convex minimization problems on subsets
of a finite-dimensional Euclidean apace which are the closure of open convex sets.
A broad class of optimization algorithms based on Bregman distances in Banach
spaces is unified around the notion of Bregman monotonicity by Bauschke, Borwein
and Combettes [2]. Eckstein [10] used proximal methods for solving the variational
inequality problem formed by a general set-valued maximal monotone operator.
Inexact proximal methods were investigated by Solodov and Svaiter in [19] by
using a unified framework.

In the present paper our goal is to show that the convergence of the algorithm by
Chen and Teboulle [7] described above is preserved in the presence of computational
errors. In this algorithm Chen and Teboulle [7] considered a sequence {z(%)}%°
such that for any natural number %, z(¥) is a solution of the auxiliary minimization
problem and established that f(2(*¥)) converges to the infimum of the function f
and z(*) converges to the set of solutions of the problem (P) as k — .

It should be mentioned that in practice computations introduce numerical errors
and if one uses methods in order to solve the auxiliary minimization problems
these methods usually provide only approximate solutions of the problems. More
precisely, the algorithm generates a sequence {x(k)}zoz o such that for any natural
number k&,

2 4 e = argmin{ f(2) + A, D, a® D)},

where e(*) is a computational error at the iteration k. Clearly, it is very important
from the view of practice to study the convergence of iterations of the algorithm in
the presence of computational errors. Note that most results on proximal methods
which exist in the literature do not take into account computational errors. Con-
vergence results on proximal methods with computational errors were obtained in
Eckstein [10] under assumption that the computational errors e *) are summable.
It means that "7° , [[e(®)|| < co. In the present paper our goal is to establish the
convergence of the proximal algorithm for solving the problem (P) in the presence of
the computational errors e(*) without assuming their summability. Actually we do
not even assume that the computational errors tend to zero when k tends to infinity.
All this makes our case more realistic from the point of view of practice.
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More precisely, we show (Theorem 1.2) that for a given positive number e there
exists & > 0 such that if the computational errors satisfy ||e(¥)|| < & for all natural
numbers %, then for all sufficiently large natural numbers &, z(*) belongs to an
e-neighborhood of the set of solutions of the problem (P).

Another type of approximation of solutions is considered in Theorem 1.3. In
that theorem we establish that for a given positive number e there exists 6 > 0 such
that if a sequence {z(*)}2 = satisfies for any integer k& > 0

Fa®TDY LDy (D 2 W) <inf{f(2) + A\ Dy(z,2W) 0 2 € R"} +,
then for all sufficiently large natural numbers £,
f(z®)) <inf{f(z): z € R"} +e

Note that the type of approximation established by Theorem 1.2 implies the type
of approximation obtained in Theorem 1.3 if the function f is continuous. In
view of assumption (A1) which is posed below (see also Proposition 1.1) the type
of approximation obtained in Theorem 1.3 implies the type of approximation in
Theorem 1.2.

Put

(1.1) fe =inf{f(2): z€ R"}.

Note that f, is a finite number.
For each z € R™ and each A C R" put

(1.2) p(z, A) = inf{|[z —y|| : y € A}.
For each x € R™ and each r» > 0 set

B(z,r)={y € R": ||z —y|| <},
(1.3)

B(z,r)={y € R": |l —y[| <r}.

In the paper we assume that the following property holds.
(Al) There is ¢y > f, such that the set {z € R" : f(z) < ¢y} is bounded.
Assumption (A1) easily implies the following result.

Proposition 1.1.
P lim f(z) = oo.
||z||—o00

In this paper we use the notations and definitions introduced in [16]. In partic-
ular, dom f, ran f and C denote the domain and range of f and the closure of the

set C, respectively.
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Given a differentiable function ), a measure of distance based on Bregman’s
distance [3] is defined by

Dy(z,y) = ¥(x) —¢(y)— < —y, Vi(y) >,

where < -, - > denotes the inner product in R™ and V) is the gradient of ).

The function ¢ is called a Bregman function if it satisfies the properties given
in the definition below (see [5, 8]).

Let S ¢ R" be a nonempty open set. Then ¢ : S — R! is called a Bregman
function with zone S if the following hold:

(i) 9 is continuously differentiable on S;
(ii) ¢ is strictly convex and continuous on S;

(i) For every a € R! the partial level sets L1(y, o) = {x € S : Dy(z,y) < a}
and La(z,a) = {y € S : Dy(x,y) < a} are bounded for every y € S and
every z € S.

(iv) If {y®)}2° € S converges to y*, then Dy (y*,y*)) — 0 as k — oo.

(v) If {z(F)}e2 and {y(®}5o  are sequencessuch that y*) — y* € S, {x(F)}2,
is bounded, and if Dy (z*), y®)) — 0 as k — oo, then z*) — y* as k — oc.

Dy (-, -) is not a distance (it might not be symmetric and might not satisfy the
triangle inequality), but by the strict convexity of ¢ it follows immediately that
Dy(x,y) > 0 and is equal to zero if and only if x = y. With the special choice
S = R" and ¢(z) = (1/2)||=||? one obtains Dy (z,y) = (1/2)||z — y||*. Another
important example useful in applications [4] is obtained by choosing the entropy
kernel.

In [4] Butnariu, Byrne and Censor showed that ¢» : S — R! is a Bregman
function if and only if the property (ii) holds, ¢ is differentiable on S, for each
r € S and each o > 0 the level set Lo(x, ) is bounded and if the following
property holds:

if {:U(k)}zo:l C Sand 2* = limg_o, 2F) € S\ S, then limy,_o < Vg(x(k)), ¥ —
z®) >= 0.

In this paper we assume that S C R™ is a nonempty open set, S is its closure
and ¢ : S — R' is a Bregman function with zone S such that ran Vi) = R".

For any A > 1 put

(1.4) Sa=1{z€8: ||2]| <Aand B(z,A™}) C S}.

Clearly,
U{Sa: A€e[l,o0)} =5

The following simple auxiliary result will be proved in Section 2.
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Proposition 1.2. Let A > 1. Then S is a closed subset of R™.
Corollary 1.1. Let A > 1. Then
sup{ | (z)|: z € SA} < o0, sup{|V(z)|: z € Sa} < 0

and for each u € R"™, sup{Dy(u, z): z € Sa} < oc.

In the sequel we assume that

(1.5) dom(f) C S.

The following proposition will be proved in Section 2.
Proposition 1.3. lima_, inf{f(2): z € R™\ Sa} = 0.
Set

(1.6) X, ={x€R": f(z) = fi}.

By (1.1), (A1) and the lower semicontinuity of f, X, is a nonempty closed convex
bounded set.
It is not difficult to see that the following proposition holds.

Proposition 1.4. For each ¢ > 0 there is § > 0 such that if z € R"™ satisfies
f(z) < fo+ 9, then p(z, X,) <e.

For each = € S and each A > 0 set
(1.7) Thr = argmin,egn{ f(2) + A" "Dy (2, 2)}.
Note that for all x € S and A > 0, T)x is well-defined and
(1.8) Thx € dom(f) C S.

The following convergence result was established in [7, Theorem 3.4].

Theorem 1.1. Let 200 € S, A\, >0, k =0,1,... satisfy -3 A\ = oo and
let for any natural number k, 2*) = T, =(*=1). Then for each u € S and each
natural number &

k—1 -1
F@®™) = fu) < (ZA> Dy (u,z®).
i=0

Theorem 1.1 is a generalization of a convergence result of [6]. Here we extend
Theorem 1.1 and show that the convergence of the algorithm is preserved in the
presence of computational errors. Namely we prove the following two results.
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Theorem 1.2. Let Ay > 0, ¢ > 0 and Ay > 1. Then there exists a natural
number ng such that for each A; > )¢ there exists 6 > 0 such that the following
assertion holds.

For each sequence {\;}3°, C [Ao, 1] and for each sequence {z(¥}>® S
satisfying

2@ € Sa, and ||z * D) — Ty 2®)|| < § for all integers & > 0
the inequality p(z*), X,) < € holds for all integers k > n.

Theorem 1.3. Let 0 < Ao < A, €0 > 0 and Ay > 1. Then there exist a
natural number ny and 6 > 0 such that the following assertion holds.
For each sequence {\;}22, C [Ao, 1] and for each sequence {z(®)}%°  c S
satisfying
1‘(0) € SAO

and
FE®D) £ AT Dy (e * D 2 Wy < F(Ty, 2®) + A Dy (T, 2™, 20y 46

for all integers k& > 0 the inequality f(:c(k)) < f« + € holds for all integers
k > ng.

The paper is organized as follows. In Section 2 we prove Propositions 1.2 and
1.3 and a lemma which shows the continuity of the mapping (A, ) — Thx. Section
3 contains auxiliary results for Theorem 1.2 which is proved in Section 4. Auxiliary
results for Theorem 1.3 are proved in Section 5 while Theorem 1.3 is proved in
Section 6.

2. Proors oF ProrosiTIONS 1.2 AND 1.3 AND A CONTINUITY LEMMA

Proof of Proposition 1.2. Assume that = (*) € Sa, k = 1,2, ... satisfies

(2.1) Jim 2% =z and y € B(z, A™Y).
Then
(2.2) |z —yll < A7

and there is an integer £ > 1 such that
(2.3) |l2® — 2| < (A" = ||z —y[)27".

It is easy to see that
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(2.4) ly=2®| < ly—al| +le—a®|| < llz—yl[+(AT" ~[lz—yl)27" < AT

Since z(*) € S we obtain that y € S. Since this inclusion holds for any y €
B(z, A~!) we conclude that = € Sa and Sx is closed. Proposition 1.2 is proved.

Proof of Proposition 1.3.  Assume that the proposition does not hold. Then
there exist sequences {A;}7°, C (0,00) and {z;}°, C R™ such that

lim; o A; = 00, 2z; € Rn\SAi, 1=1,2...,
(2.5)
sup{f(z): i=1,2,...} < o0.
In view of (2.5) and Proposition 1.1
(2.6) sup{||z]|: i=1,2,...} < oo.
By (1.4), (2.5) and (2.6) for all sufficiently large natural numbers 4
(2.7) B(zi, A7)\ S #0.

Extracting a subsequence and re-indexing if necessary we may assume that there
exists

(2.8) z = lim z;.

1— 00

By (2.8), (2.5), (1.5) and lower semicontinuity of f
f(z) <ooand z € dom(f) C S.

There is x > 0 such that
B(z,k) C S.

Together with (2.5) and (2.8) this implies that for all sufficiently large natural
numbers 4
B(z,A7Y) C S.

This contradicts (2.7). The contradiction we have reached proves Proposition 1.3.
Fix

(2.9) Uy € Xy

Lemma2.1. Let Ag>1,0< Ay < A,

(2'10) {x(k)}?:O - SAO7 {)‘k}ZO:O - [5‘07 )‘1]7
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= lim x(k), A= lim Ag.
k—oo k—oo

Then

(2.11) The = lim Ty, z®.
k—o0

Proof. We may assume without loss of generality that
(2.12) Ux € Spy-

By Proposition 1.2 and (2.10)
T € SAO'

By the definition of 7y,, (), (2.10) and (1.7) for each integer k > 0,

f(Tkkx(k)) + )\Ilew(TAkx(k)7 ™)) < f(uy) + )\I;IDzﬂ(u*, (%))

(2.13)
< flue) + 20 W () = (@™ = < u, — 2™ Vo) >)
and
f(Tax) + A7 Dy (Tox, ) < f(us) + A7 Dy (us, z)

(2.14) < fluw) + 200 W (u) — ()= < us — 2, Vb () >).

Put

My = ‘f(u*)‘ +5\0_1(28up{"(ﬂ(2)‘ HEVARS SAO}
(2.15)

+2A¢sup{ |V (z)|: z € Sa,})-
Clearly, M, is finite. It follows from (2.13), (2.14), (2.15), (2.10) and (2.12) that
(2.16) f(Ty,z®) < My, k=0,1,... and f(Thz) < M.
In view of (2.16) and Proposition 1.3 there is A; > Ay such that
(2.17) Ty, 2™ € Sa,, k=0,1,... and Thz € Sa,.

We show that (2.11) holds. Assume the contrary. Then in view of (2.17)
extracting a subsequence and re-indexing if necessary we may assume that the
sequence {T),z(¥)}2 | converges and

Thx # kli)rgo T,\kx(k).
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This implies that

F(Thx) + XDy (The, ) < f( lim T,z ™)
(2.18) ) .

+AT Dw(kli_)rgo T,\kx( ),x) - 8,

where 8 > 0 is a constant. Since f is lower semicontinuous we have
(2.19) f( Jim Ty, z®) < lim inf F(Ty, 2.
By (2.10), (2.17) and Proposition 1.2,
(2.20) A~ Dy ( lim Ty a®), z) = Jlim. AL Dy (T 2™ 20y,
Relations (2.19) and (2.20) imply that

fClim Ty, z®) + A71Dy(lim T, 2™, z)
< liminf(f(To,z®)) + A\ 1Dy (T 2™, 2®)).

k—oo

By (2.18) for all sufficiently large natural numbers &
(2.22) f(Thx) + A Dy(Taz, 2) < f(Th,2™) + A\ 1Dy (T, 2P, W) — 5/2.
By (2.10) and (2.17)
(2.23)  f(Da) + A7 Dy(Taw, ) = lim [f(Taw) + A Dy(The, zM)).
In view of (2.22) and (2.23) for all sufficiently large natural numbers £,
F(Tax) + (M) " Dy(Taz, %)) < f(Taz) + A Dy(Tha, ) + /4
< f(Ta, 20 + A Dy (T 2™ 20y — /4.

This contradicts the definition of 7'y, 2(*).
The contradiction we have reached proves (2.11) and Lemma 2.1 itself.

3. AUXILIARY RESULTS FOR THEOREM 1.2
Fix
(3.1) Uy € Xy.

Lemma 3.1. Let A; > 1 and Ao > 0. Then there exist M > 0 and Ay > 1
such that if A > Ao, = € Sa, and if y € R™ satisfies ||y — Thx|| < (4A2)71, then
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f(Thz) < M and y € Sa,.
Proof. Put

M = |f(us)] + Ag |9 (us)| +sup{|i(2)| : 2 € Sa}

H(lus] + A1) sup{[Ve(2)] - 2 € Sa, -

(3.2)

By Proposition 1.3 there exists Ay > 2 such that

(3.3) if 2 € R" satisfies f(2) < M then z € Sx, 2.
Let
(34) A> o, @ € Say, y € R, ly — Tozl| < (449) 7"

In view of (1.7) and (3.4)
f(Thx) < f(Tax) + A Dy(Tow, ) < f(ue) + A7 Dy (s, z)
(we) + g [ (ue) = (@) = < wn — 2, Vi () >]
(we) + Ag [0 (ua)| + sup{[(2)] : 2 € Sa,}
+(|ui| + A1) sup{|Ve(2)|: z € Sa,}] = M.

<f
<f

Combined with (3.3) this implies that Tz € Sa, o Together with (3.4) this implies
that y € Sa,. Lemma 3.1 is proved.

Lemma 3.2. Let0 < Ao > A, g > 1, e > 0and let m be a_natyral number.
Then there exists § > 0 such that for each sequence {\x}}")} C [Xo, \1] and each
sequence {z*)}7 < S which satisfies

(3.5) € S
' |lo® ) — 1y, 2 W] <6, k=0,1,...,m—1

there exist a sequence {\}}7"-;' C [Xo, A1] and a sequence {y*}7  C S which
satisfies

y© € Sa,,

(3.6)
D) — T/\%y(k)’ kE=0,1,...,m—1,

(3.7) Ily® —2®|| < e k=0,...,m.
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Proof.  First we define by induction sequences A; > 1, ¢ = 0,...,m and
0; >0,7=1,...,m. Note that Ay > 1 is given.

Assume that an integer k satisfies0 < k < m, Ay, ..., Ax > 1 are defined and
0; > 0 are defined for all integers 7 satisfying 1 < < k.

By Lemma 3.1 there exist Ag+1 > 1 and dx4+1 € (0, 1) such that the following
property holds:

(PL) If A > Xo, x € Sa, and if y € R™ satisfies ||y — Thz|| < k41, then
f(TAx) < Ak—f—l and Y € SAk+1
Thus by induction we have defined A; > 1, ¢ =0,...,mand é; > 0, i =
sy T
Put

1

(3.8) A=max{A;: i=0,...,m}, d =min{d;: i =1,...,m}.

It follows from (3.8), (P1), the choice of A;, i = 0,....mand ¢;, it = 1,...,m
that the following property holds:

(P2) If {\e}7y C [Ao,oo) and if {z(}m | c S satisfy 2(O) C S,, and
l®+) — Ty 2 W] <6, k=0,...,m -1,

then
z® e Sx, k=0,1,...,m,

f(Ty,2®) <A k=0,...,m—1.

Assume that the assertion of the lemma does not holds. Then for each natural
number ¢ there exist

(3.9) Meg € Mo, M), E=0,...,m—1
and a sequence {z*®}7 ' S such that

x(O,q) € SAO s

(3.10) _
oD — 1y 2 ®D|| < 6g7 k=0,...,m—1
and that the following property holds:

(P3) For each sequence {/\;C}Z”:‘Ol C [Ao, A1] and each sequence {y(k)}?:o cSs
which satisfies

y(O) € Sags y(k—H) = T&y(k), k=0,....m—1
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the following inequality holds:
max{|[y® — z*FD||: k=0,...,m} >e
By (P2), (3.9) and (3.10) for all natural numbers ¢
x(k’Q) S SA, k=0,...,m,
(3.11) -
(D, 2% )) <A k=0,...,m— 1

Extracting a subsequence ad re-indexing if necessary we may assume without loss
of generality that for any £ =0, ..., m there is

(3.12) 2®) = 1im z(*9
q—0

and forany £ =0,...,m — 1 there exists

(3.13) Ak = lm A
g—00

It follows from (3.11), (3.12), (3.13), (3.9), (3.10) and Proposition 1.2 that
) € Sx, k=0,...,m, 0 ¢ SAgs
(3.14) o
A € [)\0,)\1], k=0,....,m—1.
By (3.12), (3.10), (3.13), (3.9), (3.11) and Lemma 2.1 for all £ =0,...,m — 1,

(3.15) D) = Jim k10 — qli)rgo Ty, 2% =Ty, 2.

q—00

By (3.12) for all sufficiently large natural numbers ¢
|lo®:? — 2 ®|| < e/4, k=0,...,m.

This contradicts the property (P3). The contradiction we have reached proves
Lemma 3.2.

4. PrRooF OF THEOREM 1.2
Fix
(4.1) Ux € X,
We may assume without loss of generality that

(4.2) e<2 ' {z€R": p(z,X.) <€} C S,
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By Proposition 1.4 there exists ¢; € (0, ¢/4) such that

(4.3) if z € R" satisfies f(z) < f. + 2eo, then p(z, X,) <¢€/4.

Put

(4.4) Mo = sup{[¢(u.)[ + [¢(2)| : 2 € Sa,} +sup{|[Ve(2)[|: 2z € Sa.}-
Choose a natural number ng > 4 such that

(4.5) gt (min{1, Ao}) T Mo (1 + |u| + Ag) < €o/4.

Assume that A; > \o. By Lemma 3.2 there exists § € (0,¢p/4) such that the
following property holds:

(P4) For each sequence {1 }1"% " C [Ao, A1] and each sequence {y*)}."0 S
which satisfies

y(O) € SAO? “y(k+1) - Tuky(k)H S 57 k= 07 . '74n0 -1

there exist a sequence {1}, }1"% " C [Ao, A1] and a sequence {§*)}"9 S which

satisfies
7% € Sap, gV =Ty g™ k=0, dng — 1,

Hy(k) _ g(k)H <e€/4, k=0,...,4ng.
Assume that

(4.6) Ak € [Xo, A1) for all integers & > 0,

(47) :®eS k=0,1,...,
4.7
2@ e Sp,, ||e* ) -1y 2P <6, k=0,1,....

By (P4), (4.6) and (4.7) there exist sequences

(4.8) (e}t < Ao, M) and {zW}ime~t < §
such that
(4.9) #0 e Sp,, 3% =15 30 k=0,..., 400 1,

(4.10) [|a®) — 20| < e/4, k=0,1,...,4ng — 1.
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By Theorem 1.1, (4.5), (4.8), (4.9) and (4.4) for each integer k € [ny, 4ny),

k—1 -1

F@E®) = flu.) < (sz) Dy (u, #7)
1=0

< ng ' Ao W (w) — 9 (3V)— <

< ng A Mo + (Jui] + Ag) Mo < €0/4.

uy — 20, Vip(30) >]

Together with (4.3) this implies that
(4.11) p(@P X,) < e/4, k=ng,...,4ng — 1.
By (4.11) and (4.10) for all & = ny, . .., 4ny,
(4.12) p(@®, X,) < p(@W, X.) + (|70 = 2®]| < ¢/2.
(Note that (4.12) holds for any sequence {\;}?2, C [Ao, A1] and any sequence
{zF)}20 S satisfying (4.7)).

Now we show that
(4.13) p(z®), X,) < e for all integers k > ny.
Assume the contrary. Then there is an integer j > ng for which
(4.14) pz), X,) > e
By (4.12) and (4.14),
(4.15) J > 4ng.

We may assume without loss of generality that

(4.16) p(z%, X,) < ¢ for all integers i € [4ng, j — 1].
Set
(4.17) Ai = Nicongigy i =0,1,..., 30 = g(=20040) 5 — 1,

By (4.6), (4.7) and (4.17),

w1s) Me}izo € Do Ml 20 €8, k=0,1,..., [[g®) — T3 2V
<6 k=0,1,....
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In view of (4.2), (4.15), (4.16) and (4.17),
(4.19) p(Zo, X,) < e and 2 € Sa,.

It follows from (4.17), (4.18), (4.19) and the note after the inequality (4.12) that for
k :no,...,4n0,

(4.20) e > p(E®), X.) = p(a=2m09) X)),
By (4.20), p(z\), X,) = p(z*™, X,) < e. This contradicts (4.14). The contradic-
tion we have reached proves (4.13). This completes the proof of Theorem 1.2.
5. AUXILIARY RESULTS FOR THEOREM 1.3

Fix
(5.1) Uy € Xy.

Lemma 5.1. Let Ag > 1,0 < Ay < A; and e > 0. Then there exists § > 0
such that for each z € Sa,, each A € [A\g, A\1] and each y € S satisfying

fy) + A Dy (y,z) < f(Tax) + A Dy (Thw, ) + 6

the inequality ||Thx — y|| < € holds.

Proof. Assume the contrary. Then for each natural number & there are
(5.2) 2% e Sa,, M € [Ao, M), M) € S,
satisfying

(5.3) F(y™) + A Dy (y®, 2®) < F(Tr 2 ™) + 2\ Dy (T, 2™, 2 W) +1/E,

(5.4) T3, 28 = y®)| > e.
By (5.3), for k =1,2,...
(55)  max{f(yM), F(Tr2™)} <1+ f(ue) + A" Dy (un, *).

Extracting a subsequence ad re-indexing if necessary we may assume without loss
of generality that there exist

5.6 z=lim 2, = lim y®, X = lim .
y k—o0

k—oo k—oo
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By (5.2), (5.4), (5.6) and Lemma 2.1,
(5.7) T3z = lim Ty, ™ and ||y — T5z|| > e.
In view of (5.2), (5.3), (5.5) and (5.6),

@) + X" Dy(g,7) < liminf f(y™) + lim At Dy(y™, 2®)

"« lim inf[f (Ty, 2 ™) + Ay Dy(T, 2P, 20)].
By (5.7)
(5'9) f(T;\i‘) + 5\_1D¢(T§\f7 i‘) < f(g) + X_lDw(@ i‘)

Relations (5.8) and (5.9) imply that there is 5 > 0 such that for all sufficiently large
natural numbers &

(5.10)  f(T52) + AL Dy (157, 2) < f(Trz®) + A\ Dy (T, 2™, 2®) — 8.
It follows from (5.2) and (5.6) that
(5.11) ALDy(T52, %) = Jlim. A Dy (T2, 2 0).
By (5.10) and (5.11) for all sufficiently large natural numbers &
F(T52) + A Dy(Tsz, V) < f(T52) + A Dy (T52, 7) + /2
< f(Tr ™) + A\ Dy (Ty, 2Pz ®) — /2.

This contradicts the definition of 7'y, 2(¥). The contradiction we have reached proves
Lemma 5.1.

Lemma5.2. Let Ag>1,0< Ao < A1, € > 0. Then there exists § > 0 such
that for each A\ € [X\g, A\1] and each y;,y2 € Sa, satisfying ||y1 — ya|| < 0 the
following inequality holds:

|F(Tayn) + A Dy(Tayr, y1) — (F(Tayz) + A Dy (Taye, y2))| < e

Proof. We may assume without loss of generality that Ao < 1. By Lemma 3.1
there is Ay > 1+ Ag such that

(5.)13 if € Sa,, A€ [5\0, 5\1], then Thx € Sa,.
Choose a number M, such that

(5.14) Mo > ||V (2)|l, 2 € Sa,.
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There is ¢y > 0 such that
(5.15) if 21,29 € SAl satisfy ||Z1 — ZQH < €, then Hd)(zl) — 'Lﬂ(ZQ)H < 5\06/4.

Since the mapping (), y) — Thy, A € [Ao, \1], ¥ € Sa, is continuous (see Lemma
2.1) there is B
§ € (0,(8(My+1)) " edg)

such that the following property holds:
(P5) if y1,y2 € Sa, satisfy ||y1 — ya|| < & and if A € [Ag, A1), then
I To1 — Thgell < minfeo, (e/4)(M +1)71},
[ (1) — ¥ (y2)] < Ao(e/8),
IV (1) = Vo (y2)l| < (Ao + A1) " Ao(e/8).
Let
(5.16) A€ [Ao, M, ¥1,92 € Sags |y — w2l| < 6.
By (5.13) and (5.16),
(5.17) Thy1, Thya € Sa, -
By the definition of Thy;, i = 1,2 (see (1.7))
F(Tan) + A7 Dy(Toyr, 1) < f(Toyz) + A~ Dy (Taya, v1)
= f(Toy2) + A" Dy(Toya, y2) + A [Dy(Toyz, y1) — Dop(Thyz, y2)).
In view of (5.14), (5.16), (5.17), (P5) and the choice of ¢,
Dy(Try2, y1) = Dy(Taya, y2) = ¥ (Tay2) =¥ (y1)= < Tay2 —y1, Vb (y1) >
—((Toy2) = (y2)- < Taya—y2, Vb (y2) >)
= (y2) =¥ (y1)+ < Toaya—Toyr, Vi (y2) =V (y1) > —< ya—y1, Vi (y2) >

< [P(y2) = (y)] + (Do + A1)V (y2) =V (y1) | + 0|V (ga)]]
< Xo(€/8) 4+ Xo(€/8) 4+ Myd < eXg.

(5.18)

Together with (5.18) this implies that

F(Toyn) + X Dy (Toyr, 1) < F(Toye) + A Dy (Toya, yo) + €.
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Lemma 5.2 is proved.
Lemma 5.2 implies the following result.

Lemma 5.3. Let Ag > 1 be such that X, C Sa,, let0 < Ao < A; and € > 0.
Then there exists § > 0 such that for each A € [ Ao, A\;] and each y € Sa,, satisfying
p(y, X,) < 6 the following inequality holds:

|f(Toy) + A" Dy(Tay,y) — f+)| < e

6. PrRoOOF oF THEOREM 1.3

By Theorem 1.2 for each A > 1 and each e > 0 there exist a natural number
[(A,€) and (A, €) > 0 such that the following property holds:

(P6) For each sequence {\:}3, C [Ao, \1] and each sequence {z(¥)}3° c §
satisfying

2 e Sa, |Je* ) — 1y 2B < 5(A€), k=0,1,...

the inequality p(z(®), X,) < e holds for all integers k > I(A,€).
We may assume without loss of generality that

(61) Ag >4, X, C SAO/Q'
Assume that

(6.2) {30 © Do Al {2}, © 8,

6.3) 29 e Sa, and [[zFD — 1y, 2P| < 6(Ag, (4080)7Y), k=10,1....
By (6.2), (6.3) and (P6) for each integers k > 1(Ayg, (4A0) 1),

(6.4) p(z® X,) < (48¢)7 1.

In view of (6.1) and (6.4) for each integer k > 1(Ay, (4A¢)71),

(6.5) z®) € Sa,.

Thus we have shown that the following property holds:

(P7) For each sequence {\x}32, C [Ao, \1] and each sequence {z(*)}° c S
satisfying (6.3) the inclusion z(¥) € Sx,, holds for each integer & > 1(Ag, (44¢) ).
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By Lemma 3.1 there exist
(66) A > Ao, 5 < 5(A0, (4A0)_1)

such that the following property holds:
For each sequence {\:}3%, C [Xo, A1] and each sequence {z(®)}° < S
satisfying

2©) € S, and [[zFD) — Ty 2P| <5, E=0,1,...

the inclusion z(®) € Sx holds for k = 0,1, ..., I(Ag, (42¢)71).
By the property above, (6.6) and (P7) the following property holds:

(P8) For each sequence {\;}32, C [Ao, \1] and each sequence {z(*)}3°  c S
satisfying (6.7) the inclusion z(%) € Sx holds for all integers k£ > 0.

Lemma 5.3, (6.1) and (6.6) imply that there is e; € (0,4710) such that the
following property holds:

(P9) If X € [\, \] and if y € Sk satisfies p(y, X.) < €1, then
F(Tay) + A" Dy(Tay, y) < fu + e0/4-
By Lemma 5.1 there exists
6 € (0,€0/4)
such that the following property holds:
(P10) If = € Sx, A € [Xo, \1] and if y € S satisfies
W)+ A Dy(y, 2) < f(Taz) + A~ Dy(Taz, ) + 6,

then i
|| The — y|| < €3 :=min{e;/4,0(A, e1/4)}.

Assume that
(6.8) M3 € os Ay {20152, € 8, 20 € Sa,
and
(6.9) fa* )L A Dy (a* D) 2y < F(Ty 2®) A 1Dy (T 2 W), W) 45
for all integers £ > 0. By induction we show that

(6.10) 29 e S5 and ||z — 1y, 2|| < €, for all integers i > 0.
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Assume that an integer & > 0, for each integeri =0,...,k
(6.11) 29 e Sx
and that for each integer 7 satisfying 0 < < k,
(6.12) [T,z — 20| < 6.

(Note that for & = 0 this assumption holds).
By (P10), (6.11), (6.8), (6.9) and the choice of & and ¢,

| Ty, 2% — 2 * V]| < ey < /4.

Thus (6.12) holds for ¢ = 0,..., k:
|2+ — Ty 2] <6, i=0,...,k

By the relation above, (6.8) and (P8),

29 e Sy, i=01... k+1.
Therefore the assumption we made for & also holds for & + 1 holds. This implies
(6.12))./_(%), (6.6), (6.8), (6.10) and the choice of & (see (P10)), for all integers
E>1(A e/4),
(6.13) p(z®) X,) < e /4.
In view of (P9), (6.8), (6.10) and (6.13), for all integers k& > I(A, e /4),

F(Ta2®) + A Dy (T, 2™, W) < f, 4 €9 /4.

Combined with (6.9) this implies that for all integers k > I(A, ¢ /4),

Fa®D) < @t D) L A Dy (%D 2W) < f 4 6/4 4+ < fu + o
Theorem 1.3 is proved.
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