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STRONG CONVERGENCE THEOREMS OF RELAXED HYBRID
STEEPEST-DESCENT METHODS
FOR VARIATIONAL INEQUALITIES

L. C. Zeng, Q. H. Ansari and S. Y. Wu

Abstract. Assume that F' is a nonlinear operator on a real Hilbert space
H which is n-strongly monotone and «-Lipschitzian on a nonempty closed
convex subset C' of H. Assume also that C' is the intersection of the fixed
point sets of a finite number of nonexpansive mappings on H. We develop a
relaxed hybrid steepest-descent method which generates an iterative sequence
{x,} from an arbitrary initial point zo € H. The sequence {z,,} is shown to
converge in norm to the unique solution «* of the variational inequality

(F(u*),v—u*) >0 WYweC

under the conditions which are more general than those in Ref. 19. Applica-
tions to constrained generalized pseudoinverse are included.

1. INTRODUCTION

Let H be a real Hilbert space with inner product (-, -) and norm || - ||, respectively.
Let C be a nonempty closed convex subset of H, and F' : H — H be an operator.
Stampacchia (cf. [1]) initially studied the classical variational inequality problem:
find u* € C such that

VI(F,C) (F(u"),v—u")) >0 VwveC.
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Variational inequalities have been extensively studied because they cover many di-
verse disciplines such as partial differential equations, optimal control, optimization,
mathematical programming, mechanics and finance, etc as special cases. The reader
is referred to [1-5] and the references therein.

It is well known that if F' is strong monotone and Lipschitzian on C, then
VI(F, C) has a unique solution. See, e.g., [1]. In the study of the VI(F, C), one of
the most important problems is how to find a solution of VI(F, C) if there is any.
A great deal of effort has gone into the problem of finding a solution of VI(F, C);
see [2] and [6].

It is also known that the VI(F, C) is equivalent to the fixed-point equation

u* = Po(u* — pF(u"))

where P is the (nearest point) projection from H onto C; i.e., Pox = argmin, .o
|z — yl|| for each z € H and where x> 0 is an arbitrarily fixed constant. So if
F is strongly monotone and Lipschitzian on C and g > 0 is small enough, then
the mapping determined by the right-hand side of this equation is a contraction.
Hence the Banach contraction principle guarantees that the Picard iterates converge
in norm to the unique solution of the VI(F,C). Such a method is called the
projection method. It has been widely extended to develop various algorithms for
finding solutions of various classes of variational inequalities and complementarity
problems; see, e.g., [10, 15, 16]. It is remarkable that the fixed-point equation
involves the projection P~ which may not be easy to compute due to the complexity
of the convex set C.

Recently Yamada ([7], see also [8]) introduced a hybrid steepest-descent method
for solving the VI(F,C) so as to reduce the complexity probably caused by the
projection Px. His idea is stated as follows: Let C' be the fixed point set of a
nonexpansive mapping 7' : H — H; thatis, C = {x € H : Tx = x}. Recall that
T is nonexpansive if || Tz — Ty|| < ||z — y|| for all 2,y € H, and let Fix(T) =
{z € H : Tx = x} denote the fixed-point set of 7. Let F' be n-strongly monotone
and s-Lipschitzian on C. Take a fixed number p € (0,2n/x2) and a sequence
{A\n} of real numbers in (0, 1) satisfying the conditions below:

(L1) limp oo Ay =0,
(L2) > Ay =00,
n=1

(L3) limy, o0 ()‘n - )‘n-l—l)/)‘?z—f—l = 0.

Starting with an arbitrary initial guess uy € H, one can generate a sequence
{u,} by the following algorithm:

(1) Unt1 = Tup — App1puF'(Tuy), n>0.
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Then Yamada [7] proved that {u,, } converges strongly to the unique solution of the
VI(F, C). An example of the sequence {\,} which satisfies conditions (L1)-(L3),
is given by A, = 1/n? where 0 < ¢ < 1. We note that condition (L3) was first
used by Lions [9] to establish the following result.

Theorem 1.1. (See [9]). Let C be a nonempty closed convex subset of a real
Hilbert space H and S : C' — C be a nonexpansive mapping with Fix(S) # 0.
For a sequence {ay,} in [0, 1] and an arbitrary point u € C, starting with another
arbitrary initial z( € C define a sequence {x,,} in C recursively by the formula:

(2) Tyt1 = apu+ (1 — ap)Sz, n>0.

If the sequence {cv,} of parameters satisfies conditions (L1), (L2) and (L3), then
{z,,} converges strongly to an element of Fix(S).

On the other hand, if C is expressed as the intersection of the fixed-point sets
of N nonexpansive mappings 7; : H — H with N > 1 an integer, Yamada (Ref.
7) proposed another algorithm,

(3) Unt1 = T 1)tn — A1t pF (Thqyun) 1 >0

where Tjy; := Tmoan for integer &£ > 1 with the mod function taking values in the
set {1,2,...,N}; thatis, if k = jN + ¢ for some integers j > 0and 0 < ¢ < N,
then Ty = T if ¢ = 0 and Ty = T, if 1 < ¢ < N where p € (0,2n/x%)
and where the sequence {\,,} of parameters satisfies conditions (L1), (L2) and the
following (L4):

(L4) D |An— Anyn] is convergent.

n=1

Under these conditions, Yamada [7] proved the strong convergence of {u,}
to the unique solution of the VI(F,C). Note that condition (L4) was first used
by Bauschke [11]. In the special case of N = 1, Wittmann [12] first introduced
condition (L4) and applied (L4) to establish the following theorem.

Theorem 1.2. (See [12]). Let C be a nonempty closed convex subset of a real
Hilbert space H and S : C' — C be a nonexpansive mapping with Fix(S) # 0.
For a sequence {ay,} in [0, 1] and an arbitrary point u € C, starting with another
arbitrary initial z( € C define a sequence {z,} in C recursively by the formula
(2). If the sequence {«a,} of parameters satisfies conditions (L1), (L2) and (L4)
with N =1, then {x,,} converges strongly to an element of Fix(S5).

In 2003 Xu and Kim [19] further considered and studied the hybrid steepest-
descent algorithms (1) and (3). Their major contribution is that the strong conver-
gence of algorithms (1) and (3) holds with condition (L3) replaced by the condition
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(L3)" lim A, /Any1 = 1 or equivalently lim, oo (A — Ag1)/Ans1 =0
and with condition (L4) replaced by the condition

(L4)’ ILm An/Anen = 1 or equivalently limy, o (A, — Aptn) /Aty = 0.

It is clear that condition (L3)’ is strictly weaker than condition (L3) coupled with
conditions (L1) and (L2); moreover, (L3)’ includes the important and natural choice
{1/n} for {\,} while (L3) does not. It is easy to see that if lim, oo A\p/Antn
exists, then condition (L4) implies condition (L4)’. However in general, conditions
(L4) and (L4)’ are not comparable: neither of them implies the other (see [13] for
details). Furthermore under conditions (L1), (L2), (L3)’ and (L4)’, they gave the
applications of algorithms (1) and (3) to the constrained generalized pseudoinverses.

In this paper we introduce the following relaxed hybrid steepest-descent algo-
rithms (1) and (I1) which are mixed iteration processes of (1)-(3) as follows:

Algorithm (1). Let {«,,} C [0,1), {\,} C (0,1) and take a fixed number
p € (0,2n/k?). Starting with an arbitrary initial guess uo € H, one can generate a
sequence {u,} by the following iterative scheme

Unt1 = Aty + (1 — ap)[Tup — A pF'(Tuy)] n > 0.

Algorithm (I1). Let {«,,} C [0,1), {\,} € (0,1) and take a fixed number
w € (0,2n/x?). Starting with an arbitrary initial guess uq € H, one can generate a
sequence {u,} by the following iterative scheme

Upt1 i= iy + (1 — O‘n)[T[n—l—l]un - )‘n-l—lMF(T[n-i—l]un)] n = 0.

On one hand, under the assumption that {«,} satisfies conditions (L1), (L4)
with N = 1 and under the assumption that {\,,} satisfies conditions (L1), (L2),
(L3)’, we prove that the sequence {u,} generated by Algorithm (I) converges in
norm to the unique solution u* of the VI(F,C). On the other hand, under the
assumption that {«,} satisfies conditions (L1), (L4) and under the assumption
that {\,,} satisfies conditions (L1), (L2), (L4)’, we prove that the sequence {u,}
generated by Algorithm (Il) converges in norm to the unique solution u* of the
VI(F,C). Furthermore, we apply these two results to consider the constrained
generalized pseudoinverses. Note that whenever the sequence {«,,} is a constant
sequence {0}, i.e.,, o, = 0, ¥Yn > 0, Algorithms (1) and (II) immediately reduce
to algorithms (1) and (3), respectively. This shows that our results improve, extend
and unify corresponding algorithms in [19].

2. PRELIMINARIES

The following lemmas will be used for the proofs of the main results of the
paper in Section 3.
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Lemma 2.1. (See [20, Lemma 2.5, pp. 243.]) Let {s,} be a sequence of
nonnegative real numbers satisfying the inequality

Spt1 < (1 - an)sn + anﬁn + n Vn >0

where {a,}, {B.} and {~,} satisfy the conditions:
(1) {an} C[0,1], >0 ay = oo or equivalently T[> (1 — ;) = 0;

(4i) limsup,,_, . Bn < 0;

(”'L) {%’L} - [07 OO)? Z?C')LO:O Tn < OO
Then lim,, .o s, = 0.

Lemma 2.2. (See [14]). Demiclosedness Principle. Assume that 7" is a
nonexpansive self-mapping of a closed convex subset C' of a Hilbert space H. If T
has a fixed point, then I — T is demiclosed; that is, whenever {x ,} is a sequence
in C' weakly converging to some x € C and the sequence {(I — T")x,} strongly
converges to some y, it follows that (I — T')z = y. Here I is the identity operator
of H.

The following lemma is an immediate consequence of an inner product.
Lemma 2.3. In a real Hilbert space H, there holds the inequality
= +yl? < lz)* +2(y, x +y), Vz,ye H.

Lemma2.4. Let{«,} beasequence of nonnegative numbers with lim sup,,_,
a, < oo and {f3,} be a sequence of real numbers with lim sup,,_, ., 5, < 0. Then
lim sup,,_,~ anfBn < 0.

Proof. We prove the conclusion in two cases.
Case 1. sup;s, 8; > 0Vn > 0. For any fixed n > 0, observe that

sup a;3; < sup(a; - sup 3;) = (sup o) (sup 5;).

>n >n i>n >n i>n

Thus taking the limit as n — oo, we obtain the conclusion.

Case 2. 3 = SupP;>m, Bn < 0 for some mg > 0. It is easy to see that
B < apB < 0 Vn > mg which implies the conclusion. [

For a nonempty closed convex subset C' C H, we denote by R the (nearest
point) projection from H onto C. In what follows, we state some well-known
properties of the projection operator which will be used in the sequel; see [21].

Lemma 2.5. Let C be a nonempty closed convex subset of H. For any =,y €
H and z € C, the following statements hold:
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(i) (Pox — x,z— Pox) > 0;

(i1) |[Pox — Poy|? < llo = yl* = | Pex — 2 +y — Poy|*.

Remark 2.1. Obviously, Lemma 2.5 (i) provides also a sufficient condition
for a vector v to be the projection of the vector z; i.e., u = Rz if and only if
(u—z,z—u) >0VzeC.

3. RELAXED HYBRID STEEPEST-DESCENT ALGORITHMS

Let H be a real Hilbert space and let C be a nonempty closed convex subset
of H. Let F': H — H be an operator such that for some constants x,n > 0, F'is
k-Lipschitzian and n-strongly monotone on C' that is, F' satisfies respectively the
following conditions:

(4) [Fz — Fy|| < sllz -yl Va,yed,

(5) (Fx — Fy,z —y) > |z —y||* Va,yeC.

Denote by Po the projection of H onto C, i.e., for each x € H, Fox is the only
element in C' satisfying

| — Poz| = min{|lz -y : y € C}.
It is known that the projection P¢ is characterized by the inequality
(x — Pox,y— Pox) <0 VYyeC.
Thus it follows that the VI(F, C) is equivalent to the fixed-point problem
u* = Po(I — pF(u")),

where 1 > 0 is a constant.

In this section, assume that 7" : H — H is a nonexpansive mapping with
Fix(T) = C. Note that obviously, Fix(Px) = C. For any given numbers A € (0, 1)
and p € (0,2n/x?) associating with T : H — H, we define the mapping 7 :
H—H by

TAg :=Tax — \uF(Tz) V€ H.

Lemma 3.1. See Ref. 7. T* is a contraction provided 0 < A < 1 and
0 < p<2n/K2

Indeed, one can observe that
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(6) 1Tz — Ty < (1= A7)llz —yll, Va,ye H,

where 7 =1 — /1 — u(2n — px?) € (0, 1).

Algorithm (1). Let {«,,} C [0,1), {\,} C (0,1) and take a fixed number
w € (0,2n/x2). Starting with an arbitrary initial guess vy € H, let the sequence
{u,} be generated by the following iterative scheme

(7) Unt1 = Aty + (1 — ap)[Tup — App1pnF'(Tuy)] n > 0.

Theorem 3.1. Assume that the control conditions (L1) and (L4) with N =1
hold for {«,} C [0,1). Assume also that the control conditions (L1), (L2) and
(L3)” hold for {A\,,} C (0,1). Then the sequence {u,,} generated by Algorithm (1)
converges strongly to the unique solution «* of the VI(F, C).

Proof. We divide the proof into several steps.

Step 1. {u,} is bounded. Indeed we have (note that T "+iu* = u* —
Ant1pF' (u*))

etz =" || = lotmtan (1 = ) TAm+ 120y~ |
< anJun —u* ||+ (1= )| T "1, — |
) <t — ||+ (L= ) [T, = Tt | | T~
< anun—u” |4+ (1= ) [(1= Ao 7) lun = || + A pul | () []-
By induction, it is easy to see that
|up —u*|| < M ¥n > 0.

where M = max{||ug — u*|), (u/7)|| F(u*)||}. Indeed when n = 0, from (8) we
obtain

Jur — u*|] < aglluo — w*|| + (1 — o) [(1 = A7) [Jug — w* || + Aqpl[ F(u") ]
< apM + (1 — ag)[(1 = \7)M + A7 M|
= M.
Suppose that ||u,, — u*|| < M for n > 1. Then from (8) we get
[un1=v*|| < anllun—v|| + (1—an)[(1=Apga7) [[un —u* ||+ Apga el F(u") ]
< anM + (1 — o) [(1 = M1 7) M + Ay1 7 M|
= M.
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This shows that ||u,; — u*|| < M for n + 1. Therefore we have ||u, — u*|| <
M ¥n > 0.

Step 2. ||up+1 — Tup|| — 0,n — oo. Indeed by Step 1 {u,} is bounded and
so are both {Tu,,} and {F(T'u,)}. Hence

[tunt1 = Tunll = flen (un — Tup) + (1 = an) (T 11, — Tuy) |
< ap |ty — Tn|| + (1 — a) | TA 1wy, — Ty, |
=on [|un — Tun|| + (1 = o) A1 | F(Tun) |
< apllun — Tun|| + Ansrpl F(Tun ) || — 0.

Step 3. ||upt+1 — un|| — 0, n — oco. Indeed we have
tnt1 — unl = lntin — an—1un—1+ (1 — )T+, — (1 — ape1) Ty 1|
< lantn — ap—1un—1|| + [|(1 = @) T+ 1w, — (1 — ape1) T g1 ||
< anlun —un 1|+ ]on —ana | ||+ (1= a) [ T2+t =T 11 |
(1 = )T a1 — (1 = 1) T w1 ||
< apllun —tna || +|an —anal-[una |+ (T=an) (L =Anp 7)||un —tn ||
Hom—anal| [ Tuna || +|(1—an) g = (L=ana) An |- pl | F(Tun) |
= (1= (1= an)rns17)|un = un—1]
H( = an)Anir = (1= an—)An| - [ F(Tun-1)||
Han = anal - (Jun-all + [ Tun-l)-
Putting M = sup{||uy|| + ||Tun|| + ||[F(Tuy)| : n > 0}, we obtain
[unsr = unll < (1= (1 = an)Ang17)[Jun — un-a || + (1 = an)An17) Bn + vn
where v, = |y, — a1 - (JJun—1|| + | Tun-1|) < Mo, — an—1] and
_ pMI(A — o)A — (L —an)dn| _ pM I
(1 —ap)Apsa7 T 1—an  Ant1

by using conditions that lim, .~ @, = 0 and lim,, - An/Ant1 = 1. Note that
condition Y% /A, = oo implies >">° (1 — o) Apq1 = co. By Lemma 2.1, we
deduce that ||u,+1 — upl| — 0.

I—ap )\n

Bn

— 0

Step 4. ||up — T'uy|| — 0. This is an immediate consequence of Steps 2 and 3.

Step 5. limsup,_ . (—F(u*),Tu, — u*) < 0. To prove this, we pick a
subsequence {T'uy, } of {Tu,} so that

limsup(—F(u*), Tu, —u*) = lim (—F(u"), Tup, — u™).

n—00 1—00



Relaxed Hybrid Steepest-Descent Methods for Variational Inequalities 21

Without loss of generality, we may further assume that 7w, — u weakly for some
u € H. By Step 4, we derive u,, — u weakly. But by Lemma 2.2 and Step 4, we
have © € Fix(T') = C. Since u* is the unique solution of the VI(F, C), we obtain

limsup(—F(u*), Tu, — u*) = (= F(u*),u —u*) <0.

n—oo
Step 6. wu, — u* in norm. Indeed by applying Lemma 2.3, we have to get
H“n+1 - “*HQ = Han(“n —u*) + (1 - oz,,L)(T)‘”“un - “*)HQ
1 — ap)|| T+, — u*||?

(

= anllup — “*HQ (1- O‘n)H(T)\”““n - T)\”““*)
)
(

IN

O‘HH“H - “*HQ +
+
Hwe )2
< anlltn — w2 + (1 = an)[IT* 1 — P2
+2(TAn+1* — u*, TAnt1gy, — u*)]
9) < anllun — w? 4+ (1 = an)[(1 = Apga7)l|up — u*|?
+2uMp 1 (—F (u*), Tun — u* — A1 puF (Tuy))
= (1= (1 = an)Ans17)lun — w*||?
+2uMp i1 (—F (u*), Tun — u* — A1 puF (Tuy))
= (1= (1 = an)Ans17)lun — uw*||?

2u{—F(u*), Tup — u* — Apy1uF (Tuy))
(1—ap)T '

+(1 - an))\n—f—lT :

Since limy, o0 @, = limy, 00 Ay, = 0, limsup,,_, o (—F(u*), Tu, — u*) < 0 and
{F(Tuy,)} is bounded, by Lemma 2.4 we conclude that

2u(—F(u*), Tuy, — u* — App1 puF(Tuy,))

lim su
P (1—ap)T
2
< lim sup r__. (—F(u"), Tu, — u™)

n—00 ( - an)T
9 2
+ lim sup 2u st (—F(u*), —F(Tuy))
n—oo (1 — Ocn)T

<0+0=0.

Therefore from Lemma 2.1 we obtain lim, o ||u, — u*|| = 0. ]
Next consider a more general case where

N
C = () Fix(T),
i=1
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with N > 1 an integer and T; : H — H being nonexpansive for each 1 <i < N.
We consider another relaxed hybrid steepest-descent algorithm for solving the
VI(F, C).

Algorithm (I1). Let {«,,} C [0,1), {\,} C (0,1) and take a fixed number
u € (0,2n/x%). Starting with an arbitrary initial guess ug € H, let the sequence
{u,} be generated by the following iterative scheme

(10) Unt1 = Qntn + (1 = an)[T[n—f—l]un - )‘n—I—lﬂF(T[n—f—l]un)] n 2 0.
We now state and prove the main result of this paper.

Theorem 3.2.  Assume that the control conditions (L1) and (L4) hold for
{an} C [0,1). Assume also that the control conditions (L1), (L2) and (L4)’ hold
for {\,} C (0,1). Assume in addition that
) C=NN, Fix(T;) =Fix(T\Ty...Tn) =Fix(TnT1... Ty 1)

11
== FiX(TQTg...TNTl).

Then the sequence {u,} generated by Algorithm (Il) converges in norm to the
unique solution w* of the VI(F, C).

Proof. We again divide the proof into several steps.

Step 1. {u,} is bounded. Indeed we have (note that Tmlu =u* — A\ uF(u*)
for all n > 1)

* An "
1 = w*|| = llanun + (1 = an) Ty Hun — |
< omllun = (L) T} oo — T2 | T —

< a[Jun =+ (1 = ) [(1 = Apga7)[un — u* || + Angrpl [F(u?) ]
As in Step 1 of the proof of Theorem 3.1, we get by induction
[un — u*|| < max{|[uo — ™|, (u/7) | F(u)][}  Vn = 0.

Step 2. |lun41 — Tpqajunll — 0. Indeed by Step 1 {u,} is bounded and so
are {Tj,41jun} and {F (T}, 1jus)}- Thus

[un+1 — T[n+1]unH = [|an (un — T[n—l—l]un) +(1— )(T[nr.lﬂl] T[n—l—l]un)H
< anltn = T papnl + (1 = @) 115 un = T ajunl|

< apllun = Tippaun] + (1 = an) A pl F (T gayun) |
< apllun = Tippatnl + Anpr sl | F (Thngayun) || — 0
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Step 3. |[un+n — unll — 0. As a matter of fact, observing that T, , yy = Ty,
we have

[un+N = unll = llantN-1UntN-1 — Qn—1Un—1
An .
+(1 = v ) T Ny v —1 — (1 = Oén—l)T[i\.L] Un—1|
< aniN-1l[untN-1 = Un—1l| + |y N-1 — 1] - [[un-1]|
An An
+(1 = s N ) [T N uns N1 = T G un 1 |
An An
+H(1 - an—i—N—l)T[n_:_]\];r]un—l - (1 - Oén—l)T[n] un—l”
< aniN-1l[untN-1 = Un—1l| + |y N-1 — 1] - [[un—1]|
+(1 = antn-1)(1 = Ay NT) Jttnt N -1 — Up—1]|
+Hanin-1 — an—1| - | Tjnjun—1l
+[(1 = anpn-1)Ansn — (1 = an—1)An| - pl| F(Tp un—1)]]
= (1 = (1 = antN-1) A+ NT)[Un+N-1 — Un—1]|
(1 = e n—1) Ay = (1 = an—1) An| - | F (T un—1)|
Hlomin—1 — anal - ([Junall + [ Tiyun-1])-
Putting M = sup{||un|| + | Tpt1)un |l + [|F(Tinq1jun) || : > 0}, we obtain
[+ N—tn || < (A1t N 1) At N T) [ttt N —1-Un—1 [H((L = N—1) At NT) Brirt Y

where v, = | n—1 — 1| - ([[un-all + | Tjpjun—1l]) < Mlomen—1 — an—1] and

:MM‘(l_an—l—N—l))\n—i—N_(l - an—l))\n‘ :MMH 1—ap An ‘ 0

(1= N-1) At NT T 1 — angN—1AntN

Bn

by using conditions that lim,, . a;, = 0 and lim,, o0 Ap/An+n = 1. Note that
condition >~>° ;A\, = oo implies >~>° (1 — apin—1)Angn = co. We deduce that
|tntn — unl| — 0 by Lemma 2.1.

Step 4. up — Tjpyny--Tjng1)un — 0 in norm. Indeed noting that each 7; is
nonexpansive and using Step 2, we get the finite table

Un+N — T[n+N]un+N—1 - 07

T NUntN-1 = L N T N—1UntN—2 — 0,

T[n+N]...T[n+2]un+1 - T[n+N]T[n+1]un — 0.
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Adding up this table and using Step 3, we deduce that w,, — T, Ny Tjr41)un —
0 in norm.

Step 5. limsup,,_, oo (—F(u*), Tjpq1yun — u*) < 0. To see this, we pick a
subsequence {n;} of {n} such that

lim sup(—F(u"), Tjpy1)un — w*) = Hm (=F(u”), Tjp,q1)Un, — u’).
n—00 1—00

Since {Tj,,;1jun} is bounded, we may also assume that Tj,,, ,1ju,, — u weakly for
some u € H. Hence from Step 2 we deduce that w,,; — w weakly. Since the
pool of mappings {7; : 1 <i < N} is finite, we may further assume (passing to a
further subsequence if necessary) that for some integer k € {1,2, ..., N}, T}, 1) =
Ty Vi > 1. Then it follows from Step 4 that wp,+1 — Tjpq N Ljrg1)Uni+1 — 0.
Hence by Lemma 2.2 we deduce that

u € FiX(T[k+N]...T[k+1]).

Together with assumption (11) this implies that = € C. Now since u* solves the
VI(F, C), we obtain

lim sup(—F(u*), Tjpqajun — u*) = (=F(u"),u — u*) <0.

n—oo

Step 6. wu, — u* in norm. Indeed, applying Lemma 2.3, we get

s =% = en(uun — ) + (1= ) (Tt un — )|
< ol = u*[]? + (1 = o) [T — ¥
= gt~ (1= ) [ (T — T )+ (Tt ) |2
< allun — [ + (1= o) [T um — Tov ||

ATt =, T, — )]
< agllup —w* + (1= an)[(1 = Apgr7) [Jup — u*|?
+2pAn 41 (—F(u*), Tippayun — u* = Apga pF (T 1y un))
= (1= (1= an) A1 7) [Jun — w*||?
+2pAn 41 (—F(u*), Tippayun — u* — Apgpa pF (Tjng1yun))
= (1= (1= an) A1 7) [lun — w*||?
2p(—=F ("), Tjp1jun — " — Apyr 1 (Tippayun))
(I1—apn)T ’

"'(1 _an))‘n—I—lT :
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Since limy, oo o = limy 00 A = 0, limsup,,_, oo (= F(u*), Thpqjun — u*) <0
and {F (T}, 41)un)} is bounded, so by Lemma 2.4 we conclude that

2u(—F(u*), Tipyqjun — u* = A1 o (Thpqqtin))

lim su
n—>oop (1 - an)T
<1 2 CFw),T, )
imsu (—=F(u"), Up — U
> n—>oop( — Oén)T [n+1]%n
: 20 A1
1 ——— (—F(u"), —F(T
+ e p—— (=F(u"), =F(Tjpq1yun))
<0+0=0.
Therefore from Lemma 2.1 we obtain lim,, .« ||u, — u*|| = 0. |

Remark 3.1. Recall that a self-mapping of a nonempty closed convex subset
K of a Hilbert space H is said to be attracting nonexpansive [11, 17] if T is
nonexpansive and if [Tz — p|| < ||z — p|| for z,p € K with 2 ¢ Fix(T) and
p € Fix(T). Recall also that 7" is firmly nonexpansive [11, 17] if (x—y, Tx—Ty) >
| Tz — Ty||? for all z,y € K. It is known that assumption (11) in Theorem 3.2 is
automatically satisfied if each 7; is attracting nonexpansive. Since a projection is
firmly nonexpansive, we have the following consequence of Theorem 3.2.

Corollary 3.1. Let u € (0,2n/x%). Assume that the control conditions (L1)
and (L4) hold for {«,} C [0,1). Assume also that the control conditions (L1),
(L2) and (L4)’ hold for {\,,} € (0,1). Let up € H and let the sequence {u,} be
generated by the iterative algorithm

Unt1 1= oy + (1= an) [Py qjun — A1 pF (Ppiqyun)] n >0

where P, = Pg,,1 < k < N. Then {u,} converges strongly to the unique so-
lution u* of the VI(F,C), with C' = ﬂ]kvzl Cy. In particular, the sequence {u,}
determined by the algorithm

ter = (1) (4 1)t + (n/ (14 1) [Pt — (1 (0 + D) F(Pryiajen) >0

converges in norm to the unique solution «* of the VI(F, C). ]

4. APPLICATIONS TO CONSTRAINED GENERALIZED PSEUDOINVERSE

Let K be a nonempty closed convex subset of a real Hilbert space H. Let A be a
bounded linear operator on H. Given an element b € H, consider the minimization
problem

: 2
(12) ;%%HAQE blI*.



26 L. C. Zeng, Q. H. Ansari and S. Y. Wu

Let S, denote the solution set. Then S, is closed and convex. It is known that S,
is nonempty if and only if Pm(b) € A(K). In this case, S; has a unique element
with minimum norm; that is, there exists a unique point & € S}, satisfying

(13) |2]* = min{]|z|* : = € Sy}

Definition 4.1. (See [18]). The K-constrained pseudoinverse of A (symbol
Af) is defined as

A~

D(Ag)={be H : Pigg(b) € A(K)}, Ag(b)=2 and be D(Ag)

where & € Sy, is the unique solution to (13).

Now we recall the K-constrained generalized pseudoinverse of A; see [7, 19].

Let # : H — R be a differentiable convex function such that ¢’ is a x-
Lipschitzian and n-strongly monotone operator for some x > 0 and n > 0. Under
these assumptions, there exists a unique point o € S, for b € D(Ag) such that

(14) 0(z9) = min{f(x) : x € Sp}.
Definition 4.2. (See [19]). The K-constrained generalized pseudoinverse of A
associated with 6 (symbol A ) is defined as
D(AK,G) - D(AK), AKﬁ(b) = (i‘() and b€ D(AK,Q)

where % € Sj, is the unique solution to (14). Note that if 6(z) = ||z[|%/2, then the
K-constrained generalized pseudoinverse A g of A associated with ¢ reduces to
the K -constrained pseudoinverse Ay of A in Definition 4.1.

We now apply the results in Section 3 to construct the K -constrained generalized
pseudoinverse Ax g of A. But first, observe that z € K solves the minimization
problem (12) if and only if there holds the following optimality condition:

(A*(Az = b),z—2) >0 ze€K
where A* is the adjoint of A. This is equivalent to for each A > 0
(N + (I —NA*A)Z]) — 2,2 —2) >0 e K
or

(15) Pi(AA*b + (I — NA*A)T) = 7.
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Define a mapping 7' : H — H by

(16) Tx = Pg(A*b+ (I — \A*A)z) z € H.

Lemma 4.1. (See [19]). If A € (0,2||A|~2) and if b € D(Ag), then T is
attracting nonexpansive and Fix(7T) = Sj.

Theorem 4.1. Let i1 € (0,2n/x2). Assume that the control conditions (L1) and
(L4) with N =1 hold for {«,,} C [0,1). Assume also that the control conditions
(L1), (L2) and (L3)’ hold for {\,} C (0,1). Given an initial guess ug € H, let
{u,} be the sequence generated by the algorithm

(17) Unt1 = Aty + (1 — ap)[Tun — Mpy1 i (Tuy)] n >0
where T is given in (16). Then {u,} strongly converges to A g(b).

Proof. The minimization problem (14) is equivalent to the following variational
inequality problem:

(18) (0 (£0),2 — 20y >0 x €S
Since Fix(T') =S, and ¢’ is x-Lipschitzian and »-strongly monotone, using Theorem

3.1 with F' =6" we conclude that {u,,} converges in norm to o= Ak ¢(b). |

Lemma 4.2. (See [11, 17]). Assume that N is a positive integer and assume
that {7;}}¥, are NV attracting nonexpansive mappings on H having a common fixed
point. Then

N
() Fix(T;) = Fix(Ty Ty...Ty).
=1

Now assume that {S}, ..., Sé\’} is a family of N closed convex subsets of K
such that S, = N, Si. For each 1 < i < N, we define T; : H — H by

Tix = Pgi(A"b+ (I - AA"A)z) ze€ H
where Pg; is the projection from H onto Si.

Theorem 4.2. Let u € (0,2n/k?). Assume that the control conditions (L1)
and (L4) hold for {«,,} C [0, 1). Assume also that the control conditions (L1), (L2)
and (L4)’ hold for {\,,} C (0,1). Let ugp € H. Then the sequence {u,,} generated
by the algorithm

(19) U1 = iy + (1= an) T, Y0 >0
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where T[fl’_ff] = Tipg1)tun — A1) (Ting1)un), n > 0, converges in norm to

Agco(b).

Proof. In the proof of [19, Theorem 4.2], it is proved that
N
(20) Sy = Fix(T) = (| Fix(T;).
=1

By Lemmas 4.1 and 4.2, we see that assumption (11) in Theorem 3.2 holds. On
account of (20), Theorem 3.2 ensures that the sequence {un} generated by (19)
converges strongly to the unique solution &y = Ag ¢(b) of (18). ]
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