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This paper proposes a kind of symplectic schemes for linear Schrödinger equations with variable coefficients and a stochastic
perturbation term by using compact schemes in space. The numerical stability property of the schemes is analyzed. The schemes
preserve a discrete charge conservation law. They also follow a discrete energy transforming formula. The numerical experiments
verify our analysis.

1. Introduction

Differential equations (DEs) are important models in sci-
ences and engineering. By theoretical and numerical analysis
of DEs, we can yield some mathematical explanation of
many phenomena in applied sciences [1–5]. Time-dependent
Schrödinger equations arise in quantum physics, optics,
and many other fields [6, 7]. Some numerical methods
for such equations, such as symplectic scheme and mul-
tisymplectic schemes, have been proposed in [8–14]. The
schemes possess good numerical stability. Compact schemes
are popular recently due to high accuracy, compactness,
and economic resource in scientific computation [15–17].
In this paper, applying compact operators, we construct
symplectic methods to the initial boundary problems of the
linear Schrödinger equation with a variable coefficient and a
stochastic perturbation term (denoted by LSES):

𝑖𝑢
𝑡
+ 𝑢
𝑥
4 + 𝑓 (𝑥) 𝑢 = 𝜖𝑢 ∘ ̇𝜒, 𝑥 ∈ [0, 𝐿] ,

𝑢 (𝑥, 0) = 𝑢
0
(𝑥) , 𝑡 ∈ [0, 𝑇] ,

𝑢 (0, 𝑡) = 𝑢 (𝐿, 𝑡) ,

(1)

where 𝑖2 = −1, 𝑓(𝑥) is a real differential function, 𝑢
0
(𝑥) is a

differential function, 𝜖 is a small real number, and ∘ means

Stratonovich product. ̇𝜒 is a real-valued white noise which is
delta correlated in time and either smooth or delta correlated
in space. For an integer 𝑚, 𝑢

𝑥
𝑚 and 𝑢

𝑡
𝑚 mean the 𝑚-order

partial derivatives of 𝑢 with respect to 𝑥 and 𝑡, respectively.
The system (1) with 𝜖 = 0 is a deterministic system. When 𝜖

is small, we can think that (1) is perturbed by the stochastic
term.

By multiplying (1) by 𝑢 or 𝑢
𝑡
and then integrating it with

respect to 𝑡 and 𝑥, it is easy to verify the following result.

Proposition 1. Under the periodic boundary condition,

(a) the solution of (1) satisfies the charge conservation law

Q (𝑡) = ∫

𝐿

0

|𝑢 (𝑥, 𝑡)|
2d𝑥 = Q (0) , (2)

(b) the corresponding deterministic system (𝜖 = 0) of (1)
possesses the energy conservation law

E (𝑡) = ∫

𝐿

0

󵄨󵄨󵄨󵄨𝑢𝑥𝑥
󵄨󵄨󵄨󵄨

2

+ 𝑓 (𝑥) |𝑢|
2d𝑥 = E (0) . (3)

The paper is organized as follows. In Section 2, we give a
symplectic structure of the LSES. In Section 3, we present the
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new symplectic methods to the LSES. First, we use a kind of
compact schemes in discretization of spatial derivative.Then,
in temporal discretization, we adopt the symplectic midpoint
method. The new methods are denoted by LSC schemes. We
also analyze the numerical stability of LSC schemes. We give
two numerical examples to support our theory in Section 4.
At last, we make some conclusions.

2. Symplectic Structure of the LSES

Let 𝑢 = 𝑝 + 𝑖𝑞. The LSES (1) can be written in

𝑝
𝑡
+ 𝑞
𝑥
4 + 𝑓 (𝑥) 𝑞 = 𝜖𝑞 ∘ ̇𝜒,

−𝑞
𝑡
+ 𝑝
𝑥
4 + 𝑓 (𝑥) 𝑝 = 𝜖𝑝 ∘ ̇𝜒.

(4)

Introducing the variable 𝑧 = (𝑝, 𝑞)
𝑇, (4) reads in stochas-

tic symplectic context

𝑧
𝑡
= 𝐽
−1
∇
𝑧
𝐻(𝑧) + 𝜖𝐽

−1
∇
𝑧
𝑆 (𝑧) ∘ ̇𝜒, (5)

where

𝐻(𝑧) =
1

2
(𝑝
2

𝑥𝑥
+ 𝑞
2

𝑥𝑥
) +

𝑓 (𝑥)

2
(𝑝
2
+ 𝑞
2
) ,

𝑆 (𝑧) = −
1

2
(𝑝
2
+ 𝑞
2
) ,

𝐽 = (
0 1

−1 0
) .

(6)

The system satisfies the symplectic conservation law [7, 12,
18]:

𝜔
𝑡
= 0, 𝜔 = 𝑑𝑝 ∧ 𝑑𝑞. (7)

Numerical methods which preserve the discrete symplectic
conservation law are called symplectic methods. Symplectic
methods have good numerical stability.

3. LSC Schemes

3.1. Compact Scheme. Introduce the following uniformmesh
grids:

𝑥
𝑘
= 𝑘ℎ, 𝑘 = 0, 1, . . . , 𝑁; 𝑡

𝑛
= 𝑛𝜏, 𝑛 = 0, 1, . . . ,

(8)

where ℎ = 𝐿/𝑁 and 𝜏 are spatial and temporal step sizes,
respectively. Denote the numerical values of 𝑢(𝑥

𝑘
, 𝑡
𝑛
) at the

nodes (𝑥
𝑘
, 𝑡
𝑛
) by 𝑢

𝑛

𝑘
. The symbols 𝑢

𝑛 and 𝑢
𝑘
mean the

numerical solution vectors at 𝑡 = 𝑡
𝑛
and 𝑥 = 𝑥

𝑘
with compo-

nents 𝑢𝑛
𝑘
, respectively. Furthermore, we denote

𝑢
𝑛+(1/2)

𝑘
:=

𝑢
𝑛+1

𝑘
+ 𝑢
𝑛

𝑘

2
, 𝛿

𝑡
𝑢
𝑛+(1/2)

𝑘
:=

𝑢
𝑛+1

𝑘
− 𝑢
𝑛

𝑘

𝜏
. (9)

Introducing the following linear operators

A𝑢
𝑘
= 𝛼𝑢
𝑘−1

+ 𝑢
𝑘
+ 𝛼𝑢
𝑘+1

,

B𝑢
𝑘
= 𝑏

𝑢
𝑘+3

− 9𝑢
𝑘+1

+ 16𝑢
𝑘
− 9𝑢
𝑘−1

+ 𝑢
𝑘−3

6ℎ4

+ 𝑎
𝑢
𝑘+2

− 4𝑢
𝑘+1

+ 6𝑢
𝑘
− 4𝑢
𝑘−1

+ 𝑢
𝑘−2

ℎ4
,

(10)

we adopt formula [19]

𝛿
4

𝑥
𝑢
𝑘
= A
−1
B𝑢
𝑘

(11)

to approximate 𝑢
𝑥
4 , which means that

A𝛿
4

𝑥
𝑢
𝑘
= B𝑢

𝑘
. (12)

By Taylor expansion, we can derive a family of fourth-order
schemes with

𝑎 = 2 (1 − 𝛼) , 𝑏 = 4𝛼 − 1. (13)

The leading termof the truncation error of themethod is ((7−
26𝛼)/240)(𝑢

𝑥
8)
𝑘
ℎ
4. If 𝑏 = 0, we get a scheme with smaller

stencil. A sixth-order scheme is obtained with

𝛼 =
7

26
, 𝑎 =

19

13
, 𝑏 =

1

13
. (14)

Denote two symmetric and cyclic matrices by

𝐴 =

[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[

[

1 𝛼 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0 𝛼

𝛼 1 𝛼 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0

0 𝛼 1 𝛼 0 ⋅ ⋅ ⋅ 0

... d d d d d
...

...
... d 𝛼 1 𝛼 0

0 0 ⋅ ⋅ ⋅ 0 𝛼 1 𝛼

𝛼 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0 𝛼 1

]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]

]𝑁×𝑁

,
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𝐵 =
1

6ℎ4

[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[

[

𝑐
0

𝑐
1

6𝑎 𝑏 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0 𝑏 6𝑎 𝑐
1

𝑐
1

𝑐
0

𝑐
1

6𝑎 𝑏 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0 𝑏 6𝑎

6𝑎 𝑐
1

𝑐
0

𝑐
1

6𝑎 𝑏 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0 𝑏

𝑏 6𝑎 𝑐
1

𝑐
0

𝑐
1

6𝑎 𝑏 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0

0 𝑏 6𝑎 𝑐
1

𝑐
0

𝑐
1

6𝑎 𝑏 0 ⋅ ⋅ ⋅ 0

... d d d d d d d d d
...

0 ⋅ ⋅ ⋅ 0 𝑏 6𝑎 𝑐
1

𝑐
0

𝑐
1

6𝑎 𝑏 0

0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0 𝑏 6𝑎 𝑐
1

𝑐
0

𝑐
1

6𝑎 𝑏

𝑏 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0 𝑏 6𝑎 𝑐
1

𝑐
0

𝑐
1

6𝑎

6𝑎 𝑏 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0 𝑏 6𝑎 𝑐
1

𝑐
0

𝑐
1

𝑐
1

6𝑎 𝑏 0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0 𝑏 6𝑎 𝑐
1

𝑐
0

]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]

]𝑁×𝑁

, (15)

where 𝑐
0
= 16𝑏 + 36𝑎 and 𝑐

1
= −9𝑏 − 24𝑎. Then the matrix

form of (11) is

𝛿
4

𝑥
𝑢
𝑛
= 𝐴
−1
𝐵𝑢
𝑛
. (16)

3.2. Discretization of the LSES. Applying the approximation
(11) to linear system (4), we obtain the following semidis-
cretization stochastic Hamiltonian system:

(𝑧
𝑘
)
𝑡
= 𝐽
−1
∇
𝑧
𝐻(𝑧
𝑘
) + 𝜖𝐽

−1
∇
𝑧
𝑆 (𝑧
𝑘
) ∘ ̇𝜒
𝑘
, (17)

where

𝐻(𝑧) =
𝑓 (𝑥
𝑘
)

2
(𝑝
2

𝑘
+ 𝑞
2

𝑘
) +

1

2
𝛿
4

𝑥
(𝑝
2

𝑘
+ 𝑞
2

𝑘
) ,

𝑆 (𝑧) = −
1

2
(𝑝
2

𝑘
+ 𝑞
2

𝑘
) .

(18)

In temporal discretization of (17), we apply the symplectic
midpoint method

𝛿
𝑡
𝑧
𝑛+(1/2)

𝑘
= 𝐽
−1
∇
𝑧
𝐻(𝑧
𝑛+(1/2)

𝑘
) + 𝜖𝐽

−1
∇
𝑧
𝐻(𝑧
𝑛+(1/2)

𝑘
)

∘ ̇𝜒
𝑛+(1/2)

𝑘
.

(19)

Its componentwise formulation is

𝑝
𝑛+1

𝑘
− 𝑝
𝑛

𝑘

𝜏
= −𝑓 (𝑥

𝑘
) 𝑞
𝑛+(1/2)

𝑘
− 𝛿
4

𝑥
𝑞
𝑛+(1/2)

𝑘

+ 𝜖𝑞
𝑛+(1/2)

𝑘
∘ ̇𝜒
𝑛+(1/2)

𝑘
,

𝑞
𝑛+1

𝑘
− 𝑞
𝑛

𝑘

𝜏
= 𝑓 (𝑥

𝑘
) 𝑝
𝑛+(1/2)

𝑘
+ 𝛿
4

𝑥
𝑝
𝑛+(1/2)

𝑘

− 𝜖𝑝
𝑛+(1/2)

𝑘
∘ ̇𝜒
𝑛+(1/2)

𝑘
.

(20)

According to the Fourier analysis, the LSC schemes (19)
are unconditionally stable. In fact, we can derive

𝛿
4

𝑥
𝑧
𝑛

𝑘
= 𝜇𝑧
𝑛

𝑘
, (21)

where

𝜇 =
4(𝜔 − 1)

2
(3𝑎 + 2𝑏 + 𝑏𝜔)

3ℎ4 (1 + 2𝛼𝜔)
, 𝜔 = cos𝛽ℎ. (22)

Then, with (19) and (21), we can obtain 𝑧
𝑛+1

= 𝐺𝑧
𝑛 with

(1 +
𝑐
2
𝜏
2

4
)𝐺 = (

1 −
𝑐
2
𝜏
2

4
−𝑐𝜏

𝑐𝜏 1 −
𝑐
2
𝜏
2

4

) , (23)

where 𝑐 = 𝜇 + 𝑓(𝑥
𝑘
) − 𝜖 ∘ ̇𝜒

𝑛+(1/2)

𝑘
. By direct computation,

we can derive that the spectral radius of the matrix 𝐺 is 1
and ‖𝐺‖

2
= 1. Therefore, the scheme (19) is unconditionally

stable. Moreover, by symmetry, they are nondissipative.

Theorem 2. Let ‖𝑧𝑛‖2 = ℎ∑
𝑘
𝑧
𝑛

𝑘
𝑧
𝑛

𝑘
. Then, ‖𝑧𝑛‖ is the discrete

charge invariant of the LSC schemes (19), which implies the
discrete charge conservation law of (2).

Scheme (19) can be rewritten in compact form

𝑖A
𝑢
𝑛+1

𝑘
− 𝑢
𝑛

𝑘

𝜏
+B𝑢

𝑛+(1/2)

𝑘
+A𝑓 (𝑥

𝑘
) 𝑢
𝑛+(1/2)

𝑘

= 𝜖A𝑢
𝑛+(1/2)

𝑘
∘ ̇𝜒
𝑛+(1/2)

𝑘
.

(24)

Multiplying (24) by (𝑢𝑛+1
𝑘

−𝑢
𝑛

𝑘
) and summing over 𝑘, we obtain

𝑖𝜏

2
∑

𝑘

[B𝑢
𝑛+1

𝑘
𝑢
𝑛+1

𝑘
−B𝑢

𝑛

𝑘
𝑢
𝑛

𝑘
]

+
𝑖𝜏

2
∑

𝑘

A𝑓 (𝑥
𝑘
) [𝑢
𝑛+1

𝑘
𝑢
𝑛+1

𝑘
− 𝑢
𝑛

𝑘
𝑢
𝑛

𝑘
]

−
𝑖𝜏𝜖

2
∑

𝑘

[A𝑢
𝑛+1

𝑘
∘ ̇𝜒
𝑛+(1/2)

𝑘
𝑢
𝑛+1

𝑘
−A𝑢
𝑛

𝑘
∘ ̇𝜒
𝑛+(1/2)

𝑘
𝑢
𝑛

𝑘
]

+
𝑖𝜏

2
∑

𝑘

[B𝑢
𝑛

𝑘
𝑢
𝑛+1

𝑘
−B𝑢

𝑛+1

𝑘
𝑢
𝑛

𝑘
]

+
𝑖𝜏

2
∑

𝑘

A𝑓 (𝑥
𝑘
) [𝑢
𝑛

𝑘
𝑢
𝑛+1

𝑘
− 𝑢
𝑛+1

𝑘
𝑢
𝑛

𝑘
]

−
𝑖𝜏𝜖

2
∑

𝑘

[A𝑢
𝑛

𝑘
∘ ̇𝜒
𝑛+(1/2)

𝑘
𝑢
𝑛+1

𝑘
−A𝑢
𝑛+1

𝑘
∘ ̇𝜒
𝑛+(1/2)

𝑘
𝑢
𝑛

𝑘
]

= ∑

𝑘

[A (𝑢
𝑛+1

𝑘
− 𝑢
𝑛

𝑘
) (𝑢
𝑛+1

𝑘
− 𝑢
𝑛

𝑘
)] .

(25)




