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A numerical method for themodified time fractional Fokker-Planck equation is proposed. Stability and convergence of themethod
are rigorously discussed by means of the Fourier method. We prove that the difference scheme is unconditionally stable, and
convergence order is 𝑂(𝜏 + ℎ4), where 𝜏 and ℎ are the temporal and spatial step sizes, respectively. Finally, numerical results are
given to confirm the theoretical analysis.

1. Introduction

Fractional differential equations have attracted considerable
attention due to their frequent appearance in various appli-
cations in fluid mechanics, biology, physics, and engineering
[1, 2]. Usually, fractional differential equations do not have
analytic solutions and can only be solved by some semian-
alytical and numeric techniques. Recently, several semiana-
lytical methods, such as variational iteration method, homo-
topy perturbationmethod, Adomian decompositionmethod,
homotopy analysis method, and collocation method, have
been used to solve fractional differential equations [3–7].
Meanwhile, some effective numerical techniques are devel-
oped; see [8–17].

In the present paper, we aremotivated to study the follow-
ing modified time fractional Fokker-Planck equation [18]:

𝜕𝑢 (𝑥, 𝑡)

𝜕𝑡
= [𝜅
𝛼

𝜕
2

𝜕𝑥2
− ]
𝛼

𝜕

𝜕𝑥
] RL𝐷

1−𝛼

0,𝑡
𝑢 (𝑥, 𝑡) + 𝑓 (𝑥, 𝑡) ,

0 < 𝑥 < 𝐿, 0 ≤ 𝑡 ≤ 𝑇,

(1)

𝑢 (𝑥, 0) = 𝜙 (𝑥) , 0 < 𝑥 < 𝐿,

𝑢 (0, 𝑡) = 𝜑
1
(𝑡) , 0 ≤ 𝑡 ≤ 𝑇,

𝑢 (𝐿, 𝑡) = 𝜑
2
(𝑡) , 0 ≤ 𝑡 ≤ 𝑇,

(2)

where 𝜅
𝛼
> 0 is a fractional diffusion coefficient, and ]

𝛼
> 0

is a fractional friction coefficient. RL𝐷
1−𝛼

0,𝑡
𝑢(𝑥, 𝑡) denotes the

temporal Riemann-Liouville derivative operator defined as
[2]

RL𝐷
1−𝛼

0,𝑡
𝑢 (𝑥, 𝑡) =

1

Γ (𝛼)

𝜕

𝜕𝑡
∫

𝑡

0

𝑢 (𝑥, 𝑠)

(𝑡 − 𝑠)
1−𝛼
𝑑𝑠, (3)

where Γ(⋅) is the gamma function.
The outline of the paper is as follows. In Section 2, an

effective numerical method for solving the modified time
fractional Fokker-Planck equation is proposed. The solvabil-
ity, stability, and convergence of the numerical method are
discussed in Sections 3 and 4, respectively. In Section 5, we
give some numerical results demonstrating the convergence
orders of the numerical method. Also a conclusion is given in
Section 6.

2. The Construction of Numerical Method

Let 𝑥
𝑗
= 𝑗ℎ (𝑗 = 0, 1, . . . ,𝑀) and 𝑡

𝑘
= 𝑘𝜏 (𝑘 = 0, 1, . . . , 𝑁),

where ℎ = 𝐿/𝑀 and 𝜏 = 𝑇/𝑁 are the uniform spatial and
temporal mesh sizes, respectively, and𝑀,𝑁 are two positive
integers.
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Lemma 1. Suppose that

[𝜅
𝛼

𝜕
2

𝜕𝑥2
− ]
𝛼

𝜕

𝜕𝑥
] 𝑢 (𝑥

𝑗
, 𝑡) = 𝑔 (𝑥

𝑗
, 𝑡) ; (4)

then a fourth-order difference scheme for the above equation is
given as follows:

A𝑢 (𝑥
𝑗
, 𝑡) =L𝑔 (𝑥

𝑗
, 𝑡) + O (ℎ

4
) , (5)

whereA andL are two difference operators and are defined by

A = 𝜅
𝛼
cosh(

√6]
𝛼
ℎ

6𝜅
𝛼

)𝛿
2

𝑥
− ]
𝛼
𝜇
𝑥
𝛿
𝑥
,

L = 𝐼 +
ℎ
2

12
(𝛿
2

𝑥
−
]
𝛼

𝜅
𝛼

𝜇
𝑥
𝛿
𝑥
) ,

(6)

in which 𝐼 is an unit operator and 𝜇
𝑥
𝛿
𝑥
and 𝛿2
𝑥
are average cen-

tral and second central difference operators with respect to 𝑥
and are defined by

𝜇
𝑥
𝛿
𝑥
𝑢 (𝑥
𝑗
, 𝑡) =

𝑢 (𝑥
𝑗+1
, 𝑡) − 𝑢 (𝑥

𝑗−1
, 𝑡)

2ℎ
,

𝛿
2

𝑥
𝑢 (𝑥
𝑗
, 𝑡) =

𝑢 (𝑥
𝑗+1
, 𝑡) − 2𝑢 (𝑥

𝑗
, 𝑡) + 𝑢 (𝑥

𝑗−1
, 𝑡)

ℎ2
.

(7)

Proof. In view of Taylor expansion, we can obtain

𝐸
𝑗
(𝑡) = A𝑢 (𝑥

𝑗
, 𝑡) −L𝑔 (𝑥

𝑗
, 𝑡)

= 𝜅
𝛼

∞

∑

𝑘=0

1

(2𝑘)!
(
√6]
𝛼
ℎ

6𝜅
𝛼

)

2𝑘

× (

𝜕
2
𝑢 (𝑥
𝑗
, 𝑡)

𝜕𝑥2
+
ℎ
2

12

𝜕
4
𝑢 (𝑥
𝑗
, 𝑡)

𝜕𝑥4
+ 𝑂 (ℎ

4
))

− ]
𝛼
(

𝜕𝑢 (𝑥
𝑗
, 𝑡)

𝜕𝑥
+
ℎ
2

6

𝜕
3
𝑢 (𝑥
𝑗
, 𝑡)

𝜕𝑥3
+ 𝑂 (ℎ

4
))

− (𝑔 (𝑥
𝑗
, 𝑡) +

ℎ
2

12

𝜕
2
𝑔 (𝑥
𝑗
, 𝑡)

𝜕𝑥2
+ 𝑂 (ℎ

4
))

+
]
𝛼
ℎ
2

12𝜅
𝛼

(

𝜕𝑔 (𝑥
𝑗
, 𝑡)

𝜕𝑥
+ 𝑂 (ℎ

2
))

= [(𝜅
𝛼

𝜕
2
𝑢 (𝑥
𝑗
, 𝑡)

𝜕𝑥2
− ]
𝛼

𝜕𝑢 (𝑥
𝑗
, 𝑡)

𝜕𝑥
) − 𝑔 (𝑥

𝑗
, 𝑡)]

−
]
𝛼
ℎ
2

12𝜅
𝛼

[(𝜅
𝛼

𝜕
3
𝑢 (𝑥
𝑗
, 𝑡)

𝜕𝑥3
− ]
𝛼

𝜕
2
𝑢 (𝑥
𝑗
, 𝑡)

𝜕𝑥2
)

−

𝜕𝑔 (𝑥
𝑗
, 𝑡)

𝜕𝑥
]

+
ℎ
2

12
[(𝜅
𝛼

𝜕
4
𝑢 (𝑥
𝑗
, 𝑡)

𝜕𝑥4
− ]
𝛼

𝜕
3
𝑢 (𝑥
𝑗
, 𝑡)

𝜕𝑥3
)

−

𝜕
2
𝑔 (𝑥
𝑗
, 𝑡)

𝜕𝑥2
] + 𝑂 (ℎ

4
) .

(8)

Noting (4), we easily obtain

𝐸
𝑗
(𝑡) = 𝑂 (ℎ

4
) . (9)

This completes the proof.

Combing (1), (4), and (5), we obtain

L ⋅

𝜕𝑢 (𝑥
𝑗
, 𝑡
𝑘
)

𝜕𝑡

= A ⋅ RL𝐷
1−𝛼

0,𝑡
𝑢 (𝑥
𝑗
, 𝑡
𝑘
) +L ⋅ 𝑓 (𝑥

𝑗
, 𝑡
𝑘
) + O (ℎ

4
) .

(10)

Using the relation of the Riemann-Liouville fractional
derivative RL𝐷

1−𝛼

0,𝑡
𝑢(𝑥, 𝑡) and Grünwald-Letnikov fractional

derivative GL𝐷
1−𝛾

0,𝑡
𝑢(𝑥, 𝑡), we can approximate the Riemann-

Liouville fractional derivative RL𝐷
1−𝛼

0,𝑡
𝑢(𝑥, 𝑡) by [2]

RL𝐷
1−𝛼

0,𝑡
𝑢 (𝑥
𝑗
, 𝑡
𝑘
) =

1

𝜏1−𝛼

𝑘

∑

𝑚=0

𝜛
(1−𝛼)

𝑚
𝑢 (𝑥
𝑗
, 𝑡
𝑘−𝑚

) + 𝑂 (𝜏) ,

(11)

where 𝜛(1−𝛼)
𝑚

= (−1)
𝑚
( 1−𝛼
𝑚
).

For first-order derivative 𝜕𝑢(𝑥
𝑗
, 𝑡
𝑘
)/𝜕𝑡, we apply the

following backward difference scheme:

𝜕𝑢 (𝑥
𝑗
, 𝑡
𝑘
)

𝜕𝑡
=

𝑢 (𝑥
𝑗
, 𝑡
𝑘
) − 𝑢 (𝑥

𝑗
, 𝑡
𝑘−1
)

𝜏
+ 𝑂 (𝜏) . (12)

Let 𝑢𝑘
𝑖
be the numerical approximation of 𝑢(𝑥

𝑖
, 𝑡
𝑘
); substi-

tuting (11) and (12) into (10) and omitting the error termO(𝜏+

ℎ
4
), we can obtain the following difference scheme for solving

(1):

L ⋅ (𝑢
𝑘

𝑗
− 𝑢
𝑘−1

𝑗
) = 𝜏
𝛼
A ⋅

𝑘

∑

𝑚=0

𝜛
(1−𝛼)

𝑚
𝑢
𝑘−𝑚

𝑗
+ 𝜏L ⋅ 𝑓

𝑘

𝑗
.

(13)
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The discrete form of above system is

(
1

12
− 𝑐
1
− 𝑐
2
+ 𝑐
3
) 𝑢
𝑘

𝑗+1
+ (

5

6
+ 2𝑐
2
) 𝑢
𝑘

𝑗

+ (
1

12
+ 𝑐
1
− 𝑐
2
− 𝑐
3
) 𝑢
𝑘

𝑗−1

= (
1

12
− 𝑐
1
+ 𝑐
2
𝜛
(1−𝛼)

1
− 𝑐
3
𝜛
(1−𝛼)

1
) 𝑢
𝑘−1

𝑗+1

+ (
5

6
− 2𝑐
2
𝜛
(1−𝛼)

1
) 𝑢
𝑘−1

𝑗

+ (
1

12
+ 𝑐
1
+ 𝑐
2
𝜛
(1−𝛼)

1
+ 𝑐
3
𝜛
(1−𝛼)

1
) 𝑢
𝑘−1

𝑗−1

− 𝑐
3

𝑘

∑

𝑚=2

𝜛
(1−𝛼)

𝑚
(𝑢
𝑘−𝑚

𝑗+1
− 𝑢
𝑘−𝑚

𝑗−1
)

+ 𝑐
2

𝑘

∑

𝑚=2

𝜛
(1−𝛼)

𝑚
(𝑢
𝑘−𝑚

𝑗+1
− 2𝑢
𝑘−𝑚

𝑗
+ 𝑢
𝑘−𝑚

𝑗−1
)

+ 𝜏 (
1

12
− 𝑐
1
)𝑓
𝑘

𝑗+1
+
5

6
𝜏𝑓
𝑘

𝑗
+ 𝜏 (

1

12
+ 𝑐
1
)𝑓
𝑘

𝑗−1
,

(14)

where 𝑐
1
= ]
𝛼
ℎ/24𝜅

𝛼
, 𝑐
2
= 𝜏
𝛼
𝜅
𝛼
𝜃/ℎ
2, 𝑐
3
= 𝜏
𝛼]
𝛼
/2ℎ, and 𝜃 =

cosh(√6]
𝛼
ℎ/6𝜅
𝛼
).

The initial and boundary conditions can be discretized as

𝑢
0

𝑗
= 𝜙 (𝑗ℎ) , 𝑗 = 0, 1, . . . ,𝑀,

𝑢
𝑘

0
= 𝜑
1
(𝑘𝜏) , 𝑢

𝑘

𝑀
= 𝜑
2
(𝑘𝜏) , 𝑘 = 0, 1, . . . , 𝑁.

(15)

Obviously, the local truncation error of difference scheme
(14) is 𝑅𝑘

𝑗
= 𝑂(𝜏 + ℎ

4
).

3. The Solvability of the Difference Scheme

Firstly, let us denote

U0 = (𝜙 (𝑥
1
) , 𝜙 (𝑥

2
) , . . . , 𝜙 (𝑥

𝑀−1
))
𝑇

,

U𝑘 = (𝑢𝑘
1
, 𝑢
𝑘

2
, . . . , 𝑢

𝑘

𝑀−1
)
𝑇

, F𝑘 = (𝑓𝑘
1
, 𝑓
𝑘

2
, . . . , 𝑓

𝑘

𝑀−1
)
𝑇

,

𝑘 = 0, 1, . . . , 𝑁.

(16)

Then we can give the compact form of difference scheme
(14) as follows:

AU𝑘 = BU𝑘−1 +
𝑘

∑

𝑚=2

C
𝑚
U𝑘−𝑚 +DF𝑘 + G, 𝑘 = 1, . . . , 𝑁,

(17)

where

A =(

𝑠
2
𝑠
3

𝑠
1
𝑠
2
𝑠
3

d d d
𝑠
1
𝑠
2
𝑠
3

𝑠
1
𝑠
2

),

B =(

𝑝
2
𝑝
3

𝑝
1
𝑝
2
𝑝
3

d d d
𝑝
1
𝑝
2
𝑝
3

𝑝
1
𝑝
2

),

C
𝑚
=(

𝑞
2
𝑞
3

𝑞
1
𝑞
2
𝑞
3

d d d
𝑞
1
𝑞
2
𝑞
3

𝑞
1
𝑞
2

),

D =(

𝑟
2
𝑟
3

𝑟
1
𝑟
2
𝑟
3

d d d
𝑟
1
𝑟
2
𝑟
3

𝑟
1
𝑟
2

),

𝐺 = (𝑔
1
, 0, . . . , 0⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑀−3

, 𝑔
𝑀−1

)

𝑇

,

𝑠
1
=
1

12
+ 𝑐
1
− 𝑐
2
− 𝑐
3
, 𝑠

2
=
5

6
+ 2𝑐
2
,

𝑠
3
=
1

12
− 𝑐
1
− 𝑐
2
+ 𝑐
3
,

𝑝
1
=
1

12
+ 𝑐
1
+ 𝑐
2
𝜛
(1−𝛼)

1
+ 𝑐
3
𝜛
(1−𝛼)

1
,

𝑝
2
=
5

6
− 2𝑐
2
𝜛
(1−𝛼)

1
,

𝑝
3
=
1

12
− 𝑐
1
+ 𝑐
2
𝜛
(1−𝛼)

1
− 𝑐
3
𝜛
(1−𝛼)

1
,

𝑞
1
= (𝑐
2
+ 𝑐
3
) 𝜛
(1−𝛼)

𝑚
,

𝑞
2
= −2𝑐

2
𝜛
(1−𝛼)

𝑚
, 𝑞

3
= (𝑐
2
− 𝑐
3
) 𝜛
(1−𝛼)

𝑚
,

𝑟
1
= 𝜏 (

1

12
+ 𝑐
1
) , 𝑟

2
=
5

6
𝜏, 𝑟

3
= 𝜏 (

1

12
− 𝑐
1
) ,

(18)
𝑔
1
= − 𝑠

1
𝜑
1
(𝑡
𝑘
) + 𝑝
1
𝜑
1
(𝑡
𝑘−1
) + (𝑐
2
+ 𝑐
3
)

×

𝑘

∑

𝑚=2

𝜛
(1−𝛼)

𝑚
𝜑
1
(𝑡
𝑘−𝑚

) + 𝑟
1
𝑓 (𝑥
0
, 𝑡
𝑘
) ,

𝑔
𝑀−1

= − 𝑠
3
𝜑
2
(𝑡
𝑘
) + 𝑝
3
𝜑
2
(𝑡
𝑘−1
) + (𝑐
2
+ 𝑐
3
)

×

𝑘

∑

𝑚=2

𝜛
(1−𝛼)

𝑚
𝜑
2
(𝑡
𝑘−𝑚

) + 𝑟
3
𝑓 (𝑥
𝑀
, 𝑡
𝑘
) .

(19)
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Theorem 2. Difference equation (17) is uniquely solvable.

Proof. It is well known that the eigenvalues of the matrix A
are

𝜆
𝑘
= 𝑠
2
+ 2√𝑠1𝑠3 cos(

𝑘𝜋

𝑀
) ,

=
5

6
+
2𝜏
𝛼
𝜅
𝛼
𝜃

ℎ2

+ 2√(
1

12
−
𝜏
𝛼
𝜅
𝛼
𝜃

ℎ2
)

2

− (
]
𝛼
ℎ

24𝜅
𝛼

−
𝜏
𝛼]
𝛼

2ℎ
)

2

cos(𝑘𝜋
𝑀
) ,

(20)

where 𝑘 = 1, 2, . . . ,𝑀 − 1.
Note that 𝜃 ≥ 1 and 𝜅

𝛼
> 0; if

(
1

12
−
𝜏
𝛼
𝜅
𝛼
𝜃

ℎ2
)

2

− (
]
𝛼
ℎ

24𝜅
𝛼

−
𝜏
𝛼]
𝛼

2ℎ
)

2

< 0, (21)

then we easily know that 𝜆
𝑘
̸= 0.

If

(
1

12
−
𝜏
𝛼
𝜅
𝛼
𝜃

ℎ2
)

2

− (
]
𝛼
ℎ

24𝜅
𝛼

−
𝜏
𝛼]
𝛼

2ℎ
)

2

≥ 0, (22)

then

𝜆
𝑘
≥
5

6
+
2𝜏
𝛼
𝜅
𝛼
𝜃

ℎ2
− 2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

12
−
𝜏
𝛼
𝜅
𝛼
𝜃

ℎ2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

> 0. (23)

At the moment, we obtain det(A) ̸= 0; that is to say, the
matrix A is invertible. Hence, difference equation (17) has a
unique solution.

4. Stability and Convergence Analysis

In this section, we analyze the stability and convergence of
difference scheme (17) by the Fourier method [8]. Firstly, we
give the stability analysis.

Lemma 3. The coefficients 𝜛(1−𝛼)
𝑚

(𝑚 = 0, 1, . . .) satisfy [8] as
follows:

(1) 𝜛(1−𝛼)
0

= 1, 𝜛(1−𝛼)
1

= 𝛼 − 1, 𝜛(1−𝛾)
𝑚

< 0, 𝑗 = 1, 2, . . .;

(2) ∑∞
𝑚=0

𝜛
(1−𝛾)

𝑚
= 0.

Let 𝑈𝑘
𝑗
be the approximate solution of (14) and define

𝜌
𝑘

𝑗
= 𝑢
𝑘

𝑗
− 𝑈
𝑘

𝑗
, 𝑗 = 1, 2, . . . ,𝑀 − 1, 𝑘 = 0, 1, . . . , 𝑁,

𝜌
𝑘
= (𝜌
𝑘

1
, 𝜌
𝑘

2
, . . . , 𝜌

𝑘

𝑀−1
)
𝑇

, 𝑘 = 0, 1, . . . , 𝑁,

(24)

respectively.

So, we can easily obtain the following roundoff error
equation:

(
1

12
− 𝑐
1
− 𝑐
2
+ 𝑐
3
) 𝜌
𝑘

𝑗+1
+ (

5

6
+ 2𝑐
2
) 𝜌
𝑘

𝑗

+ (
1

12
+ 𝑐
1
− 𝑐
2
− 𝑐
3
) 𝜌
𝑘

𝑗−1

= (
1

12
− 𝑐
1
+ 𝑐
2
𝜛
(1−𝛼)

1
− 𝑐
3
𝜛
(1−𝛼)

1
) 𝜌
𝑘−1

𝑗+1

+ (
5

6
− 2𝑐
2
𝜛
(1−𝛼)

1
) 𝜌
𝑘−1

𝑗

+ (
1

12
+ 𝑐
1
+ 𝑐
2
𝜛
(1−𝛼)

1
+ 𝑐
3
𝜛
(1−𝛼)

1
) 𝜌
𝑘−1

𝑗−1

− 𝑐
3

𝑘

∑

𝑚=2

𝜛
(1−𝛼)

𝑚
(𝜌
𝑘−𝑚

𝑗+1
− 𝜌
𝑘−𝑚

𝑗−1
)

+ 𝑐
2

𝑘

∑

𝑚=2

𝜛
(1−𝛼)

𝑚
(𝜌
𝑘−𝑚

𝑗+1
− 2𝜌
𝑘−𝑚

𝑗
+ 𝜌
𝑘−𝑚

𝑗−1
) ,

𝑗 = 1, 2, . . . ,𝑀 − 1,

𝜌
𝑘

0
= 𝜌
𝑘

𝑀
= 0, 𝑘 = 0, 1, . . . , 𝑁.

(25)

Now, we define the grid functions

𝜌
𝑘
(𝑥) =

{{{{

{{{{

{

𝜌
𝑘

𝑗
, when 𝑥

𝑗
−
ℎ

2
< 𝑥 ≤ 𝑥

𝑗
+
ℎ

2
,

𝑗 = 1, 2, . . . ,𝑀 − 1,

0, when 0 ≤ 𝑥 ≤ ℎ
2
or 𝐿 − ℎ

2
< 𝑥 ≤ 𝐿;

(26)

then 𝜌𝑘(𝑥) can be expanded in a Fourier series:

𝜌
𝑘
(𝑥) =

∞

∑

𝑙=−∞

𝜉
𝑘
(𝑙) exp(2𝜋𝑙𝑥

𝐿
𝑖) , (27)

where

𝜉
𝑘
(𝑙) =

1

𝐿
∫

𝐿

0

𝜌
𝑘
(𝑥) exp(−2𝜋𝑙𝑥

𝐿
𝑖) 𝑑𝑥. (28)

We introduce the following norm:

󵄩󵄩󵄩󵄩󵄩
𝜌
𝑘󵄩󵄩󵄩󵄩󵄩2

= (

𝑀−1

∑

𝑗=1

ℎ
󵄨󵄨󵄨󵄨󵄨
𝜌
𝑘

𝑗

󵄨󵄨󵄨󵄨󵄨

2

)

1/2

= [∫

𝐿

0

󵄨󵄨󵄨󵄨󵄨
𝜌
𝑘
(𝑥)
󵄨󵄨󵄨󵄨󵄨

2

𝑑𝑥]

1/2

, (29)

and according to the Parseval equality

∫

𝐿

0

󵄨󵄨󵄨󵄨󵄨
𝜌
𝑘
(𝑥)
󵄨󵄨󵄨󵄨󵄨

2

𝑑𝑥 =

∞

∑

𝑙=−∞

󵄨󵄨󵄨󵄨𝜉𝑘 (𝑙)
󵄨󵄨󵄨󵄨

2

, (30)

we obtain

󵄩󵄩󵄩󵄩󵄩
𝜌
𝑘󵄩󵄩󵄩󵄩󵄩

2

2
=

∞

∑

𝑙=−∞

󵄨󵄨󵄨󵄨𝜉𝑘 (𝑙)
󵄨󵄨󵄨󵄨

2

. (31)
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Through the above analysis, we can suppose that the solution
of (25) has the following form:

𝜌
𝑘

𝑗
= 𝜉
𝑘
exp (𝑖𝛽𝑗ℎ) , (32)

where 𝛽 = 2𝜋𝑙/𝐿.
Substituting the above expression into (25) one gets

[1 − (
1

3
− 4𝑐
2
) sin2 (1

2
𝛽ℎ) − 𝑖 ⋅ 2 (𝑐

1
− 𝑐
3
) sin (𝛽ℎ)] 𝜉

𝑘

= [1 − (
1

3
+ 4𝑐
2
𝜛
(1−𝛼)

1
) sin2 (1

2
𝛽ℎ)

− 𝑖 ⋅ 2 (𝑐
1
+ 𝑐
3
𝜛
(1−𝛼)

1
) sin (𝛽ℎ) ] 𝜉

𝑘−1

− [4𝑐
2
sin2 (1

2
𝛽ℎ) + 𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)]

×

𝑘

∑

𝑚=2

𝜛
(1−𝛼)

𝑚
𝜉
𝑘−𝑚

, 𝑘 = 0, 1, . . . , 𝑁.

(33)

Lemma 4. The following relation holds:

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝑄

𝑆

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ 1, (34)

where

𝑄 = [1 − (
1

3
+ 4𝑐
2
𝜛
(1−𝛼)

1
) sin2 (1

2
𝛽ℎ)

− 𝑖 ⋅ 2 (𝑐
1
+ 𝑐
3
𝜛
(1−𝛼)

1
) sin (𝛽ℎ) ] ,

𝑆 = [1 − (
1

3
− 4𝑐
2
) sin2 (1

2
𝛽ℎ)

− 𝑖 ⋅ 2 (𝑐
1
− 𝑐
3
) sin (𝛽ℎ) ] .

(35)

Proof. Because of

8𝑐
2
− 32𝑐
1
𝑐
3
=
8𝜏
𝛼
𝜅
𝛼

ℎ2
cosh(

√6]
𝛼
ℎ

6𝜅
𝛼

) −
2𝜏
𝛼]2
𝛼

3𝜅
𝛼

=
8𝜏
𝛼
𝜅
𝛼

ℎ2
[1 +

∞

∑

𝑘=2

1

(2𝑘)!
(
√6]
𝛼
ℎ

6𝜅
𝛼

)

2𝑘

] > 0,

(36)

we obtain

{8𝛼𝑐
2
[1 −

1

3
sin2 (1

2
𝛽ℎ)] − 32𝛼𝑐

1
𝑐
3
cos2 (1

2
𝛽ℎ)}

+ 16𝑐
2

2
(1 − 𝜛

(1−𝛼)
2

1
) sin2 (1

2
𝛽ℎ)

+ 16𝑐
2

3
(1 − 𝜛

(1−𝛼)
2

1
) cos2 (1

2
𝛽ℎ) > 0.

(37)

Furthermore, we can rewrite the above inequality as

[1 −
1

3
sin2 (1

2
𝛽ℎ) − 4𝑐

2
𝜛
(1−𝛼)

1
sin2 (1

2
𝛽ℎ)]

2

+ 4(𝑐
1
+ 𝑐
3
𝜛
(1−𝛼)

1
)
2

sin2 (𝛽ℎ)

≤ [1 −
1

3
sin2 (1

2
𝛽ℎ) + 4𝑐

2
sin2 (1

2
𝛽ℎ)]

2

+ 4(𝑐
1
− 𝑐
3
)
2sin2 (𝛽ℎ) ;

(38)

that is,

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

(1 − (
1

3
+ 4𝑐
2
𝜛
(1−𝛼)

1
) sin2 (1

2
𝛽ℎ) − 𝑖 ⋅ 2 (𝑐

1
+ 𝑐
3
𝜛
(1−𝛼)

1
)

× sin (𝛽ℎ)) × (1 − (1
3
− 4𝑐
2
) sin2 (1

2
𝛽ℎ)

−𝑖 ⋅ 2 (𝑐
1
− 𝑐
3
) sin (𝛽ℎ) )

−1󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 1.

(39)

This completes the proof of Lemma 4.

Lemma 5. Supposing that 𝜉
𝑘
(𝑘 = 1, . . . , 𝑁) is the solution of

(33), then we have

󵄨󵄨󵄨󵄨𝜉𝑘
󵄨󵄨󵄨󵄨 ≤ exp (𝑀 (𝑘 − 1) 𝜏)

󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨 , 𝑘 = 1, . . . , 𝑁. (40)

Proof. For 𝑘 = 0, from (33), we get

󵄨󵄨󵄨󵄨𝜉1
󵄨󵄨󵄨󵄨 =

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝑄

𝑆

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨 .

(41)

In the light of Lemma 4, it is clear that

󵄨󵄨󵄨󵄨𝜉1
󵄨󵄨󵄨󵄨 ≤

󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨 = exp (𝑀 ⋅ 0𝜏)

󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨 . (42)

Now, we suppose that

󵄨󵄨󵄨󵄨𝜉ℓ
󵄨󵄨󵄨󵄨 ≤ exp (𝑀 (ℓ − 1) 𝜏)

󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨 , (ℓ = 1, 2, . . . , 𝑘 − 1) . (43)

For 𝑘 > 0, from (33) with Lemmas 3 and 4, we have

󵄨󵄨󵄨󵄨𝜉𝑘
󵄨󵄨󵄨󵄨 =

1

|𝑆|

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝑄𝜉
𝑘−1

− [4𝑐
2
sin2 (1

2
𝛽ℎ) + 𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)]

×

𝑘

∑

𝑚=2

𝜛
(1−𝛼)

𝑚
𝜉
𝑘−𝑚

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨



6 Abstract and Applied Analysis

=
1

|𝑆|

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝑄𝜉
𝑘−1

− [4𝑐
2
sin2 (1

2
𝛽ℎ) + 𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)]

×

𝑘−1

∑

𝑚=2

𝜛
(1−𝛼)

𝑚
𝜉
𝑘−𝑚

− [4𝑐
2
sin2 (1

2
𝛽ℎ) + 𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)] 𝜉

0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
1

|𝑆|
{|𝑄|

󵄨󵄨󵄨󵄨𝜉𝑘−1
󵄨󵄨󵄨󵄨 −

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
4𝑐
2
sin2 (1

2
𝛽ℎ) + 𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

×

𝑘−1

∑

𝑚=2

𝜛
(1−𝛼)

𝑚

󵄨󵄨󵄨󵄨𝜉𝑘−𝑚
󵄨󵄨󵄨󵄨

−

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
4𝑐
2
sin2 (1

2
𝛽ℎ) + 𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝜛
(1−𝛼)

𝑘

󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨}

≤
1

|𝑆|
{ |𝑄| exp (𝑀 (𝑘 − 2) 𝜏)

󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨

−

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
4𝑐
2
sin2 (1

2
𝛽ℎ) + 𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

×

𝑘−1

∑

𝑚=2

𝜛
(1−𝛼)

𝑚
exp (𝑀 (𝑘 − 𝑚 − 1) 𝜏)

󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨

−

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
4𝑐
2
sin2 (1

2
𝛽ℎ) + 𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝜛
(1−𝛼)

𝑘

󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨}

≤
1

|𝑆|
{|𝑄|−

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
4𝑐
2
sin2 (1

2
𝛽ℎ)+𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∑

𝑚=1

𝜛
(1−𝛼)

𝑚
}

× exp (𝑀 (𝑘 − 2) 𝜏)
󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨

=
1

|𝑆|
{|𝑄| + 𝛼

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
4𝑐
2
sin2 (1

2
𝛽ℎ) + 𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
}

× exp (𝑀 (𝑘 − 2) 𝜏)
󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨

≤ (1 +𝑀𝜏) exp (𝑀 (𝑘 − 2) 𝜏)
󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨

≤ exp (𝑀𝜏) exp (𝑀 (𝑘 − 2) 𝜏)
󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨

= exp (𝑀 (𝑘 − 1) 𝜏)
󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨 = 𝐾

󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨 .

(44)

This finishes the proof of Lemma 5.

Lemma 6. Difference scheme (14) is unconditionally stable.

Proof. According to Lemma 5, we obtain

󵄩󵄩󵄩󵄩󵄩
𝜌
𝑘󵄩󵄩󵄩󵄩󵄩2

= (

𝑀−1

∑

𝑖=1

ℎ
󵄨󵄨󵄨󵄨󵄨
𝜌
𝑘

𝑖

󵄨󵄨󵄨󵄨󵄨

2

)

1/2

= (

𝑀−1

∑

𝑖=1

ℎ
󵄨󵄨󵄨󵄨𝜉𝑘 exp (𝑖𝛽𝑗ℎ)

󵄨󵄨󵄨󵄨

2

)

1/2

= (

𝑀−1

∑

𝑖=1

ℎ
󵄨󵄨󵄨󵄨𝜉𝑘
󵄨󵄨󵄨󵄨

2

)

1/2

≤ 𝐾(

𝑀−1

∑

𝑖=1

ℎ
󵄨󵄨󵄨󵄨𝜉0
󵄨󵄨󵄨󵄨

2

)

1/2

= 𝐾(

𝑀−1

∑

𝑖=1

ℎ
󵄨󵄨󵄨󵄨𝜉0 exp (𝑖𝛽𝑗ℎ)

󵄨󵄨󵄨󵄨

2

)

1/2

= 𝐾(

𝑀−1

∑

𝑖=1

ℎ
󵄨󵄨󵄨󵄨󵄨
𝜌
0

𝑖

󵄨󵄨󵄨󵄨󵄨

2

)

1/2

=
󵄩󵄩󵄩󵄩󵄩
𝜌
0󵄩󵄩󵄩󵄩󵄩2
, 𝑘 = 1, 2, . . . , 𝑁,

(45)

which means that difference scheme (14) is unconditionally
stable.

Next, we give the convergence analysis. Suppose

E
𝑘

𝑖
= 𝑢 (𝑥

𝑖
, 𝑡
𝑘
) − 𝑢
𝑘

𝑖
, 𝑖 = 1, . . . ,𝑀 − 1, 𝑘 = 1, . . . , 𝑁,

(46)

and denote

E
𝑘
= (E
𝑘

1
,E
𝑘

2
, . . . ,E

𝑘

𝑀−1
)
𝑇

, 𝑅
𝑘
= (𝑅
𝑘

1
, 𝑅
𝑘

2
, . . . , 𝑅

𝑘

𝑀−1
)
𝑇

,

𝑘 = 1, . . . , 𝑁.

(47)

From (14), we obtain

(
1

12
− 𝑐
1
− 𝑐
2
+ 𝑐
3
)E
𝑘

𝑗+1
+ (

5

6
+ 2𝑐
2
)E
𝑘

𝑗

+ (
1

12
+ 𝑐
1
− 𝑐
2
− 𝑐
3
)E
𝑘

𝑗−1

= (
1

12
− 𝑐
1
+ 𝑐
2
𝜛
(1−𝛼)

1
− 𝑐
3
𝜛
(1−𝛼)

1
)E
𝑘−1

𝑗+1

+ (
5

6
− 2𝑐
2
𝜛
(1−𝛼)

1
)E
𝑘−1

𝑗

+ (
1

12
+ 𝑐
1
+ 𝑐
2
𝜛
(1−𝛼)

1
+ 𝑐
3
𝜛
(1−𝛼)

1
)E
𝑘−1

𝑗−1

− 𝑐
3

𝑘

∑

𝑚=2

𝜛
(1−𝛼)

𝑚
(E
𝑘−𝑚

𝑗+1
−E
𝑘−𝑚

𝑗−1
)

+ 𝑐
2

𝑘

∑

𝑚=2

𝜛
(1−𝛼)

𝑚
(E
𝑘−𝑚

𝑗+1
− 2E
𝑘−𝑚

𝑗
+E
𝑘−𝑚

𝑗−1
)

+ 𝜏 (
1

12
− 𝑐
1
)𝑅
𝑘

𝑗+1
+
5

6
𝜏𝑅
𝑘

𝑗

+ 𝜏 (
1

12
+ 𝑐
1
)𝑅
𝑘

𝑗−1
,

𝑗 = 1, 2, . . . ,𝑀 − 1, 𝑘 = 0, 1, . . . , 𝑁.

(48)

Similar to the stability analysismethod, we define the grid
functions

E
𝑘
(𝑥) =

{{{{

{{{{

{

E𝑘
𝑗
, when 𝑥

𝑗
−
ℎ

2
< 𝑥 ≤ 𝑥

𝑗
+
ℎ

2
,

𝑗 = 1, 2, . . . ,𝑀 − 1,

0, when 0 ≤ 𝑥 ≤ ℎ
2
or 𝐿 − ℎ

2
< 𝑥 ≤ 𝐿,
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𝑅
𝑘
(𝑥) =

{{{{

{{{{

{

𝑅
𝑘

𝑗
, when 𝑥

𝑗
−
ℎ

2
< 𝑥 ≤ 𝑥

𝑗
+
ℎ

2
,

𝑗 = 1, 2, . . . ,𝑀 − 1,

0, when 0 ≤ 𝑥 ≤ ℎ
2
or 𝐿 − ℎ

2
< 𝑥 ≤ 𝐿;

(49)

then E𝑘(𝑥) and 𝑅
𝑘
(𝑥) can be expanded to the following

Fourier series, respectively:

E
𝑘
(𝑥) =

∞

∑

𝑙=−∞

𝜁
𝑘
(𝑙) exp(2𝜋𝑙𝑥

𝐿
𝑖) ,

𝑅
𝑘
(𝑥) =

∞

∑

𝑙=−∞

𝜂
𝑘
(𝑙) exp(2𝜋𝑙𝑥

𝐿
𝑖) ,

(50)

where

𝜁
𝑘
(𝑙) =

1

𝐿
∫

𝐿

0

E
𝑘
(𝑥) exp(−2𝜋𝑙𝑥

𝐿
𝑖) 𝑑𝑥,

𝜂
𝑘
(𝑙) =

1

𝐿
∫

𝐿

0

𝑅
𝑘
(𝑥) exp(−2𝜋𝑙𝑥

𝐿
𝑖) 𝑑𝑥.

(51)

The same as before, we also have

󵄩󵄩󵄩󵄩󵄩
E
𝑘󵄩󵄩󵄩󵄩󵄩2

= (

𝑀−1

∑

𝑗=1

ℎ
󵄨󵄨󵄨󵄨󵄨
E
𝑘

𝑗

󵄨󵄨󵄨󵄨󵄨

2

)

1/2

= (

∞

∑

𝑙=−∞

󵄨󵄨󵄨󵄨𝜁𝑘 (𝑙)
󵄨󵄨󵄨󵄨

2

)

1/2

, (52)

󵄩󵄩󵄩󵄩󵄩
𝑅
𝑘󵄩󵄩󵄩󵄩󵄩2

= (

𝑀−1

∑

𝑗=1

ℎ
󵄨󵄨󵄨󵄨󵄨
𝑅
𝑘

𝑗

󵄨󵄨󵄨󵄨󵄨

2

)

1/2

= (

∞

∑

𝑙=−∞

󵄨󵄨󵄨󵄨𝜂𝑘 (𝑙)
󵄨󵄨󵄨󵄨

2

)

1/2

. (53)

Based on the above analysis, we can assume that E𝑘
𝑖
and 𝑅𝑘

𝑖

have the following forms:

E
𝑘

𝑗
= 𝜁
𝑘
exp (𝑖𝛽𝑗ℎ) ,

𝑅
𝑘

𝑗
= 𝜂
𝑘
exp (𝑖𝛽𝑗ℎ) ,

(54)

respectively. Substituting the above two expressions into (48)
yields

𝑆𝜁
𝑘
= 𝑄𝜁
𝑘−1

− [4𝑐
2
sin2 (1

2
𝛽ℎ) + 𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)]

×

𝑘

∑

𝑚=2

𝜛
(1−𝛼)

𝑚
𝜁
𝑘−𝑚

+ 𝜏 {[1 −
1

3
sin2 (1

2
𝛽ℎ)] − 𝑖 ⋅ 2𝑐

1
sin (𝛽ℎ)} 𝜂

𝑘
,

𝑘 = 1, 2, . . . , 𝑁.

(55)

Lemma7. Let 𝜁
𝑘
(𝑘 = 0, 1, . . . , 𝑁) be the solution of (55); then

there exists a positive constant 𝐶
3
, so that

󵄨󵄨󵄨󵄨𝜁𝑘
󵄨󵄨󵄨󵄨 ≤ 𝐶3𝑘𝜏 exp (𝑀 (𝑘 − 1) 𝜏)

󵄨󵄨󵄨󵄨𝜂1
󵄨󵄨󵄨󵄨 , 𝑘 = 0, 1, . . . , 𝑁.

(56)

Proof. FromE0 = 0, we have

𝜁
0
= 𝜁
0
(𝑙) = 0. (57)

In view of the convergence of the series of (53), there is a
positive constant 𝐶

1
, such that

󵄨󵄨󵄨󵄨𝜂𝑘
󵄨󵄨󵄨󵄨 =

󵄨󵄨󵄨󵄨𝜂𝑘 (𝑙)
󵄨󵄨󵄨󵄨 ≤ 𝐶1

󵄨󵄨󵄨󵄨𝜂1
󵄨󵄨󵄨󵄨 = 𝐶1

󵄨󵄨󵄨󵄨𝜂1 (𝑙)
󵄨󵄨󵄨󵄨 . (58)

For 𝑘 = 1, from (55), we have

𝜁
1
=
𝑄

𝑆
𝜁
0
+

𝜏 {[1−(1/3) sin2 ((1/2) 𝛽ℎ)]−𝑖 ⋅ 2𝑐
1
sin (𝛽ℎ)}

𝑆
𝜂
1

=

𝜏 {[1 − (1/3) sin2 ((1/2) 𝛽ℎ)] − 𝑖 ⋅ 2𝑐
1
sin (𝛽ℎ)}

𝑆
𝜂
1
.

(59)

Noticing (58), then

󵄨󵄨󵄨󵄨𝜁1
󵄨󵄨󵄨󵄨 ≤ 𝜏

󵄨󵄨󵄨󵄨𝜂1
󵄨󵄨󵄨󵄨 ≤ 𝐶1𝜏 exp (𝑀 ⋅ 0𝜏)

󵄨󵄨󵄨󵄨𝜂1
󵄨󵄨󵄨󵄨 . (60)

Now, we suppose that

󵄨󵄨󵄨󵄨𝜁ℓ
󵄨󵄨󵄨󵄨 ≤ 𝐶1ℓ𝜏 exp (𝑀 (ℓ − 1) 𝜏)

󵄨󵄨󵄨󵄨𝜂1
󵄨󵄨󵄨󵄨 , ℓ = 1, . . . , 𝑁 − 1.

(61)

Then when 𝑘 > 1, we obtain

󵄨󵄨󵄨󵄨𝜁𝑘
󵄨󵄨󵄨󵄨 =

1

|𝑆|

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝑄𝜁
𝑘−1

− [4𝑐
2
sin2 (1

2
𝛽ℎ) + 𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)]

×

𝑘

∑

𝑚=2

𝜛
(1−𝛼)

𝑚
𝜁
𝑘−𝑚

+ 𝜏 {[1 −
1

3
sin2 (1

2
𝛽ℎ)] − 𝑖 ⋅ 2𝑐

1
sin (𝛽ℎ)} 𝜂

𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
1

|𝑆|
{|𝑄|

󵄨󵄨󵄨󵄨𝜁𝑘−1
󵄨󵄨󵄨󵄨 −

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
4𝑐
2
sin2 (1

2
𝛽ℎ) + 𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

×

𝑘

∑

𝑚=2

𝜛
(1−𝛼)

𝑚

󵄨󵄨󵄨󵄨𝜁𝑘−𝑚
󵄨󵄨󵄨󵄨

+ 𝜏

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
[1 −

1

3
sin2 (1

2
𝛽ℎ)] − 𝑖 ⋅ 2𝑐

1
sin (𝛽ℎ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

󵄨󵄨󵄨󵄨𝜂𝑘
󵄨󵄨󵄨󵄨}

≤
1

|𝑆|
{ |𝑄| (𝑘 − 1) exp (𝑀 (𝑘 − 2) 𝜏)

−

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
4𝑐
2
sin2 (1

2
𝛽ℎ) + 𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑘 − 𝑚)

×

𝑘

∑

𝑚=2

𝜛
(1−𝛼)

𝑚
exp (𝑀 (𝑘 − 𝑚 − 1) 𝜏)

+

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
[1−

1

3
sin2 (1

2
𝛽ℎ)]−𝑖 ⋅ 2𝑐

1
sin (𝛽ℎ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
} 𝐶
1
𝜏
󵄨󵄨󵄨󵄨𝜂1
󵄨󵄨󵄨󵄨
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Table 1: The maximum error, temporal, and spatial convergence orders by difference scheme (14) for different 𝛼.

𝛼 Themaximum error Temporal convergence order Spatial convergence order

0.1 ℎ = 1/4, 𝜏 = 1/4 0.1650 — —
ℎ = 1/8, 𝜏 = 1/64 0.0103 1.0004 4.0017

0.2 ℎ = 1/4, 𝜏 = 1/4 0.1526 — —
ℎ = 1/8, 𝜏 = 1/64 0.0095 1.0014 4.0057

0.3 ℎ = 1/4, 𝜏 = 1/4 0.1400 — —
ℎ = 1/8, 𝜏 = 1/64 0.0087 1.0021 4.0083

0.4 ℎ = 1/4, 𝜏 = 1/4 0.1274 — —
ℎ = 1/8, 𝜏 = 1/64 0.0080 0.9983 3.9932

0.5 ℎ = 1/4, 𝜏 = 1/4 0.1150 — —
ℎ = 1/8, 𝜏 = 1/64 0.0072 0.9994 3.9975

0.6 ℎ = 1/4, 𝜏 = 1/4 0.1027 — —
ℎ = 1/8, 𝜏 = 1/64 0.0065 0.9955 3.9819

0.7 ℎ = 1/4, 𝜏 = 1/4 0.0907 — —
ℎ = 1/8, 𝜏 = 1/64 0.0058 0.9917 3.9670

0.8 ℎ = 1/4, 𝜏 = 1/4 0.0789 — —
ℎ = 1/8, 𝜏 = 1/64 0.0051 0.9879 3.9515

0.9 ℎ = 1/4, 𝜏 = 1/4 0.0676 — —
ℎ = 1/8, 𝜏 = 1/64 0.0045 0.9773 3.9090

≤
1

|𝑆|
{ |𝑄| (𝑘 − 1) exp (𝑀 (𝑘 − 2) 𝜏)

+ 𝛼

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
4𝑐
2
sin2 (1

2
𝛽ℎ) + 𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

× (𝑘 − 1) exp (𝑀 (𝑘 − 1) 𝜏)

+

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
[1−

1

3
sin2 (1

2
𝛽ℎ)]−𝑖 ⋅ 2𝑐

1
sin (𝛽ℎ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
} 𝐶
1
𝜏
󵄨󵄨󵄨󵄨𝜂1
󵄨󵄨󵄨󵄨

≤
1

|𝑆|
{(𝑘−1) [|𝑄|+𝛼

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
4𝑐
2
sin2 (1

2
𝛽ℎ)+𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
]

+

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
[1 −

1

3
sin2 (1

2
𝛽ℎ)] − 𝑖 ⋅ 2𝑐

1
sin (𝛽ℎ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
}

× 𝐶
1
𝜏 exp (𝑀 (𝑘 − 2) 𝜏)

󵄨󵄨󵄨󵄨𝜂1
󵄨󵄨󵄨󵄨

≤ { (𝑘 − 1) [|𝑄| + 𝛼

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
4𝑐
2
sin2 (1

2
𝛽ℎ) + 𝑖 ⋅ 2𝑐

3
sin (𝛽ℎ)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
]

+

󵄨󵄨󵄨󵄨󵄨
[1 − (1/3) sin2 ((1/2) 𝛽ℎ)] − 𝑖 ⋅ 2𝑐

1
sin (𝛽ℎ)󵄨󵄨󵄨󵄨󵄨

|𝑆|
}

× 𝐶
1
𝜏 exp (𝑀 (𝑘 − 2) 𝜏)

󵄨󵄨󵄨󵄨𝜂1
󵄨󵄨󵄨󵄨

≤ {𝑘 (1 +𝑀𝜏)} 𝐶
1
𝜏 exp (𝑀 (𝑘 − 2) 𝜏)

󵄨󵄨󵄨󵄨𝜂1
󵄨󵄨󵄨󵄨

≤ 𝐶
1
𝑘𝜏 exp (𝑀𝜏) exp (𝑀 (𝑘 − 2) 𝜏)

󵄨󵄨󵄨󵄨𝜂1
󵄨󵄨󵄨󵄨

= 𝐶
1
𝑘𝜏 exp (𝑀 (𝑘 − 1) 𝜏)

󵄨󵄨󵄨󵄨𝜂1
󵄨󵄨󵄨󵄨 .

(62)
This completes the proof.

Theorem 8. Difference scheme (14) is convergent, and the
convergence order is 𝑂(𝜏 + ℎ4).

Proof. Firstly, we know that there are exist positive constants
𝐶
2
, such that

󵄨󵄨󵄨󵄨󵄨
𝑅
𝑘

𝑗

󵄨󵄨󵄨󵄨󵄨
≤ 𝐶
2
(𝜏 + ℎ

4
) , (63)

󵄩󵄩󵄩󵄩󵄩
𝑅
𝑘

𝑗

󵄩󵄩󵄩󵄩󵄩
≤ 𝐶
2
√(𝑀 − 1) ℎ (𝜏 + ℎ

4
) ≤ 𝐶

2
√𝐿 (𝜏 + ℎ

4
) .

(64)

Using (52) and (64) with Lemma 7, we get
󵄩󵄩󵄩󵄩󵄩
E
𝑘󵄩󵄩󵄩󵄩󵄩2

≤ 𝐶
1
𝑘𝜏 exp (𝑀 (𝑘 − 1) 𝜏)

󵄩󵄩󵄩󵄩󵄩
𝑅
1󵄩󵄩󵄩󵄩󵄩2

≤ 𝐶
1
𝐶
2
√𝐿𝑘𝜏 exp (𝑀𝑇) (𝜏 + ℎ4) = 𝐶 (𝜏 + ℎ4) .

(65)

Due to 𝑘 ≤ 𝑁,

𝑘𝜏 ≤ 𝑇, (66)

so,
󵄩󵄩󵄩󵄩󵄩
E
𝑘󵄩󵄩󵄩󵄩󵄩2

≤ 𝐶 (𝜏 + ℎ
4
) , (67)

where 𝐶 = 𝐶
1
𝐶
2
𝑇√𝐿 exp(𝑀𝑇). This ends the proof.

Remark 9. From above discussion, we know that difference
scheme is an implicit scheme and it is unconditionally stable
and convergent. If we take

𝜕𝑢 (𝑥
𝑗
, 𝑡
𝑘
)

𝜕𝑡
=

𝑢 (𝑥
𝑗
, 𝑡
𝑘+1
) − 𝑢 (𝑥

𝑗
, 𝑡
𝑘
)

𝜏
+ 𝑂 (𝜏) (68)

in (1), then we can obtain an explicit scheme and it is
conditionally stable and convergent.
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Figure 1: The comparison of the numerical solution with the
analytical solution at 𝑡 = 0.5. (𝜏 = 1/400, ℎ = 1/20).

5. Numerical Example

In this section, a numerical example is presented to confirm
our theoretical results.

Example 10. Consider the following equation:

𝜕𝑢 (𝑥, 𝑡)

𝜕𝑡
= [

𝜕
2

𝜕𝑥2
−
𝜕

𝜕𝑥
] RL𝐷

1−𝛼

0,𝑡
𝑢 (𝑥, 𝑡) + 𝑓 (𝑥, 𝑡) ,

0 < 𝑥 < 2, 0 ≤ 𝑡 ≤ 1,

(69)

with the initial and boundary conditions

𝑢 (𝑥, 0) = 0, 0 ≤ 𝑥 ≤ 2,

𝑢 (0, 𝑡) = 0, 𝑢 (2, 𝑡) = 0, 0 < 𝑡 ≤ 1,

(70)

where 𝑓(𝑥, 𝑡) = 2𝑡 sin(𝑥) sin(2 − 𝑥) + (2𝑡
1+𝛼
/Γ(2 +

𝛼))[2 cos 2(𝑥 − 1) + sin 2(1 − 𝑥)]. The analytical solution of
this equation is 𝑢(𝑥, 𝑡) = 𝑡2 sin(𝑥) sin(2 − 𝑥).

The maximum error, temporal, and spatial convergence
orders by difference scheme (14) for various 𝛼 are listed in
Table 1. From the obtained results, we can draw the following
conclusions: the experimental convergence orders are appro-
ximately 1 and 4 in temporal and spatial directions, respec-
tively. Figures 1 and 2 show the comparison of the numerical
solution with the analytical solution at 𝑡 = 0.5 and 𝛼 = 0.8 for
different temporal and spatial mesh sizes.

By Table 1 and Figures 1 and 2, it can be seen that the
numerical solution is in excellent agreement with the analyt-
ical solution. These results confirm our theoretical analysis.

6. Conclusion

In this paper, a computationally effective numericalmethod is
proposed for simulating themodified time fractional Fokker-
Planck equation. It has proven the unconditional stability
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x
,
t
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0
.5
)

Figure 2: The comparison of the numerical solution with the
analytical solution at 𝑡 = 0.5. (𝜏 = 1/200, ℎ = 1/50).

and solvability of proposed scheme. Also we showed that the
method is convergent with order 𝑂(𝜏 + ℎ4). The numerical
results demonstrate the effectiveness of the proposed scheme.
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