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This paper deals with the oscillatory behavior of forced second-order integrodynamic equations on time scales. The results are new
for the continuous and discrete cases and can be applied to Volterra integral equation on time scale. We also provide a numerical

example in the continuous case to illustrate the results.

1. Introduction

Dynamic equations on time scales is a fairly new topic and for
general basic ideas and background, we refer the reader to [1].
Oscillation and nonoscillation results for integral equations
of Volterra type have been discussed only in a few papers in
the literature; see [2-5].

In this paper, we are concerned with the oscillatory
behavior of solutions of the second-order integrodynamic
equation on time scales of the form

(rU)xA(ﬂ)A4—Jta(ns)F(s,x(Q)As::e(ﬂ. Q)
0

We take T' € R to be an arbitrary time scale with 0 € T and
Sup T = co. Whenever we writet > s, wemeant € [s,00)NT.
We assume throughout the following.

(D er:T — Randa: T xT — R are rd-continuous
and r(t) > 0 and a(t,s) > 0 for t > s and there exist
rd-continuous functions k,m : T — R* such that

a(t,s)<k(t)ym(s) Vt=s,
supk (£) = k, < oo, @
£20
t
supJ m(s) As = k, < 00. (3)
£20 Jo

(I) F: T x R — R is continuous and assume that there
exists rd-continuous functiongq : T — (0,00) and a
real number 8 with 0 < 8 < 1 such that

xF (t,x) < q(t) Ix[F*N for x#0, t > 0. (4)

We only consider those solutions of (1) which are
nontrivial and delta-differentiable on [0, 00). The
term solution henceforth applies to such solutions of

).

A solution x(t) of (1) is said to be oscillatory if, for every
t, > 0, we have

gtfx (t) < 0 < supx (t), (5)

t>t,

and it is said to be nonoscillatory otherwise.

To the best of our knowledge, there are no results on the
oscillatory behavior of solutions of (1). Therefore, the main
goal of this paper is to establish some new criteria for the
oscillatory behavior of (1) and other related equations. Also
we provide some numerical examples to illustrate the results
when T = R.

2. Main Results

We shall employ the following lemmas.
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Lemma 1 (see [6]). If X and Y are nonnegative, then

X+A-DY - Axy* 0, A1,
(6)

X (- )Y - AxYM <o
where equality holds if and only if X =Y.

A<,

This section is devoted to the study of the oscillatory
properties of (1). In what follows, we let

g. (1) =e(t) Tk, (1-p)pFP
X Jtpﬁ/(ﬁ—l) (s)ql/(l—ﬁ) ) m’P (As; ()
0

0<pB<1l

Now we give sufficient conditions under which a nonoscilla-
tory solution x(t) of (1) satisfies

x () =0(t)

Theorem 2. Let 0 < 3 < 1, conditions (1) and (II) hold, and
forallty > 0, the function t/r(t) is bounded:

as t — 00. (8)

® s
——As < 00, 9
[ ©
J sp(s) As < oo. (10)
ty
I
1t
lim sup— J — j g_ (s) AsAu < oo,
t — 00 t t, r (u)
(1)
t 1 u
litnl gf; J-to m J;O g, (8) AsAu > —oo,
then every nonoscillatory solution x(t) of (1) satisfies
lim sup| ( )I 00. (12)

t— 0o

Proof. Let x(t) be a nonoscillatory solution of (1). First,
assume x(t) is eventually positive, say x(t) > 0 for t > t,
for some t; > 0. Using condition (4) in (1) we have

(ro =) <e@®- Jtl a(t,s)F (s, x(s)) As
0

. (13)
+J a(t,s)q(s)xﬁ(s)As for t > t,.
tl
Let
c:= (Ezé)ti |F (t, x (t))| < oo. (14)

By assumption (3) we obtain

‘— r a(t,s)F (s, x(s)) As| < rl a(t,s)|F (t x (1)) As
0 0

t
< cj a(t,s)As < ckik, (15
0

=b fortz=>t.
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Hence, from (13) we have
(rox*®) <e®+b+k,
x j [ 9~ p()x(9)] As
ik j:p(s)x(s)As for t > 1.
(16)

Applying Lemma 1 to m(s)q(s)xﬁ (s) — p(s)x(s) with
(17)

we have

m (s)q(s) x" (s) = p(s) x (s)
< (1-p)preEY (18)

X pﬁ(ﬁ—l) (S) ml/(l—ﬁ) (S) ql/(l—ﬁ) (S) )

Thus, we get

(r®x*®) < g, ) +b+k, r p(s)x(s)As fort>t.
1 (19)

Integrating (19) from ¢, to t we have

rt)x™ () < r(tl)xA () + Jt g, () As+b(t—t;)

t u
+klj J p
t, Jt,

Employing Lemma 3 in [7] to interchange the order of
integration, we obtain

(20)
(s)x(s) AsAu  for t > t,.

rt)x® @) < r(tl)xA () + Jt g, () As+b(t—t))
b

, (21)
+k1tj p(s)x(s)As fort>t,
and so
A r(t,)x" (1) 1
x"(t) < T + m Jtl g+(S)AS
b(t-t
(r = ) (t) L p(s)x(s)As fort>t,.

(22)
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Integrating this inequality from ¢, to t and using (9) and the
fact that the function t/r(t) is bounded for t > t,, say by k;,
we see that

x() < x(t,) +r(t) (tl)L %m

t 1 u t s
_ AsA bl —As+kk
+Lr(u> L“S’ shu+ Lr(s) stk

t ru
xj J p(s)x(s)AsAu for t >t,.
t e

(23)
Once again, using Lemma 3 in [7] we have
|
x(®) < x(t) +r(t)x" (1) L s
t 1 u t s
+ L m L g, (s)AsAu+b L mAs + ky kst
t
X J p(s)x(s)As fort>t,,
t
(24)
or
x(t) 1
0 < [raerst ) | Asns
t 1 u t s
+ J-tl " J g, () AsAu+b L mAs] (25)
t
+ ki ks J- p(s)x(s)As fort>t,,
t
and so
x (t)

<q Jsp()( ()>As fort>t,  (26)

where ¢, = k;k; and ¢; is an upper bound for the expression

Hre e [ o

t 1 u t s
+ L m L g, (s)AsAu+b L EAS] for t > t,.
(27)

1

Applying Gronwall’s inequality [1, Corollary 6.7] to
inequality (26) and then using condition (10) we have

lim sup@ < 00. (28)
t— 00
If x(t) is eventually negative, we can set y(t) = —x(t) to see

that y(t) satisfies (1) with e(t) replaced by —e(t) and F(¢, x)
replaced by —F(t, — ). It follows in a similar manner that

lim sup —xt(t) < 00 (29)
t— 0o
We conclude from (28) and (29) that (12) holds. O

Next, by employing Theorem 2 we present the following
oscillation result for (1).

Theorem 3. Let 0 < 3 < 1, conditions (I), (II), (9), and (11)
hold, and

t
lim suptj sp(s) As < oo. (30)
to

t— oo

If

t — 00 M) t

t 1 u
lim sup J — J g- (s) AsAu = oo,
to ¥
0 0 (31)
t 1 u
lim infj — J g, (s) AsAu = —o0,
t,

t— 00 0r(u) o

forallt, >0, then (1) is oscillatory.

Proof. Let x(t) be anonoscillatory solution of (1), say x(¢) > 0
fort > t, for some t; > 0. The proof when x(t) is eventually
negative is similar. Proceeding as in the proof of Theorem 2
we arrive at

x(t) < x(t)) +7 (1) < (tl)Jt %As

t 1 u
+J o )L g+(s)AsAu+bL %)As+k1k3t

LT (s

Jsp()( (S)>As for t > ¢,.
(32)

Condition (30) implies condition (10) and so the conclusion
of Theorem 2 holds. This, together with (9), shows that the
second and the last two integrals in (32) are bounded. Finally,
taking lim sup, _, ., and using conditions (30) and (31) result
in a contradiction with the fact that x(¢) is eventually positive.

Corollary 4. Let 0 < 3 < 1 and condition (I), (II), (9), and
(30) hold. In addition, assume that

1 t u
lim sup— J J e (s) AsAu < oo,
t— 00 ( ) ty
(33)
O L T
lim inf - J —_— J e (s) AsAu > —oo,
t—oo t Jy r(u) J,

« I PPED () ()PP (5) AsAu < o0,
to

(34)
If
O L B

lim sup— J —)J e (s) AsAu = oo,

t— 00
(35)

lim infl Jt b r e(s) AsAu = —oc0

t—oo t )y, r(u) Jg, - '



for all t, > 0, then (1) is oscillatory. Similar reasoning to that
in the sublinear case guarantees the following theorems for the
integrodynamic (1) when 3 = 1.

Theorem 5. Let B = 1, and conditions (I) and (II) hold. In
addition, suppose (9) and (33) and for all t, > 0 assume that

lim sup Jt sm(s) q(s) As < 00. (36)
ty

t— o0
Then every nonoscillatory solution of (1) satisfies (12).

Theorem 6. Let B = 1, and conditions (I) and (II) hold. In
addition, suppose (9) and (33) hold and assume that (35) is
satisfied and for all t, > 0,

t
lim sup ¢ J sm(s) q(s) As < co. (37)
ty

t— 0o
Then (1) is oscillatory.

Remark 7. The technique in this paper can be employed to
Volterra integral equation on time scales of the form

x (t) + Lt a(t,s)F(s,x(s))As=e(t). (38)

Remark 8. We note that the results in this section can be
obtained by using the additional assumption that the function
a(t, s) is nonincreasing with respect to the first variable. In
this case the function k;m(t) which appeared in the proofs
and the function m(t) which appeared in the statements of
the theorems are replaced by a(t, t). The details are left to the
reader.

3. Illustrative Examples

As a numerical illustration of our results of Section 2, we
consider the following equation:

sy L [ x* (s) _
((1 + t) X (t)) + J;) mds = e(t),

0<tsTf

(39)

with initial conditions x(0) = x, and x'(0) = x;. Equation
(39) can be converted into two first order ordinary differential
equations by substituting (1 + 1’x'(t) = y(t). This will lead
to the following system:

y(®)

x ()= m,

x(0) = X0
(40)

P B f x% (s) _ o
Y =et-| e 0=y

Many numerical techniques can be used to solve (40). In
the current work, the second-order accurate modified Euler
technique is considered. The time interval [0, Tf] will be
subdivided into N equal subdivisions with At width for
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F1GURE 1: The numerical solution x(t) for e(t) = t*sin(t), & = 1/3
and initial conditions x(0) = 0.1, x'(0) = 0
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FIGURE 2: The numerical solution x(¢) for e(t) = t* sin(¢), &« = 1 and
initial conditions x(0) = 0.1, x"(0) = 0.1

each subdivision. The prediction and correction steps of the
modified Euler technique will be
X = X+ Atg (x5, ;)

y1+1 Yi + Ath (tvxz’yz)

(41)

X1 = X+ 0.5At [g (8, x5, y;) + G (L K> Vir)] s

Vi1 = ¥ + 0508 [h(ty, x50 y;) + (L1 Xisrs Vigy) ]

where
y (1)
t) > = 5 42
9(txy) T (42)
t
x* (s)
h(t, x, =e(t j — 4

(bxy)=e®- (t2+1)(s P R

The integral (43) can be approximated numerically at each
time instant ¢t; using the trapezoidal rule, which has accuracy
of O(At)*.

Let Ty = 50, x(0) = 0.1 and x"(0) = 0, with & = 1/3.
For e(t) = t*sin(t), all conditions of Theorems 3 and 6
are satisfied and hence (39) is oscillatory (see Figure1). In
Figure 2, the initial conditions are changed to be x(0) = 0.1
and x'(0) = 0.1 with « = 1; the solution is also oscillatory.
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4. Conclusions

The oscillatory behavior of a second-order integrodynamic
equation on time scales is considered. The results in the paper
establish new criteria and it is shown that these results can
be employed for Volterra integral equation on time scale. A
numerical example in the continuous case is solved to show
the validity of the results.
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