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We will study the uniqueness problems of meromorphic functions of differential polynomials sharing fixed points. Our results
improve or generalize some previous results on meromorphic functions sharing fixed points.

1. Introduction and Main Results

LetC denote the complex plane and let𝑓(𝑧) be a nonconstant
meromorphic function on C. We assume the reader is
familiar with the standard notion used in the Nevanlinna
value distribution theory such as𝑇(𝑟, 𝑓),𝑚(𝑟, 𝑓), and𝑁(𝑟, 𝑓)
(see, e.g., [1–3]), and 𝑆(𝑟, 𝑓) denotes any quantity that satisfies
the condition 𝑆(𝑟, 𝑓) = 𝑜(𝑇(𝑟, 𝑓)) as 𝑟 → ∞ outside of a
possible exceptional set of finite linear measure.

Let 𝑓(𝑧) and 𝑔(𝑧) be two nonconstant meromorphic
functions. Let 𝑎 ∈ C⋃{∞}; we say that𝑓(𝑧),𝑔(𝑧) share 𝑎CM
(counting multiplicities) if 𝑓(𝑧) − 𝑎, 𝑔(𝑧) − 𝑎 have the same
zeros with the same multiplicities and we say that 𝑓(𝑧), 𝑔(𝑧)
share 𝑎 IM (ignoring multiplicities) if we do not consider the
multiplicities. We denote by 𝑁

𝐿
(𝑟, 1/(𝑓 − 𝑎)) (𝑁

𝐿
(𝑟, 1/(𝑔 −

𝑎))) the counting function of those 𝑎-points of 𝑓 whose
multiplicities are greater (less) than the multiplicities of the
corresponding 𝑎-points of 𝑔, where each 𝑎-point is counted
only once. 𝑁

𝑘
(𝑟, 1/(𝑓 − 𝑎)) denotes the truncated counting

function bounded by 𝑘.
We say that a finite value 𝑧

0
is called a fixed point of 𝑓 if

𝑓(𝑧
0
) = 𝑧
0
or 𝑧
0
is a zero of 𝑓(𝑧) − 𝑧.

The following theorem in the value distribution theory is
well-known [4, 5].

Theorem A. Let 𝑓(𝑧) be a transcendental meromorphic func-
tion and 𝑛 ≥ 1 a positive integer. Then 𝑓𝑛𝑓󸀠 = 1 has infinitely
many solutions.

Related to Theorem A, Fang [6] proved that a meromor-
phic function𝑓𝑛𝑓󸀠 has infinitely many fixed points when𝑓 is
transcendental and 𝑛 is a positive integer.Then Fang and Qiu
[7] obtained the following uniqueness theorem.

Theorem B. Let 𝑓 and 𝑔 be two nonconstant meromorphic
(entire) functions and 𝑛 ≥ 11 (≥ 6) a positive integer. If
𝑓𝑛(𝑧)𝑓󸀠(𝑧) and 𝑔𝑛(𝑧)𝑔󸀠(𝑧) share 𝑧 CM, then either 𝑓(𝑧) =
𝑐
1
𝑒𝑐𝑧
2

, 𝑔(𝑧) = 𝑐
2
𝑒−𝑐𝑧
2

, where 𝑐
1
, 𝑐
2
, and 𝑐 are three constants sat-

isfying 4(𝑐
1
𝑐
2
)𝑛+1𝑐2 = −1, or 𝑓(𝑧) ≡ 𝑡𝑔(𝑧) for a constant 𝑡 such

that 𝑡𝑛+1 = 1.

For more related results, see [8, 9]. Recently, Cao and
Zhang [10] replaced 𝑓󸀠 with 𝑓(𝑘) and obtained the following.

Theorem C. Let 𝑓(𝑧) and 𝑔(𝑧) be two transcendental mero-
morphic functions, whose zeros are of multiplicities at least 𝑘,
where 𝑘 is a positive integer; let 𝑛 > max{2𝑘−1, 𝑘+4/𝑘+4} be
a positive integer. If 𝑓𝑛𝑓(𝑘) and 𝑔𝑛𝑔(𝑘) share z CM, and 𝑓 and
𝑔 share∞ IM, then one of the following two conclusions holds:

(1) 𝑓𝑛𝑓(𝑘) = 𝑔𝑛𝑔(𝑘);

(2) 𝑓 = 𝑐
1
𝑒𝑐𝑧
2

, 𝑔 = 𝑐
2
𝑒−𝑐𝑧
2

, where 𝑐
1
, 𝑐
2
, and 𝑐 are constants

such that 4(𝑐
1
𝑐
2
)𝑛+1𝑐2 = −1.

RegardingTheorem C, it is natural to ask the following.
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Problem 1. DoesTheorem C still hold without the “transcen-
dental” condition?

Problem 2. DoesTheoremC still hold without the “multiplic-
ity of zeros of 𝑓 and 𝑔” condition?

Problem 3. Can the lower bound of 𝑛 be reduced in
Theorem C?

We consider Problems 1–3 and give affirmative answers to
them, and we get the following.

Theorem 1. Let 𝑓(𝑧) and 𝑔(𝑧) be two nonconstant meromor-
phic functions and 𝑛, 𝑘 two positive integers with 𝑛 > 𝑘 + 8. If
𝑓𝑛𝑓(𝑘) and 𝑔𝑛𝑔(𝑘) share 𝑧 CM, and 𝑓 and 𝑔 share∞ IM, then
one of the following two conclusions holds:

(1) 𝑓𝑛𝑓(𝑘) = 𝑔𝑛𝑔(𝑘);

(2) 𝑓 = 𝑐
1
𝑒𝑐𝑧
2

, 𝑔 = 𝑐
2
𝑒−𝑐𝑧
2

, where 𝑐
1
, 𝑐
2
, and 𝑐 are constants

such that 4(𝑐
1
𝑐
2
)𝑛+1𝑐2 = −1.

One may ask whether the condition “𝑛 > 𝑘 + 8” can be
further reduced. We have proved the following.

Theorem 2. Let 𝑓(𝑧) and 𝑔(𝑧) be two nonconstant meromor-
phic functions and 𝑛, 𝑘 two positive integers with 𝑛 > 𝑘 + 7. If
𝑓𝑛𝑓(𝑘) and 𝑔𝑛𝑔(𝑘) share 𝑧 CM, and 𝑓 and 𝑔 share∞ IM, then
one of the following two conclusions holds:

(1) 𝑓𝑛𝑓(𝑘) = 𝑔𝑛𝑔(𝑘), possibly except for at most one
exceptional case, namely,

𝑘 = 1, 𝑛 = 9,

𝑓 = 𝑎
(𝑧 − 𝑎

1
) (𝑧 − 𝑎

2
) (𝑧 − 𝑎

3
)

(𝑧 − 𝑑
1
)
2
(𝑧 − 𝑑

2
)

,

𝑔 = 𝑏
(𝑧 − 𝑏

1
) (𝑧 − 𝑏

2
) (𝑧 − 𝑏

3
)

(𝑧 − 𝑑
1
) (𝑧 − 𝑑

2
)
2

,

(1)

where 𝑎
𝑗
, 𝑏
𝑗
(𝑗 = 1, 2, 3), 𝑑

1
, 𝑑
2
are 8 distinct constants

and 𝑎, 𝑏 are two nonzero constants;

(2) 𝑓 = 𝑐
1
𝑒𝑐𝑧
2

, 𝑔 = 𝑐
2
𝑒−𝑐𝑧
2

, where 𝑐
1
, 𝑐
2
, and 𝑐 are constants

such that 4(𝑐
1
𝑐
2
)𝑛+1𝑐2 = −1.

If 𝑓 and 𝑔 are two transcendental meromorphic func-
tions, the lower bound of 𝑛 in Theorem 2 can be further
reduced. We have the following.

Theorem 3. Let 𝑓(𝑧) and 𝑔(𝑧) be two transcendental mero-
morphic functions and 𝑛, 𝑘 two positive integers with 𝑛 > 𝑘+6.
If 𝑓𝑛𝑓(𝑘) and 𝑔𝑛𝑔(𝑘) share 𝑧 CM, and 𝑓 and 𝑔 share ∞ IM,
then one of the following two conclusions holds:

(1) 𝑓𝑛𝑓(𝑘) = 𝑔𝑛𝑔(𝑘);

(2) 𝑓 = 𝑐
1
𝑒𝑐𝑧
2

, 𝑔 = 𝑐
2
𝑒−𝑐𝑧
2

, where 𝑐
1
, 𝑐
2
, and 𝑐 are constants

such that 4(𝑐
1
𝑐
2
)𝑛+1𝑐2 = −1.

2. Preliminary Lemmas

Let

𝐻 = (
𝐹󸀠󸀠

𝐹󸀠
−
2𝐹󸀠

𝐹 − 1
) − (

𝐺󸀠󸀠

𝐺󸀠
−
2𝐺󸀠

𝐺 − 1
) , (2)

𝑉 = (
𝐹󸀠

𝐹 − 1
−
𝐹󸀠

𝐹
) − (

𝐺󸀠

𝐺 − 1
−
𝐺󸀠

𝐺
) , (3)

where 𝐹 and 𝐺 are meromorphic functions.

Lemma 4 (see [11]). Let 𝑓(𝑧) be a nonconstant meromorphic
function and let 𝑎

0
(𝑧), 𝑎
1
(𝑧), . . . , 𝑎

𝑛
(𝑧) ( ̸≡0) be small functions

with respect to 𝑓. Then

𝑇 (𝑟, 𝑎
𝑛
𝑓𝑛 + 𝑎

𝑛−1
𝑓𝑛−1 + ⋅ ⋅ ⋅ + 𝑎

0
) = 𝑛𝑇 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑓) .

(4)

Lemma 5 (see [2]). Let 𝑓(𝑧) be a nonconstant meromorphic
function, and let 𝑘 be a positive integer. Suppose that 𝑓(𝑘) ̸≡ 0;
then

𝑁(𝑟,
1

𝑓(𝑘)
) ≤ 𝑁(𝑟,

1

𝑓
) + 𝑘𝑁 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑓) . (5)

By using the similar method to Yang andHua [12, Lemma
3], we can prove the following lemma.

Lemma 6. Let 𝐹, 𝐺, and 𝐻 be defined as in (2). If 𝐹 and 𝐺
share 1 CM and∞ IM, and𝐻 ̸≡ 0, then 𝐹 ̸≡ 𝐺, and

𝑇 (𝑟, 𝐹) ≤ 𝑁2 (𝑟,
1

𝐹
) + 𝑁

2
(𝑟,

1

𝐺
) + 2𝑁 (𝑟, 𝐹)

+ 𝑁
𝐿 (𝑟, 𝐹) + 𝑁𝐿 (𝑟, 𝐺) + 𝑆 (𝑟, 𝐹) + 𝑆 (𝑟, 𝐺) ,

(6)

the same inequality holding for 𝑇(𝑟, 𝐺).

Lemma 7 (see [13]). Let 𝐹, 𝐺, and 𝑉 be defined as in (3). If 𝐹
and 𝐺 share∞ IM, and 𝑉 ≡ 0, then 𝐹 ≡ 𝐺.

Lemma 8. Let 𝑓, 𝑔 be two nonconstant meromorphic func-
tions, 𝑉 defined as in (3), where 𝐹 = 𝑓𝑛𝑓(𝑘)/𝑧, 𝐺 =

𝑔𝑛𝑔(𝑘)/𝑧, and 𝑛 > 0, 𝑘 > 0, and 𝑚 ≥ 0 three integers. If 𝑉 ̸≡
0, 𝐹 and 𝐺 share 1 CM, and 𝑓 and 𝑔 share∞ IM, then

(𝑛 − 𝑘)𝑁 (𝑟, 𝑓) = (𝑛 − 𝑘)𝑁 (𝑟, 𝑔)

≤ 2 (𝑁(𝑟,
1

𝑓
) + 𝑁(𝑟,

1

𝑔
))

+ 𝑆 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑔) .

(7)

Proof. Note that 𝑉 ̸≡ 0, 𝑓 and 𝑔 share∞ IM, suppose that
𝑧
0
̸= 0 is a pole of𝑓(𝑔)withmultiplicity𝑝(𝑞), then 𝑧

0
is a pole

of𝐹(𝐺)withmultiplicity 𝑛𝑝+𝑝+𝑘 (𝑛𝑞+𝑞+𝑘).Thus 𝑧
0
is a zero

of𝐹󸀠/(𝐹−1)−𝐹󸀠/𝐹withmultiplicity 𝑛𝑝+𝑝+𝑘−1 (≥ 𝑛+𝑘), and
a zero of𝐺󸀠/(𝐺−1)−𝐺󸀠/𝐺with multiplicity 𝑛𝑝+𝑝+𝑘−1 (≥
𝑛 + 𝑘). Hence 𝑧

0
is a zero of 𝑉 with multiplicity at least 𝑛 + 𝑘.

Suppose that 𝑧
1
= 0 is a pole of 𝑓(𝑔)with multiplicity 𝑟(𝑠), by
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the similar discussion as above, we get that 𝑧
1
= 0 is a zero of

𝑉 with multiplicity at least 𝑛 + 𝑘 + 1. So we have

(𝑛 + 𝑘)𝑁 (𝑟, 𝑓) = (𝑛 + 𝑘)𝑁 (𝑟, 𝑔) ≤ 𝑁(𝑟,
1

𝑉
) . (8)

By the logarithmic derivative lemma, we have 𝑚(𝑟, 𝑉) =
𝑆(𝑟, 𝑓) + 𝑆(𝑟, 𝑔). Note that 𝐹 and 𝐺 share 1 CM, so we have

𝑁(𝑟,
1

𝑉
) ≤ 𝑇 (𝑟, 𝑉) = 𝑚 (𝑟, 𝑉) + 𝑁 (𝑟, 𝑉)

≤ 𝑁(𝑟,
1

𝐹
) + 𝑁(𝑟,

1

𝐺
) + 𝑆 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑔) .

(9)

Obviously,

𝑁(𝑟,
1

𝐹
) ≤ 2𝑁(𝑟,

1

𝑓
) + 𝑘𝑁 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑓) ,

𝑁(𝑟,
1

𝐺
) ≤ 2𝑁(𝑟,

1

𝑔
) + 𝑘𝑁 (𝑟, 𝑔) + 𝑆 (𝑟, 𝑔) .

(10)

From (8)–(10) we get (7). This proves Lemma 8.

Lemma 9 (see [1,Theorem 3.10]). Suppose that𝑓 is a noncon-
stant meromorphic function; 𝑘 ≥ 2 is an integer. If

𝑁(𝑟, 𝑓) + 𝑁(𝑟,
1

𝑓
) + 𝑁(𝑟,

1

𝑓(𝑘)
) = 𝑆(𝑟,

𝑓󸀠

𝑓
) , (11)

then 𝑓 = 𝑒𝑎𝑧+𝑏, where 𝑎 ̸= 0, 𝑏 are constants.

Lemma 10. Let 𝑓, 𝑔 be two nonconstant meromorphic func-
tions and 𝑛 (≥2), 𝑘 two positive integers. If 𝑓𝑛𝑓(𝑘)𝑔𝑛𝑔(𝑘) = 𝑧2,
and𝑓 and𝑔 share∞ IM, then𝑓 = 𝑐

1
𝑒𝑐𝑧
2

,𝑔 = 𝑐
2
𝑒−𝑐𝑧
2

, where 𝑐
1
,

𝑐
2
, and 𝑐 are constants such that 4(𝑐

1
𝑐
2
)𝑛+1𝑐2 = −1.

Proof. Since 𝑓 and 𝑔 share∞ IM, from

𝑓𝑛𝑓(𝑘)𝑔𝑛𝑔(𝑘) = 𝑧2 (12)

we get that both 𝑓 and 𝑔 are entire functions.
The case 𝑘 = 1 has been proved by Fang and Qiu [7,

Propostion 2]; here we only need to consider the case 𝑘 ≥ 2.
Let 𝐹
1
= 𝑓𝑛𝑓(𝑘), 𝐺

1
= 𝑔𝑛𝑔(𝑘). Then we have

𝑛𝑇 (𝑟, 𝑓) = 𝑇 (𝑟, 𝑓𝑛)

= 𝑇(𝑟,
𝐹
1

𝑓(𝑘)
)

≤ 𝑇 (𝑟, 𝐹
1
) + 𝑇 (𝑟, 𝑓(𝑘)) + 𝑆 (𝑟, 𝑓)

≤ 𝑇 (𝑟, 𝐹
1
) + 𝑇 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑓) .

(13)

We obtain from (13) that

𝑇 (𝑟, 𝑓) = 𝑂 (𝑇 (𝑟, 𝐹
1
)) . (14)

Note that

𝑇 (𝑟, 𝐹
1
) = 𝑇 (𝑟, 𝑓𝑛𝑓(𝑘))

≤ 𝑛𝑇 (𝑟, 𝑓) + 𝑇 (𝑟, 𝑓(𝑘)) + 𝑆 (𝑟, 𝑓)

≤ (𝑛 + 1) 𝑇 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑓) .

(15)

We obtain from (15) that

𝑇 (𝑟, 𝐹) = 𝑂 (𝑇 (𝑟, 𝑓)) . (16)

Thus from (14) and (16) we have 𝜎(𝑓) = 𝜎(𝐹). Similarly we
have 𝜎(𝑔) = 𝜎(𝐺). It follows from (12) that 𝜎(𝐹) = 𝜎(𝐺); we
get 𝜎(𝑓) = 𝜎(𝑔).

Suppose that 𝑓 has a zero 𝑧
0
, say multiplicity 𝑝; then 𝑧

0
is

a zero of 𝑓𝑛 with multiplicity 𝑛𝑝 ≥ 2. In view of (12), we get
𝑛 = 2 and 𝑧

0
= 0. Moreover, 𝑔 has no zero. Therefore,

𝑓 (𝑧) = 𝑧𝑒
𝛼
1
(𝑧), 𝑔 (𝑧) = 𝑒

𝛽
1
(𝑧), (17)

where 𝛼
1
(𝑧), 𝛽

1
(𝑧) are nonconstant entire functions. We

deduce that either both 𝛼 and 𝛽 are transcendental functions
or both 𝛼

1
and 𝛽

1
are polynomials. From (17) we have

𝑇(𝑟,
𝑓󸀠

𝑓
) = 𝑇(𝑟, 𝛼󸀠

1
+
1

𝑧
) . (18)

Moreover, we have

𝑁(𝑟,
1

𝑓(𝑘)
) = 0. (19)

Thus we get

𝑁(𝑟, 𝑓) + 𝑁(𝑟,
1

𝑓
) + 𝑁(𝑟,

1

𝑓(𝑘)
) = 𝑂 (log 𝑟) . (20)

If 𝑘 ≥ 2, suppose that 𝛼 is a transcendental entire function.
We deduce from Lemma 9 and (17) and (18) that 𝛼

1
is a poly-

nomial, which is a contradiction.Thus 𝛼
1
is a polynomial and

so is 𝛽
1
.

So from (12) we get

[𝑧 ((𝛼󸀠
1
)
𝑘

+ 𝑃
𝑘−1
(𝛼󸀠
1
)) + 𝑃̃

𝑘−1
(𝛼󸀠
1
)]

× [(𝛽󸀠
1
)
𝑘

+ 𝑄
𝑘−1
(𝛽󸀠
1
)] 𝑒3(𝛼1(𝑧)+𝛽1(𝑧)) = 1,

(21)

where 𝑃
𝑘−1
(𝛼󸀠
1
), 𝑃̃
𝑘−1
(𝛼󸀠
1
), and 𝑄

𝑘−1
(𝛽󸀠
1
) are differential poly-

nomials in 𝛼󸀠
1
and 𝛽󸀠

1
of degree at most 𝑘 − 1, respectively.

Since 𝛼󸀠
1

̸≡ 0, 𝛽󸀠
1

̸≡ 0, by (21) we immediately get a
contradiction.

Thus 𝑓 has no zero; similarly, we get that 𝑔 has no zero.
So we have

𝑓 (𝑧) = 𝑒
𝛼(𝑧), 𝑔 (𝑧) = 𝑒

𝛽(𝑧), (22)

where 𝛼(𝑧), 𝛽(𝑧) are nonconstant entire functions.
With similar discussion as above, we get that 𝛼 + 𝛽 ≡ 𝐶,

where 𝐶 is a constant and 𝛼 and 𝛽 are both polynomials.
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We deduce from (22) that

𝑓(𝑘) = [(𝛼󸀠)
𝑘

+ 𝑃
𝑘−1
(𝛼󸀠)] 𝑒𝛼,

𝑔(𝑘) = [(𝛽󸀠)
𝑘

+ 𝑄
𝑘−1
(𝛽󸀠)] 𝑒𝛽,

(23)

where 𝑃
𝑘−1
(𝛼󸀠) and 𝑄

𝑘−1
(𝛽󸀠) are differential polynomials in

𝛼󸀠 and 𝛽󸀠 of degree at most 𝑘 − 1, respectively. Thus from (12)
we obtain

(−1)
𝑘(𝛼󸀠)
2𝑘

= 𝑧2 + 𝑃̃
2𝑘−1

(𝛼󸀠) . (24)

If 𝑘 ≥ 2, since 𝛼󸀠 is not a constant, deg(𝛼󸀠) ≥ 1, by (24) we
immediately get a contradiction.

This proves Lemma 10.

3. Proof of Theorems 1–3

Since the proof of Theorems 1 and 3 is quite similar to the
proof of Theorem 2, here we only need to proveTheorem 2.

Let 𝐹 = 𝑓𝑛𝑓(𝑘)/𝑧, 𝐺 = 𝑔𝑛𝑔(𝑘)/𝑧, 𝐹
1
= 𝑓𝑛𝑓(𝑘), and 𝐺

1
=

𝑔𝑛𝑔(𝑘). Then 𝐹 and 𝐺 share 1 CM and∞ IM.
Suppose that𝐻 ̸≡ 0; then 𝐹 ̸≡ 𝐺, and 𝑉 ̸≡ 0.
By Lemma 6 we have

𝑇 (𝑟, 𝐹) ≤ 𝑁2 (𝑟,
1

𝐹
) + 𝑁

2
(𝑟,

1

𝐺
) + 2𝑁 (𝑟, 𝐹)

+ 𝑁
𝐿 (𝑟, 𝐹) + 𝑁𝐿 (𝑟, 𝐺) + 𝑆 (𝑟, 𝐹) + 𝑆 (𝑟, 𝐺) .

(25)

So
𝑇 (𝑟, 𝐹

1
) ≤ 𝑇 (𝑟, 𝐹) + log 𝑟

≤ 𝑁
2
(𝑟,

1

𝐹
1

) + 𝑁
2
(𝑟,

1

𝐺
1

) + 2𝑁 (𝑟, 𝐹
1
)

+ 𝑁
𝐿 (𝑟, 𝐹) + 𝑁𝐿 (𝑟, 𝐺) + 3 log 𝑟

+ 𝑆 (𝑟, 𝐹) + 𝑆 (𝑟, 𝐺) .

(26)

Obviously,

𝑁(𝑟, 𝐹
1
) = (𝑛 + 1)𝑁 (𝑟, 𝑓) + 𝑘𝑁 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑓) . (27)

We have

𝑛𝑚 (𝑟, 𝑓) = 𝑚(𝑟,
𝐹
1

𝑓(𝑘)
)

≤ 𝑚 (𝑟, 𝐹
1
) + 𝑚(𝑟,

1

𝑓(𝑘)
) + 𝑆 (𝑟, 𝑓)

= 𝑚 (𝑟, 𝐹
1
) + 𝑇 (𝑟, 𝑓(𝑘)) − 𝑁(𝑟,

1

𝑓(𝑘)
) + 𝑆 (𝑟, 𝑓)

≤ 𝑚 (𝑟, 𝐹
1
) + 𝑇 (𝑟, 𝑓) + 𝑘𝑁 (𝑟, 𝑓)

− 𝑁(𝑟,
1

𝑓(𝑘)
) + 𝑆 (𝑟, 𝑓) ,

𝑁
𝐿 (𝑟, 𝐹) + 𝑁𝐿 (𝑟, 𝐺) ≤ 𝑁 (𝑟, 𝑓) .

(28)

It follows from (26)–(28) that

(𝑛 − 1) 𝑇 (𝑟, 𝑓)

≤ 𝑇 (𝑟, 𝐹
1
) − 𝑁 (𝑟, 𝑓) − 𝑁(𝑟,

1

𝑓(𝑘)
) + 𝑆 (𝑟, 𝑓)

≤ 𝑁
2
(𝑟,

1

𝐹
1

) + 𝑁
2
(𝑟,

1

𝐺
1

) + 2𝑁 (𝑟, 𝐹) − 𝑁 (𝑟, 𝑓)

+ 𝑁
𝐿 (𝑟, 𝐹) + 𝑁𝐿 (𝑟, 𝐺) + 3 log 𝑟 − 𝑁(𝑟,

1

𝑓(𝑘)
)

+ 𝑆 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑔)

≤ 2𝑁(𝑟,
1

𝑓
) + 2𝑁(𝑟,

1

𝑔
) + 𝑁(𝑟,

1

𝑔
) + (𝑘 + 1)𝑁 (𝑟, 𝑓)

+ 𝑁
𝐿 (𝑟, 𝐹) + 𝑁𝐿 (𝑟, 𝐺) + 3 log 𝑟 + 𝑆 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑔)

≤ 2𝑁(𝑟,
1

𝑓
) + 2𝑁(𝑟,

1

𝑔
) + 𝑁(𝑟,

1

𝑔
) + (𝑘 + 2)𝑁 (𝑟, 𝑓)

+ 3 log 𝑟 + 𝑆 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑔) .
(29)

Similarly we have

(𝑛 − 1) 𝑇 (𝑟, 𝑔)

≤ 2𝑁(𝑟,
1

𝑓
) + 2𝑁(𝑟,

1

𝑔
) + 𝑁(𝑟,

1

𝑓
)+(𝑘 + 1)𝑁 (𝑟, 𝑔)

+ 𝑁
𝐿 (𝑟, 𝐹) + 𝑁𝐿 (𝑟, 𝐺) + 3 log 𝑟 + 𝑆 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑔)

≤ 2𝑁(𝑟,
1

𝑓
) + 2𝑁(𝑟,

1

𝑔
) + 𝑁(𝑟,

1

𝑔
)+(𝑘 + 2)𝑁 (𝑟, 𝑔)

+ 3 log 𝑟 + 𝑆 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑔) .
(30)

Combining (29) and (30) gives

(𝑛 − 1) (𝑇 (𝑟, 𝑓) + 𝑇 (𝑟, 𝑔))

≤ 4 (𝑁(𝑟,
1

𝑓
) + 𝑁(𝑟,

1

𝑔
)) + 𝑁(𝑟,

1

𝑓
)

+ 𝑁(𝑟,
1

𝑔
) + (𝑘 + 1) (𝑁 (𝑟, 𝑓) + 𝑁 (𝑟, 𝑔))

+ 2 (𝑁
𝐿 (𝑟, 𝐹) + 𝑁𝐿 (𝑟, 𝐺)) + 6 log 𝑟

+ 𝑆 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑔)

≤ 5 (𝑁(𝑟,
1

𝑓
) + 𝑁(𝑟,

1

𝑔
))

+ (𝑘 + 2) (𝑁 (𝑟, 𝑓) + 𝑁 (𝑟, 𝑔))

+ 6 log 𝑟 + 𝑆 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑔) .

(31)
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From (7) and (31) we get

[(𝑛 − 6) (𝑛 − 𝑘) − 4 (𝑘 + 2)] (𝑇 (𝑟, 𝑓) + 𝑇 (𝑟, 𝑔))

≤ 6 (𝑛 − 𝑘) log 𝑟 + 𝑆 (𝑟, 𝑓) + 𝑆 (𝑟, 𝑔) .
(32)

Case 1. Either 𝑓 or 𝑔 is transcendental; from (32) we get a
contradiction since 𝑛 > 𝑘 + 7 > 𝑘 + 6.

Thus 𝐻 ≡ 0. Similar to the proof of [12, Lemma 3], we
obtain

(i) 𝑓𝑛𝑓(𝑘)𝑔𝑛𝑔(𝑘) = 𝑧2, or
(ii) 𝑓𝑛𝑓(𝑘) = 𝑔𝑛𝑔(𝑘).

By Lemma 10, we get conclusion (2) from (𝑖).

Case 2. Both 𝑓 and 𝑔 are rational functions.
If 𝑓 is a polynomial, so is 𝑔. We get from (31) that

(2𝑘 + 4) log 𝑟 + 𝑂 (1) ≤ (𝑘 + 2) (𝑇 (𝑟, 𝑓) + 𝑇 (𝑟, 𝑔))

≤ 6 log 𝑟 + 𝑂 (1) ,
(33)

which implies 𝑘 = 1, 𝑇(𝑟, 𝑓) = log 𝑟 + 𝑂(1), and 𝑇(𝑟, 𝑔) =
log 𝑟 + 𝑂(1).

Set

𝑓 (𝑧) = 𝑝1𝑧 + 𝑞1, 𝑔 (𝑧) = 𝑝2𝑧 + 𝑞2, (34)

where 𝑝
1
, 𝑝
2
, 𝑞
1
, 𝑞
2
are constants with 𝑝

1
𝑝
2

̸= 0. By our
assumption, we have

𝑓𝑛𝑓󸀠 − 𝑧 = 𝑑 (𝑔𝑛𝑔󸀠 − 𝑧) , (35)

where 𝑑 is a nonzero constant. By computation we have

𝑝
10−𝑗

1
𝑞
𝑗

1
= 𝑑𝑝
10−𝑗

2
𝑞
𝑗

2
, (𝑗 = 0, 1, . . . , 7, 9) ,

9𝑝2
1
𝑞8
1
− 1 = 𝑑 (9𝑝2

2
𝑞8
2
− 1) ,

(36)

which implies 𝑑 = 1 and 𝑓𝑛𝑓󸀠 = 𝑔𝑛𝑔󸀠; thus 𝑓𝑛+1 = 𝑔𝑛+1 + 𝑑
1

for a constant 𝑑
1
. By the second fundamental theorem we get

𝑑
1
= 0 and 𝑓 ≡ 𝑡𝑔 for a constant 𝑡 such that 𝑡𝑛+1 = 1.
If 𝑓 and 𝑔 are nonpolynomial rational functions, set

𝑓 (𝑧) =
𝑅 (𝑧)

𝑇 (𝑧)
, 𝑔 (𝑧) =

𝑈 (𝑧)

𝑉 (𝑧)
, (37)

where 𝑅(𝑧), 𝑇(𝑧), 𝑈(𝑧), and 𝑉(𝑧) are polynomials. Now we
discuss three cases as follows.

Case 2.1. Consider deg𝑅 > deg𝑇.

Case 2.1.1. If deg𝑈 > deg𝑉, from (31) we obtain

(𝑘 + 2) (𝑚 (𝑟, 𝑓) + 𝑚 (𝑟, 𝑔))

+ (𝑘 + 2) (𝑁 (𝑟, 𝑓) − 𝑁 (𝑟, 𝑓) + 𝑁 (𝑟, 𝑔) − 𝑁 (𝑟, 𝑔))

≤ 6 log 𝑟 + 𝑂 (1) ,
(38)

which implies that both 𝑓 and 𝑔 have only simple poles; thus

𝑁
𝐿 (𝑟, 𝐹) + 𝑁𝐿 (𝑟, 𝐺) = 0. (39)

From (31) we get

(𝑘 + 1) (𝑚 (𝑟, 𝑓) + 𝑚 (𝑟, 𝑔)) + 𝑇 (𝑟, 𝑓) + 𝑇 (𝑟, 𝑔)

≤ 6 log 𝑟 + 𝑂 (1) ,
(40)

which is a contradiction since 𝑇(𝑟, 𝑓) ≥ 2 log 𝑟 + 𝑂(1),
𝑇(𝑟, 𝑔) ≥ log 𝑟 + 𝑂(1), 𝑚(𝑟, 𝑓) ≥ log 𝑟 + 𝑂(1), and 𝑚(𝑟, 𝑔) ≥
log 𝑟 + 𝑂(1).

Case 2.1.2. If deg𝑈 < deg𝑉, from (31) we obtain

8 log 𝑟 + 𝑂 (1) ≤ (𝑘 + 2)𝑚 (𝑟, 𝑓) + 5𝑚(𝑟, 1
𝑔
)

≤ 6 log 𝑟 + 𝑂 (1) ,
(41)

a contradiction.

Case 2.1.3. Consider deg𝑈 = deg𝑉, and 𝑇(𝑟, 𝑔) = 𝑁(𝑟, 𝑔) =
deg𝑈 log 𝑟 + 𝑂(1), 𝑚(𝑟, 𝑔) = 𝑚(𝑟, 1/𝑔) = 𝑂(1). It follows
from (31) that

(𝑘 + 2)𝑚 (𝑟, 𝑓)

+ (𝑘 + 2) (𝑁 (𝑟, 𝑓) − 𝑁 (𝑟, 𝑓) + 𝑁 (𝑟, 𝑔) − 𝑁 (𝑟, 𝑔))

≤ 6 log 𝑟 + 𝑂 (1) .
(42)

If 𝑘 ≥ 2, then from (42) we get that both 𝑓 and 𝑔 have only
simple poles; thus

𝑁
𝐿 (𝑟, 𝐹) + 𝑁𝐿 (𝑟, 𝐺) = 0. (43)

From (31) we get

(𝑘 + 1)𝑚 (𝑟, 𝑓) + 𝑇 (𝑟, 𝑓) + 𝑇 (𝑟, 𝑔) ≤ 6 log 𝑟 + 𝑂 (1) ,
(44)

which implies that 𝑘 = 2, 𝑇(𝑟, 𝑓) = 2 log 𝑟 + 𝑂(1), 𝑇(𝑟, 𝑔) =
log 𝑟 + 𝑂(1), and𝑚(𝑟, 𝑓) = log 𝑟 + 𝑂(1). Set

𝑓 (𝑧) =
𝑏
2
𝑧2 + 𝑏

1
𝑧 + 𝑏
0

𝑧 − 𝑧
0

, 𝑔 (𝑧) =
𝑐
1
𝑧 + 𝑐
0

𝑧 − 𝑧
0

, (45)

where 𝑏
2
, 𝑏
1
, 𝑏
0
, 𝑐
1
, 𝑐
0
, and 𝑧

0
are constants with 𝑏

2
𝑐
1

̸= 0.
Therefore, we have

𝑓󸀠󸀠 =
𝑝
3

(𝑧 − 𝑧
0
)3
, 𝑔󸀠󸀠 =

𝑞
3

(𝑧 − 𝑧
0
)
3
, (46)

where 𝑝
3
, 𝑞
3
are nonzero constants. So 𝐹

1
−𝑧 has 2𝑛 zeros and

𝐺
1
− 𝑧 has 𝑛 + 4 zeros, which is a contradiction.
If 𝑘 = 1, then it follows from (42) that either 𝑓 or 𝑔 has

only a pole of order at most 2, and both 𝑓 and 𝑔 can not have
a pole of order 2. If 𝑓 has a pole of order 2, then 𝑔 has only
simple poles. Thus from (42) we get

2𝑚 (𝑟, 𝑓) + 𝑇 (𝑟, 𝑓) + 𝑇 (𝑟, 𝑔) ≤ 6 log 𝑟 + 𝑂 (1) . (47)
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Obviously,𝑚(𝑟, 𝑓) = log 𝑟 + 𝑂(1). If 𝑇(𝑟, 𝑓) = 3 log 𝑟 + 𝑂(1),
then 𝑇(𝑟, 𝑔) = log 𝑟 + 𝑂(1). Set

𝑓 (𝑧) =
𝑏
3
𝑧3 + 𝑏

2
𝑧2 + 𝑏

1
𝑧 + 𝑏
0

(𝑧 − 𝑧
0
)
2

, 𝑔 (𝑧) =
𝑐
1
𝑧 + 𝑐
0

𝑧 − 𝑧
0

,

(48)

where 𝑏
3
, 𝑏
2
, 𝑏
1
, 𝑏
0
, 𝑐
1
, 𝑐
0
, and 𝑧

0
are constants with 𝑏

3
𝑐
1
̸= 0.

Therefore, we have

𝑓󸀠 =
𝑃 (𝑧)

(𝑧 − 𝑧
0
)
3
, 𝑔󸀠 =

𝑄 (𝑧)

(𝑧 − 𝑧
0
)
2
, (49)

where 𝑃(𝑧) is a polynomial with deg𝑃 = 3;𝑄(𝑧) is a nonzero
constant. So 𝐹

1
−𝑧 has 3𝑛+3 zeros and𝐺

1
−𝑧 has 𝑛+3 zeros,

which is a contradiction.
If 𝑇(𝑟, 𝑓) = 2 log 𝑟 + 𝑂(1), then 𝑇(𝑟, 𝑔) = 2 log 𝑟 + 𝑂(1).

So we have 𝑇(𝑟, 𝑓) ≥ 𝑁(𝑟, 𝑓) > 𝑁(𝑟, 𝑔) = 2 log 𝑟 + 𝑂(1), a
contradiction.

If 𝑔 has a pole of order 2, then 𝑓 has only simple poles.
With similar discussion as above, we get a contradiction.

Therefore, both 𝑓 and 𝑔 have only simple poles and we
also get (47). Thus 𝑚(𝑟, 𝑓) = log 𝑟 + 𝑂(1). If 𝑇(𝑟, 𝑓) =
3 log 𝑟 + 𝑂(1), then 𝑇(𝑟, 𝑔) = log 𝑟 + 𝑂(1); we have 𝑇(𝑟, 𝑓) =
𝑚(𝑟, 𝑓) + 𝑁(𝑟, 𝑓) = 𝑚(𝑟, 𝑓) + 𝑁(𝑟, 𝑔) = 2 log 𝑟 + 𝑂(1),
which is a contradiction. If 𝑇(𝑟, 𝑓) = 2 log 𝑟 + 𝑂(1) and
𝑇(𝑟, 𝑔) = 2 log 𝑟 + 𝑂(1), we also get a contradiction. If
𝑇(𝑟, 𝑓) = 2 log 𝑟 + 𝑂(1) and 𝑇(𝑟, 𝑔) = log 𝑟 + 𝑂(1), then we
get (45), which leads to a contradiction.

Case 2.1 has been ruled out.

Case 2.2. Consider deg𝑅 < deg𝑇.
With similar discussion as in Case 2.1, it is easy to get

deg𝑈 = deg𝑉. Thus 𝑚(𝑟, 𝑓) = 𝑚(𝑟, 𝑔) = 𝑚(𝑟, 1/𝑔) = 𝑂(1).
Then from (31) we get

5𝑚(𝑟,
1

𝑓
)

+ (𝑘 + 2) (𝑁 (𝑟, 𝑓) − 𝑁 (𝑟, 𝑓) + 𝑁 (𝑟, 𝑔) − 𝑁 (𝑟, 𝑔))

≤ 6 log 𝑟 + 𝑂 (1) ,
(50)

which implies that both 𝑓 and 𝑔 only have simple poles.
Moreover, we have 𝑚(𝑟, 1/𝑓) = log 𝑟 + (1), and 𝑁

𝐿
(𝑟, 𝐹) =

𝑁
𝐿
(𝑟, 𝐺) = 0. Again from (31) we obtain

7 log 𝑟 + 𝑂 (1) ≤ 5𝑚(𝑟, 1
𝑓
) + 𝑇 (𝑟, 𝑓) + 𝑇 (𝑟, 𝑔)

≤ 6 log 𝑟 + 𝑂 (1) ,
(51)

which is a contradiction.
Case 2.2 has been ruled out.

Case 2.3. Thus we have deg𝑅 = deg𝑇. Similarly, we have
deg𝑈 = deg𝑉.

It follows from (31) that

(𝑘 + 2) (𝑁 (𝑟, 𝑓) − 𝑁 (𝑟, 𝑓) + 𝑁 (𝑟, 𝑔) − 𝑁 (𝑟, 𝑔))

≤ 6 log 𝑟 + 𝑂 (1) .
(52)

Now we prove that 𝑓 and 𝑔 share ∞ CM. We discuss two
cases below.

Case 2.3.1. If 𝑘 ≥ 2, (52) implies that neither 𝑓 nor 𝑔 has a
pole of order greater than 2; both 𝑓 and 𝑔 can not have poles
of order 2.Thus only one of 𝑓 and 𝑔may have a pole of order
2.

Suppose that

𝑓 (𝑧) =
𝑏
𝑙+1
𝑧𝑙+1 + 𝑏

𝑙
𝑧𝑙 + ⋅ ⋅ ⋅ + 𝑏

0

(𝑧 − 𝑧
1
)
2
(𝑧 − 𝑧

2
) ⋅ ⋅ ⋅ (𝑧 − 𝑧

𝑙
)
,

𝑔 (𝑧) =
𝑐
𝑙
𝑧𝑙 + 𝑐
𝑙−1
𝑧𝑙−1 + ⋅ ⋅ ⋅ + 𝑐

0

(𝑧 − 𝑧
1
) (𝑧 − 𝑧

2
) ⋅ ⋅ ⋅ (𝑧 − 𝑧

𝑙
)
.

(53)

We deduce from (53) that

𝐹
1
=

𝑃
1 (𝑧)

(𝑧 − 𝑧
1
)
2+𝑘
(𝑧 − 𝑧

2
)
1+𝑘
⋅ ⋅ ⋅ (𝑧 − 𝑧

𝑙
)
1+𝑘
,

𝐺
1
=

𝑄
1 (𝑧)

(𝑧 − 𝑧
1
)
1+𝑘
(𝑧 − 𝑧

2
)
1+𝑘
⋅ ⋅ ⋅ (𝑧 − 𝑧

𝑙
)
1+𝑘
,

(54)

where 𝑃
1
(𝑧), 𝑄

1
(𝑧) are polynomials with deg𝑃

1
≤ (1 + 𝑘)(𝑙 +

1) − 2𝑘 − 1, deg𝑄
1
≤ (1 + 𝑘)𝑙 − 2𝑘 − 1. We get that 𝐹

1
− 𝑧 has

(1+𝑛+𝑘)(𝑙+1)−𝑘+1 zeros while𝐺
1
−𝑧 has (1+𝑛+𝑘)𝑙+1 zeros,

which is a contradiction because 𝐹
1
and𝐺

1
share 𝑧 CM.Thus

𝑓 has only simple poles. Similarly, 𝑔 has only simple poles;
thus 𝑓 and 𝑔 share∞ CM.

Case 2.3.2. If 𝑘 = 1, (31) implies that

2 (𝑁 (𝑟, 𝑓) − 𝑁 (𝑟, 𝑓) + 𝑁 (𝑟, 𝑔) − 𝑁 (𝑟, 𝑔))

+ 𝑇 (𝑟, 𝑓) + 𝑇 (𝑟, 𝑔)

≤ 2 (𝑁
𝐿 (𝑟, 𝐹) + 𝑁𝐿 (𝑟, 𝐺)) + 6 log 𝑟 + 𝑂 (1) .

(55)

If𝑓 and 𝑔 do not share∞CM, and if 𝑔 only has simple poles,
(55) leads to

2 (𝑁 (𝑟, 𝑓) − 𝑁 (𝑟, 𝑓)) + 𝑇 (𝑟, 𝑓) + 𝑇 (𝑟, 𝑔)

≤ 2𝑁
𝐿 (𝑟, 𝐹) + 6 log 𝑟 + 𝑂 (1) .

(56)

If𝑓 has𝑚 poles of order𝑝
𝑚
≥ 3, then from (56) we get𝑚 = 1,

𝑇(𝑟, 𝑓) = 3 log 𝑟 + 𝑂(1), and 𝑇(𝑟, 𝑔) = log 𝑟 + 𝑂(1). Set

𝑓 (𝑧) =
𝑏
3
𝑧3 + 𝑏

2
𝑧2 + 𝑏

1
𝑧 + 𝑏
0

(𝑧 − 𝑧
0
)
3

, 𝑔 (𝑧) =
𝑐
1
𝑧 + 𝑐
0

𝑧 − 𝑧
0

. (57)

With the similar discussion in Case 2.3.1 we get a contradic-
tion.

If 𝑓 has𝑚 poles of order 2, then from (56) we get𝑚 ≤ 2.
If 𝑚 = 2, then 𝑇(𝑟, 𝑓) = 4 log 𝑟 + 𝑂(1) and 𝑇(𝑟, 𝑔) =

2 log 𝑟 + 𝑂(1). Set

𝑓 (𝑧) =
𝑏
4
𝑧4 + 𝑏

3
𝑧3 + 𝑏

2
𝑧2 + 𝑏

1
𝑧 + 𝑏
0

(𝑧 − 𝑧
1
)
2
(𝑧 − 𝑧

2
)
2

,

𝑔 (𝑧) =
𝑐
2
𝑧2 + 𝑐

1
𝑧 + 𝑐
0

(𝑧 − 𝑧
1
) (𝑧 − 𝑧

2
)
.

(58)
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With the similar discussion in Case 2.3.1 we get a contradic-
tion.

If 𝑚 = 1, we get (53); with a similar discussion in Case
2.3.1 we get a contradiction.

So 𝑔 must have multiple poles. Similarly, 𝑓 must have
multiple poles.

From (52) we get that both𝑓 and 𝑔 have one and only one
multiple pole and their order is 2. Since the multiple poles are
distinct, then from (55) we get

𝑓 = 𝑎
(𝑧 − 𝑎

1
) (𝑧 − 𝑎

2
) (𝑧 − 𝑎

3
)

(𝑧 − 𝑑
1
)
2
(𝑧 − 𝑑

2
)

,

𝑔 = 𝑏
(𝑧 − 𝑏

1
) (𝑧 − 𝑏

2
) (𝑧 − 𝑏

3
)

(𝑧 − 𝑑
1
) (𝑧 − 𝑑

2
)
2

,

(59)

provided that 𝑛 = 9, where 𝑎
𝑗
, 𝑏
𝑗
(𝑗 = 1, 2, 3), 𝑑

1
, 𝑑
2
are 8

distinct constants and 𝑎, 𝑏 are two nonzero constants. By our
assumption, this case has been ruled out. So 𝑓 and 𝑔 share∞
CM.

We have

𝐹
1
=
𝑃
2 (𝑧)

𝑄
2 (𝑧)

, 𝐺
1
=
𝑃
3 (𝑧)

𝑄
2 (𝑧)

, (60)

where 𝑃
2
(𝑧), 𝑃
3
(𝑧), and 𝑄

2
(𝑧) are polynomials with deg𝑃

2
<

deg𝑄
2
, deg𝑃

3
< deg𝑄

2
. Since𝐹

1
and𝐺

1
share 𝑧CM,we have

𝑃
2 (𝑧) − 𝑧𝑄2 (𝑧) = 𝑐 (𝑃3 (𝑧) − 𝑧𝑄2 (𝑧)) , (61)

where 𝑐 is a nonzero constant; then we get

𝑃
2 (𝑧) − 𝑐𝑃3 (𝑧) = (1 − 𝑐) 𝑧𝑄2 (𝑧) , (62)

which implies 𝑐 = 1 and 𝑃
2
(𝑧) = 𝑃

3
(𝑧). Thus 𝑓𝑛𝑓(𝑘) = 𝑔𝑛𝑔(𝑘).

This completes the proof of Theorem 2.

4. Discussion

Remark 11. The author can not assert whether (1) really exists
because the calculation is rather complicated. The possibility
of the existance of (1) is small because the 10 constants must
satisfy at least 34 equations. Unfortunately, the author can not
prove it. If there exists exceptional case (1), it has its own
meaning. It will show that the condition “𝑛 ≥ 11” ofTheorem
B can not be reduced to 𝑛 ≥ 9.

Remark 12. One can not get 𝑓 ≡ 𝑡𝑔 for a constant 𝑡 from
𝑓𝑛𝑓(𝑘) = 𝑔𝑛𝑔(𝑘). For example, let 𝑓(𝑧) = 𝑃(𝑧), 𝑔(𝑧) = 𝑄(𝑧),
where 𝑃(𝑧) and 𝑄(𝑧) are polynomials with max{deg𝑃,
deg𝑄} < 𝑘. Then 𝑓 ̸≡ 𝑡𝑔 for a constant 𝑡 but we still have
𝑓𝑛𝑓(𝑘) = 𝑔𝑛𝑔(𝑘).

Problem 4. Can 𝑓𝑛𝑓(𝑘) = 𝑔𝑛𝑔(𝑘) guarantee 𝑓 ≡ 𝑡𝑔 for a
constant 𝑡 when 𝑓 and 𝑔 are transcendental meromorphic
functions?
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