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This paper studies the effect of jump-diffusion random environmental perturbations on the asymptotic behaviour and extinction of
Lotka-Volterra population dynamics with delays.The contributions of this paper lie in the following: (a) to consider delay stochastic
differential equation with jumps, we introduce a proper initial data space, in which the initial data may be discontinuous function
with downward jumps; (b) we show that the delay stochastic differential equation with jumps associated with our model has a
unique global positive solution and give sufficient conditions that ensure stochastically ultimate boundedness, moment average
boundedness in time, and asymptotic polynomial growth of our model; (c) the sufficient conditions for the extinction of the system
are obtained, which generalized the former results and showed that the sufficiently large random jump magnitudes and intensity
(average rate of jump events arrival) may lead to extinction of the population.

1. Introduction

Populations of biological species in some regions are often
subject to sudden environmental shocks, for example, earth-
quakes, floods, tsunami, hurricanes, and so forth. As it is well
known, occurrence of these disasters has the properties of
random unpredictability and great destruction. To illustrate
our mathematical results in terms of their ecological impli-
cations, we consider the protection of wildlife rare species, in
the southwest region Sichuan in China, best-preserved panda
habitat on earth, which belongs to Longmen Shan active
fault zone. Both the 2008M8.0 Wenchuan and the 2013M7.0
Ya’an earthquakes occurred in this region. Earthquakes and
secondary disasters caused by the earthquake such as mud-
slides, landslides, barrier lake, and other geological disasters
may destroy natural habitat of wildlife and even may lead to
extinction of endangered wildlife. Thus, it is very interesting
to reveal how these sudden environmental shocks have an
effect on the populations through stochastic analysis of the
underlying dynamic systems.

The classical deterministic Lotka-Volterra model with
delays is generally described by the integrodifferential equa-
tion
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variations.There is an extensive literature concerned with the
dynamics of model (1) or systems similar to (1), regarding
attractivity, persistence, global stabilities of equilibrium, and
other dynamics, and we here only mention Gopalsamy [1],
Kuang and Smith [2], Bereketoglu andGyőri [3], He [4], Teng
and Chen [5], Faria [6], and Chen [7] among many others.
In particular, the books by Gopalsamy [8] and Kuang [9] are
good references in this area.

The model mentioned above is a deterministic model,
which assumes that parameters in the model are all deter-
ministic irrespective of environmental fluctuations. However,
population systems in the real word are often inevitably
affected by environmental noises, which are important factors
in an ecosystem (see, e.g., [10–12]). It is therefore useful to
reveal how the noise affects the delay population systems.
In most previously studied stochastic population models, it
was assumed that populations change size continuously, as,
for example, in diffusion processes which considered small
environmental noise, namely, the white noise. The noise
arises from a nearly continuous series of small or moderate
perturbations that similarly affect the birth and death rates of
all individuals (within each age or stage class) in a population
[13]. Recall that 𝑏

𝑖
is the inherent net birth rate of the 𝑖th

species. In practice we usually estimate it by an average value
plus an error which follows a normal distribution. If we still
use 𝑏
𝑖
to denote the inherent net birth rate, then
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(0) = 0, 𝑖 = 1, 2, defined on a complete

probability space (Ω,F,P)with a filtration {F
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}
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satisfying
the usual conditions (i.e., it is right continuous and increasing
while F

0
contains all P-null sets). In recent years, several

authors introduced white noises into deterministic systems
with delays to reveal the effect of environmental variability

on the population dynamics (see, e.g., [14–18]). Particularly,
it has also been revealed by Bahar and Mao [14] and Wu and
Yin [17] that the environmental noise can suppress a poten-
tial population explosion of the Lotka-Volterra model with
delays. These indicate clearly that environmental noise may
change the properties of population systems significantly.

However, all real populations experience sudden catas-
trophic disasters of various magnitudes, ranging in size from
very small to large.These adverse phenomena can have many
causes: earthquakes, volcanoes, floods, tsunami, hurricanes,
severe weather, fire, epidemics, and so forth. Stochastic
dynamic system (4) is pure diffusion-type stochastic process
and its population density change continuously, which cannot
explain such large, occasional catastrophic disturbances. To
explain these phenomena, introducing a jump process into
the underlying population dynamics provides a feasible and
more realistic model. Hanson and Tuckwell [19–21] have
analyzed the impacts of such random disasters on persistence
time of population by employing a stochastic differential
equation which consists of a simple continuous deterministic
model and a pure Poisson jump component. Bao et al.
[22, 23] suggested that these phenomena can be described
by a Lévy jump process and they considered stochastic
Lotka-Volterra population systems with jumps for the first
time. Campillo et al. [24] considered the stochastic model
with jump perturbations in the chemostat circumstance. In
[25], Liu and Wang studied the dynamics of a Leslie-Gower
Holling-type II predator-prey system with Lévy jumps. We
also refer the readers to [12, 21] and the references therein
for more reasons why the disasters should be considered in
population dynamics modeling.

To the best of our knowledge, no results related to delay
Lotka-Volterra model with jumps have been reported. In this
paper, we thus study possible superpositions of jump and
diffusion processes, namely, what is called jump-diffusion
processes. Jump-diffusion models have also some intuitive
appeal in that they let population change continuously most
of the time, but they also take into account the fact that
from time to time larger jumps may occur that cannot
be adequately modeled by pure diffusion-type processes of
system (4). Motivated by these, let us now take a further step;
in this paper we focus on stochastic population dynamics (4)
which suffer occasional catastrophic disturbances; that is,
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motion defined on the probability space (Ω,F,P) with the
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satisfying the usual condition; let𝑁(𝑑𝑡, 𝑑𝑢)

be the Poisson random measure and independent of 𝑤
𝑖
(𝑡),

while compensated Poisson random measure is denoted by
𝑁̃(𝑑𝑡, 𝑑𝑢) := 𝑁(𝑑𝑡, 𝑑𝑢) − ](𝑑𝑢)𝑑𝑡, where ] is a characteristic
measure on a measurable bounded below subset Y of R \ 0

with ](Y ) < ∞. 𝛾
𝑖
: R
+
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function, and 0 < 𝛾
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periodic function of time 𝑡 ∈ [0, +∞) with a period 𝜔 >
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compound Poisson process with amplitude 𝑥
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during the time interval (𝑡, 𝑡 + 𝑑𝑡).
When the effect of a disaster is proportional to population

size, the disaster is said to be density independent, because
the relative disaster size is independent of the population size
[21].Thedensity independent disaster is usually due to abiotic
causes which affect the population as a whole, whereas bio-
logical causes due to species interactions, such as epizootics,
may lead to nonlinear or other density independent disasters
[26]. In this paper, we only consider abiotic catastrophes such
as earthquakes, tsunami, hurricanes, floods, and fire. Under
this assumption, each catastrophe reduces instantaneously
the population by a proportion 𝛾

𝑖
(𝑡, 𝑢); that is, a population

of size 𝑥
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−
) just prior to a catastrophe is reduced to size

(1 − 𝛾
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(𝑡, 𝑢))𝑥
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−
) just after the catastrophe. Note that any

disaster greater than the population size has the same effect
as a disaster wiping out the whole population. Consequently,
our assumption that the loss magnitude of catastrophes in
the last term of system (5) is represented by 𝑥

𝑖
(𝑡
−
)𝛾
𝑖
(𝑡, 𝑢)

and 0 < 𝛾
𝑖
(𝑡, 𝑢) < 1 is reasonable in abiotic catastrophic

circumstances.
In reference to the existing results, our contributions are

as follows.

(i) We use jump-diffusion process to model Lotka-
Volterra systems with delays which suffer sudden
catastrophic disturbances and introduce a proper
initial data space, in which the initial data may be
discontinuous function with downward jumps.

(ii) Using theKhasminskii-Mao theorem and appropriate
Lyapunov functions, we show that the delay stochastic
differential equation with jumps associated with the
model has a unique global positive solution.

(iii) We give sufficient conditions that ensure stochasti-
cally ultimate boundedness, moment average bound-
edness in time, and asymptotic polynomial growth of
our model.

(iv) We show that the sufficiently large random jump
magnitudes and intensity (average rate of jump events
arrival) may lead to extinction of the population.

This paper is organized as follows. In the next section,
we provide some notations and show that there exists a
unique positive global solution with any initial positive data.

In Sections 3 and 4, we discuss the asymptotic moment
estimation and asymptotic pathwise estimation, respectively.
We obtain the sufficient conditions for the extinction of
the population in Section 5, and we try to interpret our
mathematical results in terms of their ecological implications
compared with the former results in the final section.

2. Global Positive Solution

As the dynamics of system (5) are associated with the biolog-
ical species, it should be nonnegative. Moreover, in order to
guarantee that (5) has a unique global (i.e., no explosion in a
finite time) solution for any given initial data, the coefficients
of the equation are generally required to satisfy the linear
growth and local Lipschitz conditions (cf. [27]). However,
the drift coefficient of (5) does not satisfy the linear growth
condition, though it is locally Lipschitz continuous, so the
solution of (5) may explode in a finite time. It is therefore
necessary to provide some conditions under which the
solution of (5) not only is positive but also does not explode
to infinity in any finite time. Khasminskii [28, Theorem 4.1]
and Mao [29] gave the Lyapunov function argument, which
is a powerful test for nonexplosion of solutions without the
linear growth condition and is referred to as theKhasminskii-
Mao theorem. In this section, we will apply the Khasminskii-
Mao approach to show that white noise of the interactions
among biological species can suppress the explosion to our
new model.

Throughout this paper, unless otherwise specified, we use
the following notations. 𝑥 denotes a vector of Euclidean space
R𝑛; that is, 𝑥 = (𝑥
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, and | ⋅ | denotes the Euclidean
norm of a vector 𝑥 ∈ R𝑛. If 𝐴 is a vector or matrix, its
transpose is denoted by 𝐴

󸀠. If 𝐴 is a matrix, its trace norm
is denoted by |𝐴| = √trace(𝐴󸀠𝐴). Let R𝑛

+
= {𝑥 ∈ R𝑛 : 𝑥

𝑖
> 0

for all 1 ≤ 𝑖 ≤ 𝑛}. For any 𝑥 ∈ R, denote 𝑥
+

= 𝑥 ∨ 0.
If 𝑥(𝑡) is an R𝑛-valued stochastic process on 𝑡 ∈ R, we let
𝑥
𝑡
= {𝑥(𝑡 + 𝜃) : 𝜃 ∈ (−∞, 0]} for 𝑡 ≥ 0.
To consider delay stochastic differential equation with

jumps, we here also need to introduce an initial data space.
Let A denote the family of functions that map (−∞, 0] into
R𝑛
+
satisfying the following.

(i) For every 𝜙(𝑡) ∈ A, 𝜙
𝑖
(𝑡) is right-continuous on

(−∞, 0] with finite left-hand limits and has only
finitely many downward jumps over any finite time
interval, 𝑖 = 1, 2, . . . , 𝑛.

(ii) For every 𝜙(𝑡) ∈ A,

sup
𝑠≤0

𝜙
𝑖 (𝑠) < ∞, 𝑖 = 1, 2, . . . , 𝑛. (6)

In addition, we impose the following assumption on the
probability measure 𝜇

𝑖𝑗
.

Assumption 1. There exists a sufficiently small constant 𝜆 > 0

such that
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Clearly, the above assumption may be satisfied when
𝜇
𝑖𝑗
(𝜃) = 𝑒

𝑘𝜆𝜃
(𝑘 > 1) for 𝜃 ≤ 0, so there exist a large number

of these probability measures. Clearly, the smaller 𝜆 makes
Assumption 1 easier to satisfy since ∫0

−∞
𝑑𝜇
𝑖𝑗
= 1 < ∞.

To carry out the analysis, we also need the following
simple assumptions on the interaction noise intensity and the
jump-diffusion coefficient.

Assumption 2. (H1) 𝜎
𝑖𝑖
> 0 if 1 ≤ 𝑖 ≤ 𝑛 whilst 𝜎

𝑖𝑗
≥ 0 if 𝑖 ̸= 𝑗.
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Y
|ln (1 − 𝛿 (𝑡, 𝑢))| ] (𝑑𝑢)} < ∞.

(8)

For convenience of reference, we recall two fundamental
inequalities stated as a lemma.

Lemma 3. The following inequalities hold:
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Then the following theorem on the global positive solu-
tion follows.

Theorem 4. Under Assumption 2, for any initial data 𝜉 ∈ A,
there is a unique positive solution 𝑥(𝑡, 𝜉) of system (5), and the
solution will remain inR𝑛

+
with probability 1; namely, 𝑥(𝑡, 𝜉) ∈

R𝑛
+
for all 𝑡 ≥ 0 a.s.

Proof. Since the drift coefficient does not satisfy the linear
growth condition, the general theorems of existence and
uniqueness cannot be implemented for system (5). However,
it is locally Lipschitz continuous; therefore, for any given
initial data 𝜉(𝜃) ∈ A, there is a uniquemaximal local solution
𝑥(𝑡, 𝜉) for 𝑡 ∈ [0, 𝜏

𝑒
), where 𝜏

𝑒
is the explosion time. For the

sake of simplicity, we write 𝑥(𝑡, 𝜉) = 𝑥(𝑡) thereafter. To show
that the solution is global, we only need to prove that 𝜏
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with the traditional convention inf 0 = ∞, where 0 denotes
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formula to (5) yields

𝑑𝑈 (𝑥) = 0.5

𝑛

∑

𝑖=1

(𝑥
0.5

𝑖
− 1)

× [

[

𝑏
𝑖
+

𝑛

∑

𝑗=1

𝑎
𝑖𝑗
𝑥
𝑗
+

𝑛

∑

𝑗=1

𝑏
𝑖𝑗
𝑥
𝑗
(𝑡 − 𝜏
𝑖𝑗
)

+

𝑛

∑

𝑗=1

𝑐
𝑖𝑗
∫

0

−∞

𝑥
𝑗 (𝑡 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃)

]

]

𝑑𝑡

+ 0.25

𝑛

∑

𝑖=1

(−0.5𝑥
0.5

𝑖
+ 1)[

[

𝛽
2

𝑖
+ (

𝑛

∑

𝑗=1

𝜎
𝑖𝑗
𝑥
𝑗
)

2

]

]

𝑑𝑡

+ 0.5

𝑛

∑

𝑖=1

𝛽
𝑖
(𝑥
0.5

𝑖
− 1) 𝑑𝑤

1 (𝑡)

+ 0.5

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

(𝑥
0.5

𝑖
− 1) 𝜎

𝑖𝑗
𝑥
𝑗
𝑑𝑤
2 (𝑡)

+

𝑛

∑

𝑖=1

∫
Y

[(1 − 𝛾
𝑖 (𝑡, 𝑢))

0.5
− 1] 𝑥

0.5

𝑖
𝑁(𝑑𝑡, 𝑑𝑢)

−

𝑛

∑

𝑖=1

∫
Y

0.5 ln (1 − 𝛾
𝑖 (𝑡, 𝑢))𝑁 (𝑑𝑡, 𝑑𝑢) .

(13)

Compute

𝑛

∑

𝑖=1

(𝑥
0.5

𝑖
− 1)(𝑏

𝑖
+

𝑛

∑

𝑗=1

𝑎
𝑖𝑗
𝑥
𝑗
)

≤

𝑛

∑

𝑖=1

󵄨󵄨󵄨󵄨𝑏𝑖
󵄨󵄨󵄨󵄨 (𝑥
0.5

𝑖
+ 1) +

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑎
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨
𝑥
𝑗
+

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑎
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨
𝑥
0.5

𝑖
𝑥
𝑗

≤

𝑛

∑

𝑖=1

󵄨󵄨󵄨󵄨𝑏𝑖
󵄨󵄨󵄨󵄨 (𝑥
0.5

𝑖
+ 1) +

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑎
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨
𝑥
𝑗

+

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

0.5
󵄨󵄨󵄨󵄨󵄨
𝑎
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨
(𝑥
𝑖
+ 𝑥
2

𝑗
)

=

𝑛

∑

𝑖=1

[

[

󵄨󵄨󵄨󵄨𝑏𝑖
󵄨󵄨󵄨󵄨 (𝑥
0.5

𝑖
+ 1) +

𝑛

∑

𝑗=1

(
󵄨󵄨󵄨󵄨󵄨
𝑎
𝑗𝑖

󵄨󵄨󵄨󵄨󵄨
+ 0.5

󵄨󵄨󵄨󵄨󵄨
𝑎
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨
) 𝑥
𝑖

+ 0.5

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑎
𝑗𝑖

󵄨󵄨󵄨󵄨󵄨
𝑥
2

𝑖
]

]

,
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𝑛

∑

𝑖=1

(𝑥
0.5

𝑖
− 1)

𝑛

∑

𝑗=1

𝑏
𝑖𝑗
𝑥
𝑗
(𝑡 − 𝜏
𝑖𝑗
)

≤ 0.5

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑏
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2

(𝑥
0.5

𝑖
− 1)
2

+ 0.5

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑥
2

𝑗
(𝑡 − 𝜏
𝑖𝑗
)

≤

𝑛

∑

𝑖=1

[

[

0.5

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑏
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2

𝑥
𝑖
+

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑏
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2

𝑥
0.5

𝑖
+ 0.5

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑏
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2
]

]

+ 0.5

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑥
2

𝑗
(𝑡 − 𝜏
𝑖𝑗
) ,

𝑛

∑

𝑖=1

(𝑥
0.5

𝑖
− 1)

𝑛

∑

𝑗=1

𝑐
𝑖𝑗
∫

0

−∞

𝑥
𝑗 (𝑡 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃)

≤ 0.5

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑐
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2

(𝑥
0.5

𝑖
− 1)
2

+ 0.5

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∫

0

−∞

𝑥
𝑗 (𝑡 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2

≤

𝑛

∑

𝑖=1

[

[

0.5

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑐
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2

𝑥
𝑖
+

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑐
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2

𝑥
0.5

𝑖

+ 0.5

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑐
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2
]

]

+ 0.5

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

∫

0

−∞

𝑥
2

𝑗
(𝑡 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃) .

(14)

Moreover, by assumption (H1),

𝑛

∑

𝑖=1

(−0.5𝑥
0.5

𝑖
+ 1)[

[

𝛽
2

𝑖
+ (

𝑛

∑

𝑗=1

𝜎
𝑖𝑗
𝑥
𝑗
)

2

]

]

=

𝑛

∑

𝑖=1

[

[

−0.5𝛽
2

𝑖
𝑥
0.5

𝑖
− 0.5𝑥

0.5

𝑖
(

𝑛

∑

𝑗=1

𝜎
𝑖𝑗
𝑥
𝑗
)

2

+𝛽
2

𝑖
+ (

𝑛

∑

𝑗=1

𝜎
𝑖𝑗
𝑥
𝑗
)

2

]

]

≤ −0.5

𝑛

∑

𝑖=1

𝑥
0.5

𝑖
(

𝑛

∑

𝑗=1

𝜎
𝑖𝑗
𝑥
𝑗
)

2

+

𝑛

∑

𝑖=1

(

𝑛

∑

𝑗=1

𝜎
𝑖𝑗
𝑥
𝑗
)

2

+

𝑛

∑

𝑖=1

𝛽
2

𝑖

≤ −0.5

𝑛

∑

𝑖=1

𝜎
2

𝑖𝑖
𝑥
2.5

𝑖
+

𝑛

∑

𝑖=1

(

𝑛

∑

𝑗=1

𝜎
2

𝑖𝑗

𝑛

∑

𝑗=1

𝑥
2

𝑗
) +

𝑛

∑

𝑖=1

𝛽
2

𝑖

=

𝑛

∑

𝑖=1

[−0.5𝜎
2

𝑖𝑖
𝑥
2.5

𝑖
+ |𝜎|
2
𝑥
2

𝑖
+ 𝛽
2

𝑖
] .

(15)

The above inequalities imply

𝑑𝑈 (𝑥)

≤

𝑛

∑

𝑖=1

{

{

{

−0.125𝜎
2

𝑖𝑖
𝑥
2.5

𝑖
+ [

[

0.25

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑎
𝑗𝑖

󵄨󵄨󵄨󵄨󵄨
+ 0.25|𝜎|

2]

]

𝑥
2

𝑖

+ [

[

0.5

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑎
𝑗𝑖

󵄨󵄨󵄨󵄨󵄨
+ 0.25

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑎
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

+ 0.25

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑏
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2

+ 0.25

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑐
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2
]

]

𝑥
𝑖

+ [

[

0.5
󵄨󵄨󵄨󵄨𝑏𝑖
󵄨󵄨󵄨󵄨 + 0.5

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑏
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2

+ 0.5

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑐
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2
]

]

𝑥
0.5

𝑖

+ [

[

0.5
󵄨󵄨󵄨󵄨𝑏𝑖
󵄨󵄨󵄨󵄨 + 0.25

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑏
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2

+ 0.25

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑐
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2

+ 𝛽
2

𝑖
]

]

}

}

}

𝑑𝑡

+ 0.25

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑥
2

𝑗
(𝑡 − 𝜏
𝑖𝑗
) 𝑑𝑡

+ 0.25

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

∫

0

−∞

𝑥
2

𝑗
(𝑡 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃) 𝑑𝑡

+ 0.5

𝑛

∑

𝑖=1

𝛽
𝑖
(𝑥
0.5

𝑖
− 1) 𝑑𝑤

1 (𝑡)

+ 0.5

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

(𝑥
0.5

𝑖
− 1) 𝜎

𝑖𝑗
𝑥
𝑗
𝑑𝑤
2 (𝑡)

−

𝑛

∑

𝑖=1

∫
Y

0.5 ln (1 − 𝛾
𝑖 (𝑡, 𝑢))𝑁 (𝑑𝑡, 𝑑𝑢) ,

(16)

since (1 − 𝛾
𝑖
(𝑡, 𝑢))

0.5
− 1 ≤ 0. Define

𝑈
1 (𝑥, 𝑡) = 𝑈 (𝑥) + 0.25

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

∫

𝑡

𝑡−𝜏𝑖𝑗

𝑥
2

𝑗
(𝑠) 𝑑𝑠

+ 0.25

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

∫

0

−∞

∫

𝑡

𝑡+𝜃

𝑥
2

𝑗
(𝑠) 𝑑𝑠 𝑑𝜇𝑖𝑗 (𝜃) .

(17)

Note that
𝑛

∑

𝑖=1

∫
Y

0.5 ln (1 − 𝛾
𝑖 (𝑡, 𝑢))𝑁 (𝑑𝑡, 𝑑𝑢)

=

𝑛

∑

𝑖=1

∫
Y

0.5 ln (1 − 𝛾
𝑖 (𝑡, 𝑢)) 𝑁̃ (𝑑𝑡, 𝑑𝑢)

+

𝑛

∑

𝑖=1

∫
Y

0.5 ln (1 − 𝛾
𝑖 (𝑡, 𝑢)) ] (𝑑𝑢) 𝑑𝑡.

(18)
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By assumption (H2), we have

−

𝑛

∑

𝑖=1

∫
Y

0.5 ln (1 − 𝛾
𝑖 (𝑡, 𝑢)) ] (𝑑𝑢)

≤

𝑛

∑

𝑖=1

∫
Y

0.5
󵄨󵄨󵄨󵄨ln (1 − 𝛾

𝑖 (𝑡, 𝑢))
󵄨󵄨󵄨󵄨 ] (𝑑𝑢)

≤

𝑛

∑

𝑖=1

∫
Y

0.5 |ln (1 − 𝛿 (𝑡, 𝑢))| ] (𝑑𝑢)

< ∞.

(19)

Then
𝑑𝑈
1 (𝑥, 𝑡)

≤

𝑛

∑

𝑖=1

{

{

{

−0.125𝜎
2

𝑖𝑖
𝑥
2.5

𝑖

+ [

[

0.25

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑎
𝑗𝑖

󵄨󵄨󵄨󵄨󵄨
+ 0.25|𝜎|

2
+ 0.5𝑛]

]

𝑥
2

𝑖

+ [

[

0.5

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑎
𝑗𝑖

󵄨󵄨󵄨󵄨󵄨
+ 0.25

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑎
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

+ 0.25

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑏
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2

+ 0.25

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑐
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2
]

]

𝑥
𝑖

+ [

[

0.5
󵄨󵄨󵄨󵄨𝑏𝑖
󵄨󵄨󵄨󵄨 + 0.5

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑏
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2

+ 0.5

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑐
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2
]

]

𝑥
0.5

𝑖

+ [

[

0.5
󵄨󵄨󵄨󵄨𝑏𝑖
󵄨󵄨󵄨󵄨 + 0.25

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑏
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2

+ 0.25

𝑛

∑

𝑗=1

󵄨󵄨󵄨󵄨󵄨
𝑐
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

2

+ 𝛽
2

𝑖
]

]

}

}

}

𝑑𝑡

+ 0.5

𝑛

∑

𝑖=1

𝛽
𝑖
(𝑥
0.5

𝑖
− 1) 𝑑𝑤

1 (𝑡)

+ 0.5

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

(𝑥
0.5

𝑖
− 1) 𝜎

𝑖𝑗
𝑥
𝑗
𝑑𝑤
2 (𝑡)

−

𝑛

∑

𝑖=1

∫
Y

0.5 ln (1 − 𝛾
𝑖 (𝑡, 𝑢))𝑁 (𝑑𝑡, 𝑑𝑢)

≤ 𝐾𝑑𝑡 + 0.5

𝑛

∑

𝑖=1

𝛽
𝑖
(𝑥
0.5

𝑖
− 1) 𝑑𝑤

1 (𝑡)

+ 0.5

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

(𝑥
0.5

𝑖
− 1) 𝜎

𝑖𝑗
𝑥
𝑗
𝑑𝑤
2 (𝑡)

−

𝑛

∑

𝑖=1

∫
Y

0.5 ln (1 − 𝛾
𝑖 (𝑡, 𝑢)) 𝑁̃ (𝑑𝑡, 𝑑𝑢) ,

(20)

where𝐾 is a positive constant. We therefore have

E𝑈(𝑥 (𝑡 ∧ 𝜏
𝑘
)) ≤ E𝑈

1
(𝑥 (𝑡 ∧ 𝜏

𝑘
) , 𝑡 ∧ 𝜏

𝑘
)

≤ 𝑈
1 (𝜉 (0) , 0) + E∫

𝑡∧𝜏𝑘

0

𝐾𝑑𝑠 =: 𝐾
𝑡
.

(21)

Define for each 𝑢 > 1

𝜌 (𝑢) := inf {𝑈 (𝑥) : 𝑥𝑖 ∉ (
1

𝑢
, 𝑢) for some 𝑖 = 1, 2, . . . , 𝑛} .

(22)

Due to the property of the function ℎ(𝑥) := √𝑥− 1 − 0.5 ln𝑥,
𝑥 > 0, we see that

lim
𝑥→+∞

ℎ (𝑥) = ∞, lim
𝑥→0

ℎ (𝑥) = ∞, (23)

and hence

lim
𝑢→∞

𝜌 (𝑢) = ∞. (24)

By the definition of 𝜏
𝑘
, 𝑥
𝑖
(𝜏
𝑘
) ≥ 𝑘 or 𝑥

𝑖
(𝜏
𝑘
) ≤ 1/𝑘 for some

𝑖 = 1, 2, . . . , 𝑛, so

P (𝜏
𝑘
≤ 𝑡) 𝜌 (𝑘) ≤ P (𝜏

𝑘
≤ 𝑡)𝑈 (𝑥 (𝑡 ∧ 𝜏

𝑘
))

≤ E𝑈 (𝑥 (𝑡 ∧ 𝜏
𝑘
))

≤ 𝐾
𝑡
,

(25)

which implies that

lim sup
𝑘→∞

P (𝜏
𝑘
≤ 𝑡) ≤ lim

𝑘→∞

𝐾
𝑡

𝜌 (𝑘)
= 0, (26)

as required. This completes the proof of Theorem 4.

3. Asymptotic Moment Properties

Theorem 4 shows that the solution of system (5) remains in
the positive cone R𝑛

+
with probability 1. This nice property

permits us to further examine how the solutions vary in R𝑛
+

in more detail. Compared with the nonexplosion property
of the solution, the moment properties are more interesting
from the biological point of view. In this section, we will show
that the solution of the system (5) is stochastically ultimate
boundedness, and the average in time of the moment of
the solution to (5) is also bounded. To discuss stochastically
ultimate boundedness, we first examine the 𝑝th moment
boundedness, which is also interesting.

Definition 5. Equation (5) is said to be stochastically ulti-
mately bounded, if for any 𝜀 ∈ (0, 1), there exists a positive
constant 𝜒(= 𝜒(𝜀)), such that, for any initial data 𝜉 ∈ A, the
solution of (5) has the property that

lim sup
𝑡→∞

𝑃 {|𝑥 (𝑡)| > 𝜒} < 𝜀, (27)

where 𝑥(𝑡) is the solution of (5) with any initial data 𝜉 ∈ A.
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Theorem 6. Let Assumption 1 hold. Under Assumption 2, for
any 𝑝 ∈ (0, 1), there exists a positive constant 𝐾

𝑝
independent

of the initial data 𝜉 ∈ A such that the global positive solution
𝑥(𝑡, 𝜉) of system (5) has the property that

lim sup
𝑡→∞

E|𝑥 (𝑡)|
𝑝
≤ 𝐾
𝑝
. (28)

Proof. By Theorem 4, the solution of system (5) remains in
R𝑛
+
a.s. for all 𝑡. For any 𝑝 ∈ (0, 1), define a 𝐶2-function 𝑉

𝑝
:

R𝑛
+
→ R
+
by

𝑉
𝑝 (𝑥) =

𝑛

∑

𝑖=1

𝑥
𝑝

𝑖
. (29)

For any 𝜀 ∈ (0, 𝜆), applying Itô’s formula to 𝑒
𝜀𝑡
𝑉
𝑝
(𝑥) and

taking expectation yield

E𝑉
𝑝 (𝑥 (𝑡)) = 𝑒

−𝜀𝑡
E𝑉
𝑝 (𝜉 (0)) + 𝑒

−𝜀𝑡

× E∫

𝑡

0

𝑒
𝜀𝑠
[L𝑉
𝑝
(𝑥
𝑠
) + 𝜀𝑉

𝑝 (𝑥 (𝑠))] 𝑑𝑠,

(30)

whereL𝑉
𝑝
is defined as

L𝑉
𝑝
(𝑥
𝑡
)

= 𝑝

𝑛

∑

𝑖=1

𝑥
𝑝

𝑖
[

[

𝑏
𝑖
+

𝑛

∑

𝑗=1

𝑎
𝑖𝑗
𝑥
𝑗
+

𝑛

∑

𝑗=1

𝑏
𝑖𝑗
𝑥
𝑗
(𝑡 − 𝜏
𝑖𝑗
)

+

𝑛

∑

𝑗=1

𝑐
𝑖𝑗
∫

0

−∞

𝑥
𝑗 (𝑡 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃)

]

]

+
𝑝 (𝑝 − 1)

2

𝑛

∑

𝑖=1

𝑥
𝑝

𝑖
[

[

𝛽
2

𝑖
+ (

𝑛

∑

𝑗=1

𝜎
𝑖𝑗
𝑥
𝑗
)

2

]

]

+

𝑛

∑

𝑖=1

∫
Y

[(1 − 𝛾
𝑖 (𝑡, 𝑢))

𝑝
− 1] 𝑥

𝑝

𝑖
] (𝑑𝑢) .

(31)

By Young’s inequality,

𝑛

∑

𝑖=1

𝑥
𝑝

𝑖
[

[

𝑛

∑

𝑗=1

𝑎
𝑖𝑗
𝑥
𝑗
+

𝑛

∑

𝑗=1

𝑏
𝑖𝑗
𝑥
𝑗
(𝑡 − 𝜏
𝑖𝑗
)

+

𝑛

∑

𝑗=1

𝑐
𝑖𝑗
∫

0

−∞

𝑥
𝑗 (𝑡 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃)

]

]

≤

𝑛

∑

𝑖=1

𝑥
𝑝

𝑖
[

[

𝑛

∑

𝑗=1

𝑎
+

𝑖𝑗
𝑥
𝑗
+

𝑛

∑

𝑗=1

𝑏
+

𝑖𝑗
𝑥
𝑗
(𝑡 − 𝜏
𝑖𝑗
)

+

𝑛

∑

𝑗=1

𝑐
+

𝑖𝑗
∫

0

−∞

𝑥
𝑗 (𝑡 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃)

]

]

≤
1

1 + 𝑝

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

[𝑝 (𝑎
+

𝑖𝑗
+ 𝑏
+

𝑖𝑗
+ 𝑐
+

𝑖𝑗
) + 𝑎
+

𝑗𝑖

+ 𝑒
𝜀𝜏𝑗𝑖𝑏
+

𝑗𝑖
+ 𝜇
𝑗𝑖
𝑐
+

𝑗𝑖
] 𝑥
1+𝑝

𝑖

+
1

1 + 𝑝

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑏
+

𝑗𝑖
(𝑥
1+𝑝

𝑖
(𝑡 − 𝜏
𝑗𝑖
) − 𝑒
𝜀𝜏𝑗𝑖𝑥
1+𝑝

𝑖
)

+
1

1 + 𝑝

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑐
+

𝑗𝑖
(∫

0

−∞

𝑥
1+𝑝

𝑖
(𝑡 + 𝜃) 𝑑𝜇𝑗𝑖 (𝜃) − 𝜇

𝑗𝑖
𝑥
1+𝑝

𝑖
) .

(32)

Moreover, it is easy to show that
𝑛

∑

𝑖=1

∫
Y

[(1 − 𝛾
𝑖 (𝑡, 𝑢))

𝑝
− 1] 𝑥

𝑝

𝑖
] (𝑑𝑢) ≤ 0,

𝑛

∑

𝑖=1

𝑥
𝑝

𝑖
[

[

𝛽
2

𝑖
+ (

𝑛

∑

𝑗=1

𝜎
𝑖𝑗
𝑥
𝑗
)

2

]

]

=

𝑛

∑

𝑖=1

𝛽
2

𝑖
𝑥
𝑝

𝑖
+

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑛

∑

𝑘=1

𝜎
𝑖𝑗
𝜎
𝑖𝑘
𝑥
𝑝

𝑖
𝑥
𝑗
𝑥
𝑘

≥

𝑛

∑

𝑖=1

𝛽
2

𝑖
𝑥
𝑝

𝑖
+

𝑛

∑

𝑖=1

𝜎
2

𝑖𝑖
𝑥
2+𝑝

𝑖
.

(33)

As a result, we obtain
L𝑉
𝑝
(𝑥
𝑡
) + 𝜀𝑉

𝑝 (𝑥 (𝑡))

≤

𝑛

∑

𝑖=1

𝑅
𝑖
(𝑥
𝑖
) +

𝑝

1 + 𝑝

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑏
+

𝑗𝑖
(𝑥
1+𝑝

𝑖
(𝑡 − 𝜏
𝑗𝑖
) − 𝑒
𝜀𝜏𝑗𝑖𝑥
1+𝑝

𝑖
)

+
𝑝

1 + 𝑝

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑐
+

𝑗𝑖
(∫

0

−∞

𝑥
1+𝑝

𝑖
(𝑡 + 𝜃) 𝑑𝜇𝑗𝑖 (𝜃) − 𝜇

𝑗𝑖
𝑥
1+𝑝

𝑖
) ,

(34)

where

𝑅
𝑖 (𝑥) = −

𝑝 (1 − 𝑝)

2
𝜎
2

𝑖𝑖
𝑥
2+𝑝

+
𝑝

1 + 𝑝

𝑛

∑

𝑗=1

[𝑝 (𝑎
+

𝑖𝑗
+ 𝑏
+

𝑖𝑗
+ 𝑐
+

𝑖𝑗
) + 𝑎
+

𝑗𝑖
+ 𝑒
𝜀𝜏𝑗𝑖𝑏
+

𝑗𝑖

+𝜇
𝑗𝑖
𝑐
+

𝑗𝑖
] 𝑥
1+𝑝

+ [𝑝𝑏
𝑖
+
𝑝 (𝑝 − 1)

2
𝛽
2

𝑖
+ 𝜀] 𝑥

𝑝
.

(35)

Noting that 𝜎
𝑖𝑖

> 0 and 𝑝 ∈ (0, 1), by the boundedness
property of polynomial functions, there exists a positive
constant 𝐾(= 𝐾(𝑝, 𝜀)) such that ∑𝑛

𝑖=1
𝑅
𝑖
(𝑥
𝑖
) ≤ 𝐾, which

implies that

E𝑉
𝑝 (𝑥 (𝑡))

≤ 𝑒
−𝜀𝑡

E𝑉
𝑝 (𝜉 (0)) + 𝜀

−1
𝐾(1 − 𝑒

−𝜀𝑡
)
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+ 𝑒
−𝜀𝑡 𝑝

1 + 𝑝

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑏
+

𝑗𝑖
E [∫

𝑡

0

𝑒
𝜀𝑠
(𝑥
1+𝑝

𝑖
(𝑠 − 𝜏

𝑗𝑖
)

−𝑒
𝜀𝜏𝑗𝑖𝑥
1+𝑝

𝑖
(𝑠)) 𝑑𝑠]

+ 𝑒
−𝜀𝑡 𝑝

1 + 𝑝

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑐
+

𝑗𝑖
E [∫

𝑡

0

𝑒
𝜀𝑠
(∫

0

−∞

𝑥
1+𝑝

𝑖
(𝑠 + 𝜃) 𝑑𝜇𝑗𝑖 (𝜃)

−𝜇
𝑗𝑖
𝑥
1+𝑝

𝑖
(𝑠) ) 𝑑𝑠] .

(36)

It is easy to show that

∫

𝑡

0

𝑒
𝜀𝑠
(𝑥
1+𝑝

𝑖
(𝑠 − 𝜏

𝑗𝑖
) − 𝑒
𝜀𝜏𝑗𝑖𝑥
1+𝑝

𝑖
(𝑠)) 𝑑𝑠

= ∫

𝑡−𝜏𝑗𝑖

−𝜏𝑗𝑖

𝑒
𝜀(𝑠+𝜏𝑗𝑖)𝑥

1+𝑝

𝑖
(𝑠) 𝑑𝑠 − ∫

𝑡

0

𝑒
𝜀(𝑠+𝜏𝑗𝑖)𝑥

1+𝑝

𝑖
(𝑠) 𝑑𝑠

≤ 𝜀
−1
𝑒
𝜀𝜏𝑗𝑖sup
𝑢≤0

𝜉
1+𝑝

𝑖
(𝑢) .

(37)

Using a similar argument as Theorem 3.1 in [16], by Fubini’s
Theorem, we may estimate that

∫

𝑡

0

𝑒
𝜀𝑠
∫

0

−∞

𝑥
1+𝑝

𝑖
(𝑠 + 𝜃) 𝑑𝜇𝑗𝑖 (𝜃) 𝑑𝑠

= ∫

𝑡

0

𝑒
𝜀𝑠
𝑑𝑠 [∫

−𝑠

−∞

𝑥
1+𝑝

𝑖
(𝑠 + 𝜃) 𝑑𝜇𝑗𝑖 (𝜃)

+∫

0

−𝑠

𝑥
1+𝑝

𝑖
(𝑠 + 𝜃) 𝑑𝜇𝑗𝑖 (𝜃)]

≤ ∫

𝑡

0

𝑒
𝜀𝑠
𝑑𝑠∫

−𝑠

−∞

𝑥
1+𝑝

𝑖
(𝑠 + 𝜃) 𝑒

−𝜆(𝑠+𝜃)
𝑑𝜇
𝑗𝑖 (𝜃)

+ ∫

0

−𝑡

𝑑𝜇
𝑗𝑖 (𝜃) ∫

𝑡

−𝜃

𝑒
𝜀𝑠
𝑥
1+𝑝

𝑖
(𝑠 + 𝜃) 𝑑𝑠

≤ sup
𝑢≤0

𝜉
1+𝑝

𝑖
(𝑢) ∫

𝑡

0

𝑒
−(𝜆−𝜀)𝑠

𝑑𝑠∫

0

−∞

𝑒
−𝜆𝜃

𝑑𝜇
𝑗𝑖 (𝜃)

+ ∫

0

−∞

𝑑𝜇
𝑗𝑖 (𝜃) ∫

𝑡

0

𝑒
𝜀(𝑠−𝜃)

𝑥
1+𝑝

𝑖
(𝑠) 𝑑𝑠

≤

𝜇
𝑗𝑖

𝜆 − 𝜀
sup
𝑢≤0

𝜉
1+𝑝

𝑖
(𝑢) + 𝜇

𝑗𝑖
∫

𝑡

0

𝑒
𝜀𝑠
𝑥
1+𝑝

𝑖
(𝑠) 𝑑𝑠,

(38)

which implies

∫

𝑡

0

𝑒
𝜀𝑠
[∫

0

−∞

𝑥
1+𝑝

𝑖
(𝑠 + 𝜃) 𝑑𝜇𝑗𝑖 (𝜃) − 𝜇

𝑗𝑖
𝑥
1+𝑝

𝑖
(𝑠)] 𝑑𝑠

≤

𝜇
𝑗𝑖

𝜆 − 𝜀
sup
𝑢≤0

𝜉
1+𝑝

𝑖
(𝑢) .

(39)

Hence

E𝑉
𝑝 (𝑥 (𝑡))

≤ 𝑒
−𝜀𝑡

E𝑉
𝑝 (𝜉 (0)) + 𝜀

−1
𝐾(1 − 𝑒

−𝜀𝑡
)

+ 𝑒
−𝜀𝑡 𝑝

1 + 𝑝

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

sup
𝑢≤0

𝜉
1+𝑝

𝑖
(𝑢) [𝜀

−1
𝑏
+

𝑗𝑖
𝑒
𝜀𝜏𝑗𝑖 + 𝑐

+

𝑗𝑖

𝜇
𝑗𝑖

𝜆 − 𝜀
] ,

(40)

which implies

lim sup
𝑡→∞

E𝑉
𝑝 (𝑥 (𝑡)) ≤ 𝜀

−1
𝐾. (41)

Since 𝑝 ∈ (0, 1), by inequality (10), we obtain that

lim sup
𝑡→∞

E|𝑥 (𝑡)|
𝑝
≤ lim sup
𝑡→∞

E𝑉
𝑝 (𝑥 (𝑡)) ≤ 𝜀

−1
𝐾, (42)

and the assertion (28) follows by setting𝐾
𝑝
= 𝜀
−1
𝐾.

Theorem 7. Let Assumption 1 hold. Under Assumption 2, the
solution of (5) is stochastically ultimately bounded.

The proof of Theorem 7 is a simple application of the
Chebyshev inequality andTheorem 6.

The following result shows that the average in time of the
moment of the solution to system (5) will be bounded.

Theorem 8. Let Assumption 1 hold. Under Assumption 2, for
any 𝑝 ∈ (0, 1), there exists a positive constant 𝐾∗

𝑝
independent

of the initial data 𝜉 ∈ A such that the global positive solution
𝑥(𝑡, 𝜉) of (5) has the property that

lim sup
𝑡→∞

1

𝑡
E[∫

𝑡

0

𝑛

∑

𝑖=1

𝑥
2+𝑝

𝑖
(𝑠) 𝑑𝑠] ≤ 𝐾

∗

𝑝
. (43)

Proof. Applying Itô’s formula to 𝑉
𝑝
(𝑥) defined by (29) yields

E𝑉
𝑝 (𝑥 (𝑡)) = E𝑉

𝑝 (𝜉 (0)) + E∫

𝑡

0

L𝑉
𝑝
(𝑥
𝑠
) 𝑑𝑠, (44)

whereL𝑉
𝑝
is defined as

L𝑉
𝑝
(𝑥
𝑡
)

= 𝑝

𝑛

∑

𝑖=1

𝑥
𝑝

𝑖
[

[

𝑏
𝑖
+

𝑛

∑

𝑗=1

𝑎
𝑖𝑗
𝑥
𝑗
+

𝑛

∑

𝑗=1

𝑏
𝑖𝑗
𝑥
𝑗
(𝑡 − 𝜏
𝑖𝑗
)

+

𝑛

∑

𝑗=1

𝑐
𝑖𝑗
∫

0

−∞

𝑥
𝑗 (𝑡 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃)

]

]

+
𝑝 (𝑝 − 1)

2

𝑛

∑

𝑖=1

𝑥
𝑝

𝑖
[

[

𝛽
2

𝑖
+ (

𝑛

∑

𝑗=1

𝜎
𝑖𝑗
𝑥
𝑗
)

2

]

]

+

𝑛

∑

𝑖=1

∫
Y

[(1 − 𝛾
𝑖 (𝑡, 𝑢))

𝑝
− 1] 𝑥

𝑝

𝑖
] (𝑑𝑢) .

(45)
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By a similar computation to (34), we have

L𝑉
𝑝
(𝑥
𝑡
) +

𝑝 (1 − 𝑝)

4

𝑛

∑

𝑖=1

𝜎
2

𝑖𝑖
𝑥
2+𝑝

𝑖

≤

𝑛

∑

𝑖=1

Ψ
𝑖
(𝑥
𝑖
) +

𝑝

1 + 𝑝

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑏
+

𝑗𝑖
(𝑥
1+𝑝

𝑖
(𝑡 − 𝜏
𝑗𝑖
) − 𝑥
1+𝑝

𝑖
)

+
𝑝

1 + 𝑝

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑐
+

𝑗𝑖
(∫

0

−∞

𝑥
1+𝑝

𝑖
(𝑡 + 𝜃) 𝑑𝜇𝑗𝑖 (𝜃) − 𝑥

1+𝑝

𝑖
) ,

(46)

where

Ψ
𝑖 (𝑥) = −

𝑝 (1 − 𝑝)

4
𝜎
2

𝑖𝑖
𝑥
2+𝑝

+
𝑝

1 + 𝑝

×

𝑛

∑

𝑗=1

[𝑝 (𝑎
+

𝑖𝑗
+ 𝑏
+

𝑖𝑗
+ 𝑐
+

𝑖𝑗
) + 𝑎
+

𝑗𝑖
+ 𝑏
+

𝑗𝑖
+ 𝑐
+

𝑗𝑖
] 𝑥
1+𝑝

+ [𝑝𝑏
𝑖
+
𝑝 (𝑝 − 1)

2
𝛽
2

𝑖
]𝑥
𝑝
.

(47)

Noting that 𝑝 ∈ (0, 1), the polynomial ∑𝑛
𝑖=1

Ψ
𝑖
(𝑥
𝑖
) has an

upper positive bound, say 𝑅
𝑝
; inequality (46) yields

E𝑉
𝑝 (𝑥 (𝑡)) +

𝑝 (1 − 𝑝)

4

𝑛

∑

𝑖=1

𝜎
2

𝑖𝑖
E [∫

𝑡

0

𝑥
2+𝑝

𝑖
(𝑠) 𝑑𝑠]

≤ E𝑉
𝑝 (𝜉 (0)) + ∫

𝑡

0

𝑅
𝑝
𝑑𝑠

+
𝑝

1 + 𝑝

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑏
+

𝑗𝑖
E [∫

𝑡

0

(𝑥
1+𝑝

𝑖
(𝑠 − 𝜏

𝑗𝑖
) − 𝑥
1+𝑝

𝑖
(𝑠)) 𝑑𝑠]

+
𝑝

1 + 𝑝

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑐
+

𝑗𝑖
E [∫

𝑡

0

(∫

0

−∞

𝑥
1+𝑝

𝑖
(𝑠 + 𝜃) 𝑑𝜇𝑗𝑖 (𝜃)

− 𝑥
1+𝑝

𝑖
(𝑠)) 𝑑𝑠] ,

(48)

since (1 − 𝛾
𝑖
(𝑡, 𝑢))

𝑝
− 1 ≤ 0, for 0 < 𝛾

𝑖
(𝑡, 𝑢) < 1. Compute

∫

𝑡

0

(𝑥
1+𝑝

𝑖
(𝑠 − 𝜏

𝑗𝑖
) − 𝑥
1+𝑝

𝑖
(𝑠)) 𝑑𝑠

= ∫

𝑡−𝜏𝑗𝑖

−𝜏𝑗𝑖

𝑥
1+𝑝

𝑖
(𝑠) 𝑑𝑠 − ∫

𝑡

0

𝑥
1+𝑝

𝑖
(𝑠) 𝑑𝑠

≤ 𝜏
𝑗𝑖
sup
𝑢≤0

𝜉
1+𝑝

𝑖
(𝑢) ,

(49)

∫

𝑡

0

∫

0

−∞

𝑥
1+𝑝

𝑖
(𝑠 + 𝜃) 𝑑𝜇𝑗𝑖 (𝜃) 𝑑𝑠

= ∫

𝑡

0

𝑑𝑠 [∫

−𝑠

−∞

𝑥
1+𝑝

𝑖
(𝑠 + 𝜃) 𝑑𝜇𝑗𝑖 (𝜃)

+∫

0

−𝑠

𝑥
1+𝑝

𝑖
(𝑠 + 𝜃) 𝑑𝜇𝑗𝑖 (𝜃)]

≤ ∫

𝑡

0

𝑑𝑠∫

−𝑠

−∞

𝑥
1+𝑝

𝑖
(𝑠 + 𝜃) 𝑒

−𝜆(𝑠+𝜃)
𝑑𝜇
𝑗𝑖 (𝜃)

+ ∫

0

−𝑡

𝑑𝜇
𝑗𝑖 (𝜃) ∫

𝑡

−𝜃

𝑥
1+𝑝

𝑖
(𝑠 + 𝜃) 𝑑𝑠

≤ sup
𝑢≤0

𝜉
1+𝑝

𝑖
(𝑢) ∫

𝑡

0

𝑒
−𝜆𝑠

𝑑𝑠∫

0

−∞

𝑒
−𝜆𝜃

𝑑𝜇
𝑗𝑖 (𝜃)

+ ∫

0

−∞

𝑑𝜇
𝑗𝑖 (𝜃) ∫

𝑡

0

𝑥
1+𝑝

𝑖
(𝑠) 𝑑𝑠

≤

𝜇
𝑗𝑖

𝜆
sup
𝑢≤0

𝜉
1+𝑝

𝑖
(𝑢) + ∫

𝑡

0

𝑥
1+𝑝

𝑖
(𝑠) 𝑑𝑠,

(50)
which implies

∫

𝑡

0

(∫

0

−∞

𝑥
1+𝑝

𝑖
(𝑠 + 𝜃) 𝑑𝜇𝑗𝑖 (𝜃) − 𝑥

1+𝑝

𝑖
(𝑠)) 𝑑𝑠

≤

𝜇
𝑗𝑖

𝜆
sup
𝑢≤0

𝜉
1+𝑝

𝑖
(𝑢) .

(51)

Hence

E𝑉
𝑝 (𝑥 (𝑡)) +

𝑝 (1 − 𝑝)

4

𝑛

∑

𝑖=1

𝜎
2

𝑖𝑖
E [∫

𝑡

0

𝑥
2+𝑝

𝑖
(𝑠) 𝑑𝑠]

≤ E𝑉
𝑝 (𝜉 (0)) + ∫

𝑡

0

𝑅
𝑝
𝑑𝑠

+
𝑝

1 + 𝑝

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑏
+

𝑗𝑖
𝜏
𝑗𝑖
sup
𝑢≤0

𝜉
1+𝑝

𝑖
(𝑢)

+
𝑝

𝜆 (1 + 𝑝)

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑐
+

𝑗𝑖
𝜇
𝑗𝑖
sup
𝑢≤0

𝜉
1+𝑝

𝑖
(𝑢) ;

(52)

this implies

lim sup
𝑡→∞

1

𝑡
E[∫

𝑡

0

𝑛

∑

𝑖=1

𝑥
2+𝑝

𝑖
(𝑠) 𝑑𝑠] ≤

4𝑅
𝑝

𝜎̂𝑝 (1 − 𝑝)
, (53)

where
𝜎̂ = min {𝜎2

𝑖𝑖
, 1 ≤ 𝑖 ≤ 𝑛} . (54)

The required assertion (43) follows immediately.

4. Asymptotic Pathwise Estimation

In Section 3 we have discussed how the solutions vary in the
R𝑛
+
in probability or in moment. In this section, we continue

to examine the pathwise properties of the solutions to system
(5).The following result shows that this stochastic population
system will grow at most polynomially.

Theorem 9. Let Assumption 1 hold. Under Assumption 2, for
any initial data 𝜉 ∈ A, the solution of (5) satisfies

lim sup
𝑡→∞

ln |𝑥 (𝑡)|
ln 𝑡

≤ 1 𝑎.𝑠. (55)

That is, 𝑥(𝑡) grows with at most polynomial speed.
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Proof. By Theorem 4, the solution of (5) remains in R𝑛
+
a.s.

for all 𝑡. Define a 𝐶2-function 𝑉
1
: R𝑛
+
→ R
+
by

𝑉
1 (𝑥 (𝑡)) =

𝑛

∑

𝑖=1

𝑥
𝑖
. (56)

Applying Itô’s formula yields

𝑑𝑉
1 (𝑥 (𝑡)) =

𝑛

∑

𝑖=1

𝑥
𝑖
[

[

𝑏
𝑖
+

𝑛

∑

𝑗=1

𝑎
𝑖𝑗
𝑥
𝑗
+

𝑛

∑

𝑗=1

𝑏
𝑖𝑗
𝑥
𝑗
(𝑡 − 𝜏
𝑖𝑗
)

+

𝑛

∑

𝑗=1

𝑐
𝑖𝑗
∫

0

−∞

𝑥
𝑗 (𝑡 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃)

]

]

𝑑𝑡

+

𝑛

∑

𝑖=1

𝛽
𝑖
𝑥
𝑖
𝑑𝑤
1 (𝑡) +

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝜎
𝑖𝑗
𝑥
𝑖
𝑥
𝑗
𝑑𝑤
2 (𝑡)

−

𝑛

∑

𝑖=1

∫
Y

𝑥
𝑖
(𝑡
−
) 𝛾
𝑖 (𝑡, 𝑢)𝑁 (𝑑𝑡, 𝑑𝑢) .

(57)

Then, applying Itô’s formula to ln𝑉
1
(𝑥) yields

𝑑 ln𝑉
1 (𝑥)

= [

[

1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝑥
𝑖
(𝑏
𝑖
+

𝑛

∑

𝑗=1

𝑎
𝑖𝑗
𝑥
𝑗
+

𝑛

∑

𝑗=1

𝑏
𝑖𝑗
𝑥
𝑗
(𝑡 − 𝜏
𝑖𝑗
)

+

𝑛

∑

𝑗=1

𝑐
𝑖𝑗
∫

0

−∞

𝑥
𝑗 (𝑡 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃))

−
1

2
𝑍
2

1
(𝑡) −

1

2
𝑍
2

2
(𝑡) ]

]

𝑑𝑡

+ 𝑍
1 (𝑡) 𝑑𝑤1 (𝑡) + 𝑍

2 (𝑡) 𝑑𝑤2 (𝑡)

+ ∫
Y

ln(1 −
∑
𝑛

𝑖=1
𝑥
𝑖
(𝑡
−
) 𝛾
𝑖 (𝑡, 𝑢)

𝑉
1 (𝑥 (𝑡

−))
)𝑁 (𝑑𝑡, 𝑑𝑢) ,

(58)

where

𝑍
1 (𝑡) =

1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝛽
𝑖
𝑥
𝑖 (𝑡) ,

𝑍
2 (𝑡) =

1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝜎
𝑖𝑗
𝑥
𝑖 (𝑡) 𝑥𝑗 (𝑡) .

(59)

Hence, for any 𝜀 ∈ (0, 𝜆), applying Itô’s product formula to
𝑒
𝜀𝑡 ln𝑉

1
(𝑥) gives

ln𝑉
1 (𝑥 (𝑡))

= 𝑒
−𝜀𝑡 ln𝑉

1 (𝜉 (0))

+ 𝑒
−𝜀𝑡

∫

𝑡

0

𝑒
𝜀𝑠 [

[

𝜀 ln𝑉
1 (𝑥 (𝑠)) −

1

2
𝑍
2

1
(𝑠) −

1

2
𝑍
2

2
(𝑠) +

1

𝑉
1 (𝑥)

×

𝑛

∑

𝑖=1

𝑥
𝑖
(𝑏
𝑖
+

𝑛

∑

𝑗=1

𝑎
𝑖𝑗
𝑥
𝑗
+

𝑛

∑

𝑗=1

𝑏
𝑖𝑗
𝑥
𝑗
(𝑠 − 𝜏

𝑖𝑗
)

+

𝑛

∑

𝑗=1

𝑐
𝑖𝑗
∫

0

−∞

𝑥
𝑗 (𝑠 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃))

]

]

𝑑𝑠

+ 𝑒
−𝜀𝑡

∫

𝑡

0

𝑒
𝜀𝑠
𝑍
1 (𝑠) 𝑑𝑤1 (𝑠) + 𝑒

−𝜀𝑡
∫

𝑡

0

𝑒
𝜀𝑠
𝑍
2 (𝑠) 𝑑𝑤2 (𝑠)

+ 𝑒
−𝜀𝑡

∫

𝑡

0

𝑒
𝜀𝑠
∫
Y

ln(1 −
∑
𝑛

𝑖=1
𝑥
𝑖
(𝑠
−
) 𝛾
𝑖 (𝑠, 𝑢)

𝑉
1 (𝑥 (𝑠

−))
)𝑁 (𝑑𝑠, 𝑑𝑢) .

(60)

By virtue of the exponential martingale inequality, for any 𝑇,
𝛼, 𝛽 > 0, we have

P{ sup
0≤𝑡≤𝑇

[∫

𝑡

0

𝑒
𝜀𝑠
𝑍
1 (𝑠) 𝑑𝑤1 (𝑠) + ∫

𝑡

0

𝑒
𝜀𝑠
𝑍
2 (𝑠) 𝑑𝑤2 (𝑠)

−
𝛼

2
∫

𝑡

0

𝑒
2𝜀𝑠

(𝑍
2

1
(𝑠) + 𝑍

2

1
(𝑠)) 𝑑𝑠] ≥ 𝛽}

≤ 𝑒
−𝛼𝛽

.

(61)

Choose 𝑇 = 𝑘𝜀, 𝛼 = 𝑝𝑒
−𝑘𝜀, and 𝛽 = 𝑝

−1
𝜃𝑒
𝑘𝜀 ln 𝑘, when 𝑘 ∈ N,

0 < 𝑝 < 1, and 𝜃 > 1 in the above equation. Since∑∞
𝑘=1

𝑘
−𝜃

<

∞, we can deduce from the Borel-Cantelli lemma [30, 2.2.4]
that there exists anΩ

0
⊆ Ω with P(Ω

0
) = 1 such that, for any

𝜔 ∈ Ω
0
, an integer 𝑘 = 𝑘(𝜔, 𝑝) can be found such that

∫

𝑡

0

𝑒
𝜀𝑠
𝑍
1 (𝑠) 𝑑𝑤1 (𝑠) + ∫

𝑡

0

𝑒
𝜀𝑠
𝑍
2 (𝑠) 𝑑𝑤2 (𝑠)

≤ 𝑝
−1
𝜃𝑒
𝑘𝜀 ln 𝑘 +

𝑝𝑒
−𝑘𝜀

2
∫

𝑡

0

𝑒
2𝜀𝑠

(𝑍
2

1
(𝑠) + 𝑍

2

2
(𝑠)) 𝑑𝑠

≤ 𝑝
−1
𝜃𝑒
𝑘𝜀 ln 𝑘 +

𝑝

2
∫

𝑡

0

𝑒
𝜀𝑠
(𝑍
2

1
(𝑠) + 𝑍

2

2
(𝑠)) 𝑑𝑠

(62)

whenever 𝑘 ≥ 𝑘, 0 ≤ 𝑡 ≤ 𝑘𝜀. Thus, for 𝜔 ∈ Ω
0
and (𝑘 − 1)𝜀 ≤

𝑡 ≤ 𝑘𝜀 with 𝑘 ≥ 𝑘 + 1, we have

ln𝑉
1 (𝑥 (𝑡))

ln 𝑡

≤
ln𝑉
1 (𝜉 (0))

𝑒𝜀𝑡 ln 𝑡
+

𝑝
−1
𝜃𝑒
𝑘𝜀 ln 𝑘

𝑒(𝑘−1)𝜀 ln ((𝑘 − 1) 𝜀)
+

1

ln 𝑡
∫

𝑡

0

𝑒
𝜀(𝑠−𝑡)

× [

[

𝜀 ln𝑉
1 (𝑥 (𝑠)) +

𝑝 − 1

2
𝑍
2

2
(𝑠)

+
1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝑥
𝑖
(𝑏
𝑖
+

𝑛

∑

𝑗=1

𝑎
𝑖𝑗
𝑥
𝑗
+

𝑛

∑

𝑗=1

𝑏
𝑖𝑗
𝑥
𝑗
(𝑠 − 𝜏

𝑖𝑗
)

+

𝑛

∑

𝑗=1

𝑐
𝑖𝑗
∫

0

−∞

𝑥
𝑗 (𝑠 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃))

]

]

𝑑𝑠
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+
1

ln 𝑡
∫

𝑡

0

𝑒
𝜀(𝑠−𝑡)

∫
Y

ln(1 −
∑
𝑛

𝑖=1
𝑥
𝑖
(𝑠
−
) 𝛾
𝑖 (𝑠, 𝑢)

𝑉
1 (𝑥 (𝑠

−))
)

× 𝑁 (𝑑𝑠, 𝑑𝑢) .

(63)

Note that ln 𝑢 ≤ 2√𝑢 for any 𝑢 > 0. Hence, by inequality (10)
we have

ln𝑉
1 (𝑥) ≤ 2√𝑉

1 (𝑥) ≤ 2𝑛
1/4

|𝑥|
1/2

. (64)

Clearly,

1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝑏
𝑖
𝑥
𝑖
≤ max
1≤𝑖≤𝑛

{𝑏
+

𝑖
} . (65)

It is easy to show that

1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑎
𝑖𝑗
𝑥
𝑖
𝑥
𝑗

≤
1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑎
+

𝑖𝑗
𝑥
𝑖
𝑥
𝑗
≤ max
1≤𝑖,𝑗≤𝑛

{𝑎
+

𝑖𝑗
}𝑉
1 (𝑥)

≤ max
1≤𝑖,𝑗≤𝑛

{𝑎
+

𝑖𝑗
}√𝑛 |𝑥| ,

(66)

1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑏
𝑖𝑗
𝑥
𝑖
𝑥
𝑗
(𝑡 − 𝜏
𝑖𝑗
)

≤
1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑏
+

𝑖𝑗
𝑥
𝑖
𝑥
𝑗
(𝑡 − 𝜏
𝑖𝑗
)

≤ max
1≤𝑖,𝑗≤𝑛

{𝑏
+

𝑖𝑗
}

𝑛

∑

𝑗=1

𝑥
𝑗
(𝑡 − 𝜏
𝑖𝑗
) ,

(67)

1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑐
𝑖𝑗
𝑥
𝑖
∫

0

−∞

𝑥
𝑗 (𝑡 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃)

≤
1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝑐
+

𝑖𝑗
𝑥
𝑖
∫

0

−∞

𝑥
𝑗 (𝑡 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃)

≤ max
1≤𝑖,𝑗≤𝑛

{𝑐
+

𝑖𝑗
}

𝑛

∑

𝑗=1

∫

0

−∞

𝑥
𝑗 (𝑡 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃) .

(68)

By inequality (10), it is also easy to see that

𝑍
2

2
(𝑡) ≥ [

1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝜎
𝑖𝑖
𝑥
2

𝑖
(𝑡)]

2

≥
min
1≤𝑖≤𝑛

{𝜎
2

𝑖𝑖
}

𝑛
|𝑥 (𝑡)|

2
.

(69)

Note that

1

ln 𝑡
∫

𝑡

0

𝑒
𝜀(𝑠−𝑡)

∫
Y

ln(1 −
∑
𝑛

𝑖=1
𝑥
𝑖
(𝑠
−
) 𝛾
𝑖 (𝑠, 𝑢)

𝑉
1 (𝑥 (𝑠

−))
)

× 𝑁 (𝑑𝑠, 𝑑𝑢) ≤ 0;

(70)

this, together with (64)–(69), implies

ln𝑉
1 (𝑥 (𝑡))

ln 𝑡

≤
ln𝑉
1 (𝜉 (0))

𝑒𝜀𝑡 ln 𝑡
+

𝑝
−1
𝜃𝑒
𝑘𝜀 ln 𝑘

𝑒(𝑘−1)𝜀 ln ((𝑘 − 1) 𝜀)

+
1

ln 𝑡
∫

𝑡

0

𝑒
𝜀(𝑠−𝑡)

Ψ (𝑥 (𝑠)) 𝑑𝑠 +
1

ln 𝑡
max
1≤𝑖,𝑗≤𝑛

{𝑏
+

𝑖𝑗
}

×

𝑛

∑

𝑗=1

∫

𝑡

0

𝑒
𝜀(𝑠−𝑡)

[𝑥
𝑗
(𝑠 − 𝜏

𝑖𝑗
) − 𝑒
𝜀𝜏𝑖𝑗𝑥
𝑗 (𝑠)] 𝑑𝑠

+
1

ln 𝑡
max
1≤𝑖,𝑗≤𝑛

{𝑐
+

𝑖𝑗
}

×

𝑛

∑

𝑗=1

∫

𝑡

0

𝑒
𝜀(𝑠−𝑡)

[∫

0

−∞

𝑥
𝑗 (𝑠 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃) − 𝜇

𝑖𝑗
𝑥
𝑗 (𝑠)] 𝑑𝑠,

(71)

where

Ψ (𝑥) = −
1 − 𝑝

2𝑛
min
1≤𝑖≤𝑛

{𝜎
2

𝑖𝑖
} |𝑥|
2
+ max
1≤𝑖,𝑗≤𝑛

{𝑎
+

𝑖𝑗
}√𝑛 |𝑥|

+ max
1≤𝑖,𝑗≤𝑛

{𝑏
+

𝑖𝑗
}

𝑛

∑

𝑗=1

𝑒
𝜀𝜏𝑖𝑗𝑥
𝑗
+ max
1≤𝑖,𝑗≤𝑛

{𝑐
+

𝑖𝑗
}

𝑛

∑

𝑗=1

𝜇
𝑖𝑗
𝑥
𝑗

+ 2𝑛
1/4

|𝑥|
1/2

+max
1≤𝑖≤𝑛

{𝑏
+

𝑖
} .

(72)

Recalling that 𝑝 ∈ (0, 1), by the boundedness of polynomial
functions, there exists a positive constant𝐾 such thatΨ(𝑥) ≤
𝐾. In addition, noting that 𝜀 ∈ (0, 𝜆), using a similar
argument as (37) and (39), we may estimate that

∫

𝑡

0

𝑒
𝜀𝑠
[𝑥
𝑗
(𝑠 − 𝜏

𝑖𝑗
) − 𝑒
𝜀𝜏𝑖𝑗𝑥
𝑗 (𝑠)] 𝑑𝑠 ≤ 𝜀

−1
𝑒
𝜀𝜏𝑖𝑗sup
𝑢≤0

𝜉
𝑗 (𝑢) ,

∫

𝑡

0

𝑒
𝜀𝑠
[∫

0

−∞

𝑥
𝑗 (𝑠 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃) − 𝜇

𝑖𝑗
𝑥
𝑗 (𝑠)] 𝑑𝑠

≤

𝜇
𝑖𝑗

𝜆 − 𝜀
sup
𝑢≤0

𝜉
𝑗 (𝑢) .

(73)

Hence,

ln𝑉
1 (𝑥 (𝑡))

ln 𝑡
≤

ln𝑉
1 (𝜉 (0))

𝑒𝜀𝑡 ln 𝑡
+

𝑝
−1
𝜃𝑒
𝑘𝜀 ln 𝑘

𝑒(𝑘−1)𝜀 ln ((𝑘 − 1) 𝜀)

+
1

ln 𝑡
𝜀
−1
𝐾(1 − 𝑒

−𝜀𝑡
)

+
1

𝑒𝜀𝑡 ln 𝑡
max
1≤𝑖,𝑗≤𝑛

{𝑏
+

𝑖𝑗
}

𝑛

∑

𝑗=1

𝜀
−1
𝑒
𝜀𝜏𝑖𝑗sup
𝑢≤0

𝜉
𝑗 (𝑢)

+
1

𝑒𝜀𝑡 ln 𝑡
max
1≤𝑖,𝑗≤𝑛

{𝑐
+

𝑖𝑗
}

𝑛

∑

𝑗=1

𝜇
𝑖𝑗

𝜆 − 𝜀
sup
𝑢≤0

𝜉
𝑗 (𝑢) ,

(74)
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which implies that by inequality (10)

lim sup
𝑡→∞

ln |𝑥 (𝑡)|
ln 𝑡

≤
𝜃𝑒
𝜀

𝑝
. (75)

Letting 𝑝 → 1, 𝜃 → 1, and 𝜀 → 0 gives the desired result.

5. Extinction

Understanding the impacts of white noises and random
catastrophes on the extinction of the population is important
in both pure and applied ecology, and in the formulation of
effective conservation plans for threatened and endangered
species (Lande [31]; Gilpin and Hanski [32]). In this section,
the sufficient conditions for the extinction of the system
(5) are established. We show that if the intensity of white
noises, the magnitude of catastrophes, or the frequency of
disasters is sufficiently large, the solution to system (5) will
become extinct with probability 1, although the solution to
the original deterministic model (1) may be persistent.

For later applications, let us cite a strong law of large
number for local martingales (see, e.g., [33]) as the following
lemma.

Lemma 10. Let 𝑀(𝑡), 𝑡 ≥ 0, be a local martingale vanishing
at time 0 and define

𝜌
𝑀 (𝑡) := ∫

𝑡

0

𝑑⟨𝑀⟩ (𝑠)

(1 + 𝑠)
2
, 𝑡 ≥ 0, (76)

where ⟨𝑀⟩(𝑡) := ⟨𝑀,𝑀⟩(𝑡) is Meyer’s angle bracket process.
Then

lim
𝑡→∞

𝑀(𝑡)

𝑡
= 0 𝑎.𝑠.

𝑝𝑟𝑜V𝑖𝑑𝑒𝑑 𝑡ℎ𝑎𝑡 lim
𝑡→∞

𝜌
𝑀 (𝑡) < ∞ 𝑎.𝑠.

(77)

Remark 11. Suppose that

Ψ
2

loc := {Ψ (𝑡, 𝑧) | Ψ (𝑡, 𝑧) is predictable,

∫

𝑡

0

∫
Y
|Ψ (𝑠, 𝑧)|

2] (𝑑𝑢) 𝑑𝑠 < ∞}

(78)

and for Ψ ∈ Ψ
2

loc,

𝑀(𝑡) := ∫

𝑡

0

∫
Y

Ψ (𝑠, 𝑧) 𝑁̃ (𝑑𝑠, 𝑑𝑢) . (79)

Then, by, for example, Kunita [34, Proposition 2.4],

⟨𝑀⟩ (𝑡) = ∫

𝑡

0

∫
Y
|Ψ (𝑠, 𝑧)|

2] (𝑑𝑢) 𝑑𝑠. (80)

Theorem 12. Let Assumptions 1 and 2 hold. Assume moreover
that the following conditions are satisfied:

(i) there exists a function 𝛾
𝑑
: R
+
× Y → (0, 1) such that

for each 𝑡 ∈ [0, +∞)

𝛾
𝑑 (𝑡, 𝑢) ≤ 𝛾

𝑖 (𝑡, 𝑢) ≤ 𝛿 (𝑡, 𝑢) ,

𝑢 ∈ Y , 𝑖 = 1, 2, . . . , 𝑛,

(81)

(ii) there exists a constant 0 < 𝑝 < 1 such that
𝜅

2𝑛
+ Γ

>
𝑛
2
(max
1≤𝑖,𝑗≤𝑛

{𝑎
+

𝑖𝑗
} +max

1≤𝑖,𝑗≤𝑛
{𝑏
+

𝑖𝑗
} +max

1≤𝑖,𝑗≤𝑛
{𝑐
+

𝑖𝑗
})
2

2 (1 − 𝑝)min
1≤𝑖≤𝑛

{𝜎2
𝑖𝑖
}

.

(82)

Then, for any initial data 𝜉 ∈ A, the solution of (5) satisfies

lim sup
𝑡→∞

ln |𝑥 (𝑡)|
𝑡

≤ −𝜂 𝑎.𝑠., (83)

where 𝜂 is a positive constant, and

𝜅 = min {𝛽
𝑖
𝛽
𝑗
− 𝑏
𝑖
− 𝑏
𝑗
, 1 ≤ 𝑖, 𝑗 ≤ 𝑛} ≥ 0, (84)

Γ = −max
𝑡∈[0,𝜔]

{∫
Y

ln (1 − 𝛾
𝑑 (𝑡, 𝑢)) ] (𝑑𝑢)} ; (85)

namely, the population will decay exponentially with probabil-
ity 1.

Proof. Recall from (58) that

𝑑 ln𝑉
1 (𝑥)

= [
1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝑥
𝑖
(𝑏
𝑖
+

𝑛

∑

𝑗=1

𝑎
𝑖𝑗
𝑥
𝑗
+

𝑛

∑

𝑗=1

𝑏
𝑖𝑗
𝑥
𝑗
(𝑡 − 𝜏
𝑖𝑗
)

+

𝑛

∑

𝑗=1

𝑐
𝑖𝑗
∫

0

−∞

𝑥
𝑗 (𝑡 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃))

−
1

2
𝑍
2

1
(𝑡) −

1

2
𝑍
2

2
(𝑡)

+ ∫
Y

ln(1 −
∑
𝑛

𝑖=1
𝑥
𝑖
𝛾
𝑖 (𝑡, 𝑢)

𝑉
1 (𝑥)

) ] (𝑑𝑢)] 𝑑𝑡

+ 𝑍
1 (𝑡) 𝑑𝑤1 (𝑡) + 𝑍

2 (𝑡) 𝑑𝑤2 (𝑡)

+ ∫
Y

ln(1 −
∑
𝑛

𝑖=1
𝑥
𝑖
(𝑡
−
) 𝛾
𝑖 (𝑡, 𝑢)

𝑉
1 (𝑥 (𝑡

−))
) 𝑁̃ (𝑑𝑡, 𝑑𝑢) ,

(86)

where

𝑍
1 (𝑡) =

1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝛽
𝑖
𝑥
𝑖 (𝑡) ,

𝑍
2 (𝑡) =

1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝑛

∑

𝑗=1

𝜎
𝑖𝑗
𝑥
𝑖 (𝑡) 𝑥𝑗 (𝑡) .

(87)



Journal of Applied Mathematics 13

Integrating both sides of this equality yields

ln𝑉
1 (𝑥)

= ln𝑉
1 (𝜉 (0))

+ ∫

𝑡

0

[
1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝑥
𝑖
(𝑏
𝑖
+

𝑛

∑

𝑗=1

𝑎
𝑖𝑗
𝑥
𝑗
+

𝑛

∑

𝑗=1

𝑏
𝑖𝑗
𝑥
𝑗
(𝑠 − 𝜏

𝑖𝑗
)

+

𝑛

∑

𝑗=1

𝑐
𝑖𝑗
∫

0

−∞

𝑥
𝑗 (𝑠 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃))

+ ∫
Y

ln(1 −
∑
𝑛

𝑖=1
𝑥
𝑖
𝛾
𝑖 (𝑠, 𝑢)

𝑉
1 (𝑥)

) ] (𝑑𝑢)

−
1

2
𝑍
2

1
(𝑠) −

1

2
𝑍
2

2
(𝑠)] 𝑑𝑠

+𝑀
1 (𝑡) + 𝑀

2 (𝑡) + 𝑀
3 (𝑡) ,

(88)

where 𝑀
𝑖
(𝑡), 𝑖 = 1, 2, 3, are local martingales defined,

respectively, as follows:

𝑀
1 (𝑡) = ∫

𝑡

0

𝑍
1 (𝑠) 𝑑𝑤1 (𝑠) = ∫

𝑡

0

1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝛽
𝑖
𝑥
𝑖 (𝑠) 𝑑𝑤1 (𝑠) ,

𝑀
2 (𝑡) = ∫

𝑡

0

𝑍
2 (𝑠) 𝑑𝑤2 (𝑠) ,

𝑀
3 (𝑡) = ∫

𝑡

0

∫
Y

ln(1 −
∑
𝑛

𝑖=1
𝑥
𝑖
(𝑠
−
) 𝛾
𝑖 (𝑠, 𝑢)

𝑉
1 (𝑥 (𝑠

−))
) 𝑁̃ (𝑑𝑠, 𝑑𝑢)

= ∫

𝑡

0

∫
Y

ln (1 − 𝐻 (𝑥 (𝑠
−
) , 𝑠, 𝑢)) 𝑁̃ (𝑑𝑠, 𝑑𝑢)

(89)

with𝑀
𝑖
(0) = 0, 𝑖 = 1, 2, 3, where𝐻 is defined by

𝐻(𝑥, 𝑡, 𝑢) =
∑
𝑛

𝑖=1
𝑥
𝑖
𝛾
𝑖 (𝑡, 𝑢)

𝑉
1 (𝑥)

. (90)

The quadratic variation of the continuous local martingale
𝑀
2
(𝑡) is

⟨𝑀
2
,𝑀
2
⟩ (𝑡) = ∫

𝑡

0

𝑍
2

2
(𝑠) 𝑑𝑠. (91)

For any 𝜃 > 1 and each integer 𝑘 ≥ 1, 0 < 𝑝 < 1, the
exponential martingale inequality yields

P{ sup
1≤𝑡≤𝑘

[𝑀
2 (𝑡) −

𝑝

2
⟨𝑀
2
,𝑀
2
⟩ (𝑡)] ≥

𝜃 ln 𝑘
𝑝

} ≤
1

𝑘𝜃
. (92)

Since∑∞
𝑘=1

𝑘
−𝜃

< ∞, by the Borel-Cantelli lemma [30, 2.2.4],
there exists an Ω

0
⊆ Ω with P(Ω

0
) = 1 such that, for any

𝜔 ∈ Ω
0
, there exists an integer 𝑘(𝜔), when 𝑘 > 𝑘(𝜔), and

𝑘 − 1 ≤ 𝑡 ≤ 𝑘,

𝑀
2 (𝑡) ≤

𝑝

2
∫

𝑡

0

𝑍
2

2
(𝑠) 𝑑𝑠 +

𝜃 ln (𝑡 + 1)

𝑝
. (93)

Clearly,

1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝑥
𝑖
𝑏
𝑖
−

1

2𝑉2
1
(𝑥)

(

𝑛

∑

𝑖=1

𝛽
𝑖
𝑥
𝑖
)

2

=
1

2𝑉2
1
(𝑥)

(2𝑥
󸀠
𝑏1⃗𝑥 − 𝑥

󸀠
𝛽𝛽
󸀠
𝑥)

=
1

2𝑉2
1
(𝑥)

(𝑥
󸀠
(𝑏1⃗ + 1⃗

󸀠
𝑏
󸀠
) 𝑥 − 𝑥

󸀠
𝛽𝛽
󸀠
𝑥)

=: −
1

2𝑉2
1
(𝑥)

𝑥
󸀠
𝐾𝑥,

(94)

where 1⃗ = (1, 1, . . . , 1) and𝐾 = 𝛽𝛽
󸀠
− 𝑏1⃗ − 1⃗

󸀠
𝑏
󸀠. Note that the

𝑖𝑗th element of the matrix𝐾 is 𝛽
𝑖
𝛽
𝑗
− 𝑏
𝑖
− 𝑏
𝑗
≥ 𝜅 ≥ 0 by (84).

By the inequality (10), for 𝑥 ∈ R𝑛
+
, it is easy to find that

𝑥
󸀠
𝐾𝑥 ≥ 𝜅|𝑥|

2
≥
𝜅

𝑛
𝑉
2

1
(𝑥) . (95)

Hence

1

𝑉
1 (𝑥)

𝑛

∑

𝑖=1

𝑥
𝑖
𝑏
𝑖
−

1

2𝑉2
1
(𝑥)

(

𝑛

∑

𝑖=1

𝛽
𝑖
𝑥
𝑖
)

2

≤ −
𝜅

2𝑛
. (96)

By (81) and Jensen’s inequality, we may obtain that

∫
Y

ln(1 −
∑
𝑛

𝑖=1
𝑥
𝑖
𝛾
𝑖 (𝑠, 𝑢)

𝑉
1 (𝑥)

) ] (𝑑𝑢)

≤ ∫
Y

ln (1 − 𝛾
𝑑 (𝑠, 𝑢)) ] (𝑑𝑢) .

(97)

This, together with (93), (96), and (66)–(69), gives from (88)
that
ln𝑉
1 (𝑥)

≤ ln𝑉
1 (𝜉 (0)) + ∫

𝑡

0

Φ (𝑥 (𝑠)) 𝑑𝑠

+
𝜃 ln (𝑡 + 1)

𝑝
+𝑀
1 (𝑡) + 𝑀

3 (𝑡)

+ max
1≤𝑖,𝑗≤𝑛

{𝑏
+

𝑖𝑗
}

𝑛

∑

𝑗=1

∫

𝑡

0

[𝑥
𝑗
(𝑠 − 𝜏

𝑖𝑗
) − 𝑥
𝑗 (𝑠)] 𝑑𝑠

+ max
1≤𝑖,𝑗≤𝑛

{𝑐
+

𝑖𝑗
}

𝑛

∑

𝑗=1

∫

𝑡

0

[∫

0

−∞

𝑥
𝑗 (𝑠 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃) − 𝑥

𝑗 (𝑠)] 𝑑𝑠,

(98)

where

Φ (𝑥) = −
1 − 𝑝

2𝑛
min
1≤𝑖≤𝑛

{𝜎
2

𝑖𝑖
} |𝑥|
2

+ (max
1≤𝑖,𝑗≤𝑛

{𝑎
+

𝑖𝑗
} + max
1≤𝑖,𝑗≤𝑛

{𝑏
+

𝑖𝑗
} + max
1≤𝑖,𝑗≤𝑛

{𝑐
+

𝑖𝑗
})√𝑛 |𝑥|

−
𝜅

2𝑛
+ max
𝑡∈[0,𝜔]

{∫
Y

ln (1 − 𝛾
𝑑 (𝑡, 𝑢)) ] (𝑑𝑢)} .

(99)
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Let

𝐴 = −
1 − 𝑝

2𝑛
min
1≤𝑖≤𝑛

{𝜎
2

𝑖𝑖
} ,

𝐵 = (max
1≤𝑖,𝑗≤𝑛

{𝑎
+

𝑖𝑗
} + max
1≤𝑖,𝑗≤𝑛

{𝑏
+

𝑖𝑗
} + max
1≤𝑖,𝑗≤𝑛

{𝑐
+

𝑖𝑗
})√𝑛,

𝐶 =
𝜅

2𝑛
− max
𝑡∈[0,𝜔]

{∫
Y

ln (1 − 𝛾
𝑑 (𝑡, 𝑢)) ] (𝑑𝑢)} .

(100)

Then,Φ(𝑥) is denoted by

Φ (𝑥) = 𝐴|𝑥|
2
+ 𝐵 |𝑥| − 𝐶. (101)

Recall that 0 < 𝑝 < 1, so 𝐴 < 0. Since 𝐵 ≥ 0 and 𝐶 > 0, by
(82), we may obtain that the discriminant Δ = 𝐵

2
+ 4𝐴𝐶 < 0.

Hence, there exists a positive constant 𝜂 > 0 such that

Φ (𝑥) ≤ −𝜂, 𝑥 ∈ R
𝑛

+
. (102)

Therefore, we obtain from (98) that

ln𝑉
1 (𝑥)

≤ ln𝑉
1 (𝜉 (0)) − 𝜂𝑡 +

𝜃 ln (𝑡 + 1)

𝑝

+ max
1≤𝑖,𝑗≤𝑛

{𝑏
+

𝑖𝑗
}

𝑛

∑

𝑗=1

∫

𝑡

0

[𝑥
𝑗
(𝑠 − 𝜏

𝑖𝑗
) − 𝑥
𝑗 (𝑠)] 𝑑𝑠

+ max
1≤𝑖,𝑗≤𝑛

{𝑐
+

𝑖𝑗
}

𝑛

∑

𝑗=1

∫

𝑡

0

[∫

0

−∞

𝑥
𝑗 (𝑠 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃) − 𝑥

𝑗 (𝑠)] 𝑑𝑠

+𝑀
1 (𝑡) + 𝑀

3 (𝑡) .

(103)

By (81) and the definition of𝐻, for 𝑥 ∈ R𝑛
+
, we obtain that

𝐻(𝑥, 𝑡, 𝑢) ≤ 𝛿 (𝑡, 𝑢) . (104)

This implies that

|ln (1 − 𝐻 (𝑥, 𝑡, 𝑢))| ≤ − ln (1 − 𝛿 (𝑡, 𝑢)) . (105)

Then, by (H2), there exists a positive constant𝐾
0
such that

⟨𝑀
3
,𝑀
3
⟩ (𝑡) = ∫

𝑡

0

∫
Y
[ln (1 − 𝐻 (𝑥 (𝑠) , 𝑠, 𝑢))]

2] (𝑑𝑢) 𝑑𝑠

≤ ∫

𝑡

0

∫
Y
[ln (1 − 𝛿 (𝑡, 𝑢))]

2] (𝑑𝑢) 𝑑𝑠

≤ 𝐾
0
𝑡.

(106)

On the other hand,

⟨𝑀
1
,𝑀
1
⟩ (𝑡) = ∫

𝑡

0

𝑍
2

1
(𝑠) 𝑑𝑠

≤ ∫

𝑡

0

(∑
𝑛

𝑖=1

󵄨󵄨󵄨󵄨𝛽𝑖
󵄨󵄨󵄨󵄨 𝑥𝑖 (𝑠))

2

𝑉2
1
(𝑥)

𝑑𝑠 ≤ max
1≤𝑖≤𝑛

{𝛽
2

𝑖
} 𝑡.

(107)

Hence, by Lemma 10, we have

lim
𝑡→∞

𝑀
𝑖 (𝑡)

𝑡
= 0 a.s. 𝑖 = 1, 3. (108)

In addition, we may estimate that from (49) and (51)

∫

𝑡

0

[𝑥
𝑗
(𝑠 − 𝜏

𝑖𝑗
) − 𝑥
𝑗 (𝑠)] 𝑑𝑠 ≤ 𝜏

𝑖𝑗
sup
𝑢≤0

𝜉
𝑗 (𝑢) ,

∫

𝑡

0

[∫

0

−∞

𝑥
𝑗 (𝑠 + 𝜃) 𝑑𝜇𝑖𝑗 (𝜃) − 𝑥

𝑗 (𝑠)] 𝑑𝑠 ≤

𝜇
𝑖𝑗

𝜆
sup
𝑢≤0

𝜉
𝑗 (𝑢) ,

(109)

which, together with (108), imply

lim sup
𝑡→∞

ln𝑉
1 (𝑥 (𝑡))

𝑡
≤ −𝜂 a.s. (110)

Consequently, by inequality (10) we complete the proof of this
Theorem.

6. Discussion

Traditionally, the population dynamics are modeled by the
deterministic models, which assume that parameters in the
model are all deterministic irrespective of environmental
fluctuations. However, population systems in the real word
are often inevitably affected by environmental noises, which
are important factors in an ecosystem. In particular, the
population may suffer sudden abiotic catastrophes such
as earthquakes, tsunami, hurricanes, floods, and fire. It is
therefore useful to reveal how the environmental noises affect
the population systems.

In this paper, we consider the effect of jump-diffusion
random environmental perturbations on the asymptotic
properties and extinction of delay Lotka-Volterra popula-
tion dynamics. From condition (82) in Theorem 12, we can
observe that if intensities 𝛽

𝑖
, 𝜎
𝑖𝑖
of white noises, the random

downward jump magnitude 𝛾
𝑖
(𝑡, 𝑢), or intensity ] (average

rate of jump events arrival) is sufficiently large, the specieswill
be extinct. Compared with the former results [17], this result
gives an interesting and important condition under which the
frequent nature disasters can force the population to become
extinct.

Recalling protection ofwildlife rare species, the southwest
region Sichuan in China, is best-preserved panda habitat
on earth, which belongs to Longmen Shan active fault
zone. Both the 2008M8.0 Wenchuan and the 2013M7.0
Ya’an earthquakes occurred in this region. Earthquakes and
secondary disasters caused by the earthquake such as mud-
slides, landslides, barrier lake, and other geological disasters
may destroy a lot of woods and bamboo, which is natural
habitat of endangered wildlife species. Because the popula-
tion does not have enough time to adjust to these sudden
and severe environmental perturbations, the death rate of
these endangered wildlife species may increase suddenly and
greatly. In this circumstance, 𝛾

𝑖
(𝑡, 𝑢) represents random loss

magnitude of the 𝑖th species caused by earthquake and ]
stands for the intensity of occurrence of earthquake (average
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rate of earthquake arrival). By Theorem 12, if the earthquake
destruction and the frequency of occurrence are large enough
such that condition (82) is satisfied, then the wildlife species
face extinction and we should do something to avoid its
extinction.
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II predator-prey system with Lévy jumps,” Nonlinear Analysis:
Theory, Methods & Applications, vol. 85, pp. 204–213, 2013.

[26] F. B.Hanson, “Bioeconomicmodel of the LakeMichigan alewife
fishery,” Canadian Journal of Fisheries and Aquatic Sciences, vol.
44, pp. 298–305, 1987.

[27] X. Mao and C. Yuan, Stochastic Differential Equations with
Markovian Switching, Imperial College Press, London, UK,
2006.

[28] R. Z. Khasminskii, Stochastic Stability of Differential Equations,
vol. 7 ofMonographs and Textbooks on Mechanics of Solids and
Fluids: Mechanics and Analysis, Sijthoff & Noordhoff, Alphen
aan den Rijn, The Netherlands, 1980.

[29] X. Mao, “A note on the LaSalle-type theorems for stochastic
differential delay equations,” Journal of Mathematical Analysis
and Applications, vol. 268, no. 1, pp. 125–142, 2002.

[30] R. B. Ash, Probability and MeasureTheory, Harcourt/Academic
Press, 2nd edition, 2000.

[31] R. Lande, “Genetics and demography in biological conserva-
tion,” Science, vol. 241, pp. 1455–1460, 1988.

[32] M. Gilpin and I. Hanski, Eds., Metapopulation Dynamics:
Empirical and Theoretical Investigations, Academic Press, New
York, NY, USA, 1991.



16 Journal of Applied Mathematics

[33] R. Sh. Liptser, “A strong law of large numbers for local martin-
gales,” Stochastics, vol. 3, no. 3, pp. 217–228, 1980.
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