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1. Introduction 

We shall deal with the iteration of analytic functions of a complex variable and 

analytic solutions of Schroeder's functional equation 

z (! (z)) = a z (z). (1) 

More specifically, we shall be concerned with the  iteration of functions of the form 

f(z)= ~. avz:', m>~l, am>0 (2) 

where all coefficients a~ are real; in certain cases the series (2) will not converge for 

any z # 0  but  represent /(z) asymptotically in a specified neighbourhood of the posi- 

tive real axis. We shall also have opportunity to consider the iteration of continuous 

functions of a real variable without assuming analyticity. 

A great deal is known about analytic solutions of Schroeder's equation in the 

neighbourhood of a fixpoint ~ where / (~ )=  ~; most results refer to the case when 

both /(z) and the Schroeder function Z (z) are analytic at  z =  ~. The classical result 

of Koenigs [5] states that  if /(z) has a convergent power series 

/(z)=~+ ~ ap(z-~) v, I z - ~ l < R .  R~>O (3) 

and a 1 # O, I al I =~ 1, then Schroeder's equation has a solution 

Z(z)= ~. bq(z-~) ~, bl=l,  Iz-~l<R>O. 
q -1  

(4) 
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For any determination of ay which satisfies the condition 

a v _  a~+V 
a~ = a l ,  a l  Q1 - -  

t h e  functions 

1o (z) =Z-1  (a~Z (z)), Z-1 (Z (z)) = z 

(5) 

(6) 

form a family of iterates of /(z), i.e. 

]1 (z) = / (z), / .  (/. (z)) - - -  h+. (z) (7) 

for every real (and even complex) a, T. Clearly each /o (z) is analytic at  z=  ~, 

/ a ( z ) = ~ +  ~ a(~a'(z--~) v, I z - # l < R , , > o .  (8) 

Note that  the coefficients a~ are uniquely determined from the condition 

( a )  __ ~ a  
a 1 - -  t~ 1 

and the commutation relation 

h (/(z)) = I (1~ (z)). 

(9) 

(10) 

Every determination of a~ gives a family of formal power series (8) and the theorem 

of Koenigs asserts tha t  each of these series converges for some z *  0. 

In the case of I/' (~)[= l all = 1 the behaviour of Schroeder's equation depends 

quite sensitively on the arithmetical character of the amplitude of a r In the "irra- 

tional" case, i.e. if a 1 is not a root of unity, the coefficients bq in (4) and a(~ ") in 

(8) can be calculated uniquely from (1) and (6) (or (9), (10)); but this is generally 

not possible if a I is a root of unity. Also, in the irrational case the convergence of 

the formal solution (4) seems to depend on the arithmetic nature of the amplitude of 

a 1. For instance if a 1 is such that  

n 

nm I V.T:i-  l--0 
n -  10 2,  . . .  

then there exist functions (3) with divergent Schroeder series (4) (Cremer [2]); on 

the other hand, if 

log l a[ - 11 = 0 (log n) (n-> ~ )  

then the series (4) converges for every /(z) with / (~ )=~ ,  / ' ( ~ ) = a  1 (Siegel [8]). 

If a I is an nth root of unity, a Sehroeder function of the form (4) exists if 

and only if the nth iterate of [ (z) is the identity function, /n (z)= z. For instance, 

if /(z) has a power series 
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l < m <  oo, am*O, Iz- l<Rl>O, (ll) 
p=f f l  

Schroeder's equation has not even a formal (non-convergent) solution of the form (4). 

This ease is particularly interesting from the point of view of iteration because the 

commutation relations (10) have a unique formal solution 

[a(z)=z+ ~ a(p~ p, a~)=aam, (12) 

and it can be expected that  the ], (z), if they exist at  all, form a family of iterates 

of ] (z). An obvious difficulty arises from the fact tha t  the convergence of (11) does 

not necessarily imply the convergence of {12). In the particular case of 

1 z~ 

I. N. Baker has proved(1) tha t  ]a (z) diverges for every z:~0 and real a except when 

is an integer(2). The main result of this paper is tha t  if ~ = 0 and all coefficients 

in (11) are real then f(z) has exactly one family of analytical iterates fo(z) which 

has an asymptotic expansion (12) when 0 is approached along the positive real axis. 

The proof is based on an algorithm due to P. I~vy  [6] which leads to an ana- 

lytic solution of Abel's equation 

(f (z)) = ~ (z) - 1 ;  (13) 

from 2 (z) one obtains a solution of Schroeder's equation by taking X (z)= e ~r I t  

turns out that  ;L(z) is asymptotically equal to -1/z,  so that  the corresponding 

Schroeder functions behaves like 1/log (I/z)  when z-->0 from the right. The result 

clarifies the significance of the expansion (12) and shows that  from the point of view 

of iteration it is not very natural to require tha t  the Schroeder function be analytic 

at the fixpoint itself. 

Another instance when it is clear tha t  the Sehroeder function cannot be holo- 

morphic at  the fixpoint is when al=O in (3). Let  m be a positive integer, m > l ,  

and suppose that  

/(z)=z"~ a~z ~, ao*O, Izl<R,>0. (14) 
p = 0  

(1) I. N.  Baker ,  Z u s a m m e n s e t z u n g e n  ganze r  F u n k t i o n e n ,  Math .  Z. 69, 121-163. 

(2) The re  are  cases  in wh i ch  ]a (z) converges  for eve ry  real  or comp lex  a; t h e  s imp le s t  e x a m p l e  is 
z 

]a ( z ) = - - .  I owe th i s  r e m a r k  to  ]. N.  B a k e r  a n d  N. G. de  Bru i jn .  
l + a z  
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For  the sake of clarity we have assumed tha t  ~ = 0 .  The expected form of the  

fract ional  iterates is 

p-O q=0 

where a ~  ) = a~ m*-l)/(m- 1) (16) 

Again, the  coefficients a ~  can be calculated formally f rom the commuta t ion  relation 

(10) and condit ion (16); bu t  the series (15) will usually not  converge. We shall find, 

as in the previous ease, t h a t  there exists a family of analyt ical  iterates which has 

an  asymptot ic  expansion (15) when z-*0.  The precise f o r m  of the s ta tement  will 

be formulated later. 

2. Schroeder Iterates 

Suppose tha t  ] (z) is analyt ic  in a domain D which has the  proper ty  t h a t  z E D 

implies ] ( z ) E D .  We define the  na tura l  iterates of /(z) relatively to D(1) by  the in- 

duct ive  relations 

10 (z) = z, 1.+1 (z) = t ( ] .  (z)) ,  n = 0,  1, 2 . . . . .  (1) 

Generally let a be a continuous real variable; we say t h a t  the functions f~ (z) form 

a family of fractional iterates of f (z) relatively to the domain D if ~, (z) is defined 

for every a>~0, z ED,  and  the following conditions are satisfied: 

(i) ]~ (z) is continuous in a, analyt ic  in z, and f, ( z )ED for a >~0, z ED.  

(ii)  /o (z) = z, h (z) = ] (z) for  z r D .  

(iii) h (h (z)) = h+ .  (z) 

for every a>~O, "c>~O, z f i D .  

The nota t ion  is clearly consistent with the definition of natura l  iterates and 

fo (z) interpolates the sequence f.  (z), n = O, 1, 2 . . . . .  

Given an  arb i t rary  (real or c o m p l e x ) " m u l t i p l i e r "  ot*O and zoED,  define the 

funct ion q (t) by  

( ~ )  = Is (Zo), a >t O. 

Then  I (~ (~t~)) = jl+~ (%) = q~ (~1+o) = q~ (~. zt~), 

(1) The definition is relative to D. I t  can be shown by suitable examples that / (/(z)) as an ana- 
lytic function is not determined unambiguously by /(z). The definition can be easily extended to 
cases when D is a domain on a Riemaun surface rather than on the complex plane. We shall later 
be interested in the case when D is on the Riemann surface of log z. 
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i.e. ~ (t) satisfies the functional relation 

I (~ (t)) = ~ (= t) (2) 

and its inverse Z (z)= ~-1 (z) (if it exists) satisfies Schroeder's equation [7] 

z (l (z)) = = z (z). (3) 

Thus under very general conditions the fractional iteration of f (z) gives rise to a 

solution of Schroeder's functional equation. 

Conversely, one can use Schroeder's equation to obtain a family of fractional 

iterates. For  a given multiplier ct let ~ (t) be a solution of (2) such that  ~ (t) is 

analytic at  t = 0 ,  ~ ' ( 0 ) # 0 ,  and denote by Z ( z ) = q ~ _ l ( z  ) the inverse of ~(z); then 

(z) is analytic at  z -  ~, 

= ~ (0) (4) 

and it satisfies the equation (3). Furthermore, 

I~ (z) = z_,  ( = ~  (z)) = ~ (=~ ~-1 (z)) (5) 

is analytic at ~ for every real or complex tr and it satisfies the functional relation 

to (t," (z)) = l ,  (fo (z)) = t,,+, (z), 11 (z) = f (z) (6) 

in a suitable neighbourhood of ~, provided that  ~t ~ is determined so that  

~1 = zt, ~to at~ = ~r for every a, ~. 

This can always be achieved in infinitely many ways; if 

~ t = a b  ~,  a = s + i t ,  a , b , s , t  real, -zt<b~<~t,  

and if k, l are arbitrary but  fixed integers, then 

a a = aS-bt e~(t ~o~ a + t,s)+~.,,(kst+ u) (7) 

is a suitable determination. Therefore in general there are infinitely many distinct 

families of iterates which can be derived from a given Schroeder function (i.e. solu- 

tion of Sehroeder's equation) by the process (5). Note  that  by (2) and (4), ~ is a 

f ixpoin t  of ! (z): 
1 (~) = ~. (8) 

For the iterates (5) to be meaningful it is not necessary to assume that  ~ (z) 

is holomorphic at 0. Suppose tha t  the multiplier ~ in (2) is real, positive and ~ =  1; 
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suppose also tha t  the solution ~0 (z) is holomorphic and schlicht on an angular  domain,  

S:z=~e  t~, - 0 < 9 < 0  , 0 < Q < r ( ~ )  (9) 

where 0 < 0 ~ < ~ ,  and r(yJ) is a continuous positive valued funct ion of r. I f  z-->cp(z) 
maps S onto D (where D is possibly a domain on the Riemann  surface of log z ) a n d  

0 <  ~ <  1 then the funct ion defined by  formula (5) is holomorphic on D for every 

real a > 0 ,  and  the  /a (z) form a family of fractional iterates of /(z) relatively to  D. 

If  ~ > 1, the same is t rue for the inverse funct ion t-1 (z). If, furthermore,  

= lim ~ (z) (10) 

exists when z-->0 o n  S, then  by  (3) and (10), 

lim / (z) = (1U 

when z-->~ on D; hence ~ is a f ixpoint  of ] (z) relatively to the domain D (i.e. with 

respect  to approach from within D). We shall say  tha t  ~ is a singular f ixpoint  of 

/(z) if (11) is t rue  for some domain D of which ~ is an  acce~ible  boundary  point;  

the definition includes the case when ~ is an  ordinary f ixpoint  (8). 

Hencefor th  we shall call Z (z) a Sehroeder funct ion of /(z) if and only if it is 

the inverse of a solution of (2) which is either holomorphic at  0 itself (with ~ '  (0) @ 0) 

or is holomorphic and schlieht on a domain (9) and has the properties s ta ted  in 

connection with (9) (including (11)).(1) I n  part icular  the  Sehroeder iterates (5) always 

refer to a f ixpoint  of t(z) in the sense of (11). 

We note  t ha t  if Z (z) is a Schroeder funct ion belonging to the  multiplier ~ and 

c, fl are positive numbers  then  

X* (z) = c (Z (z)) ~ (12) 

is also a Schroeder funct ion with multiplier ~ ;  bu t  the i terates derived from X* (z) 

are identical with those derived from X (z).(z) A more general t ransformation,  which 

leads to essentially new solutions of equat ion (3), is 

g* (z) = X (z) g ()t (z)), g (t + 1) = 9 (t) (13) 

w h e r e  ~t (z) = log X (z)/log g (14) 

(~) It  is a matter of convention whether we prefer to call X (z) or q~ (z) a Schroeder function of 
] (z); for later convenience we have chosen X (z), In the real variable case it will be necessary also 
to admit non-analytic (real) Sehroeder functions. 

(2) In case of an ordinary fixpoint c and ~ are allowed to be complex. 
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(with a suitable interpretation of log) and g (t) is an arbitrary periodic (analytic) func- 

tion with period I. Combination of (12) and (13) gives the most general transforma- 

tion of Schroeder functions; for Schroeder functions with the same multiplier :r are 

easily seen to be related according to (13). 

I t  follows from the above that  the existence of a single analytic solution of 

Schroeder's equation usually involves the existence of an infinity of such solutions. 

This raises the question whether it is possible to determine a "best"  analytical solu- 

tion relatively to a given fixpoint. We shall find that  in the case of an ordinary 

fixpoint such an exceptional solution does in fact exist, provided that  /(z) satisfies 

certain reality conditions; the property which distinguishes the "good" iterates is their 

asymptotic behaviour near the fixpoint. 

We conclude this section with an ob~rvat ion of Schroeder which can frequently 

be used to transform /(z) in a more convenient form. Let  9(z) be schlicht on 

D=q0(S), and write /* (z) = g (f (g_~ (z))); then ~*=ff(~) is a fixpoint of /*(z) and 

Z* (z)=Z (g-1 (z)) is a Schroeder function of f* (z) relatively to ~*. The corresponding 

family of Schroeder iterates is [* (z) = g ([,, (9_ I (z))). Therefore, every solution for /*  (z) 

supplies automatically a solution for /(z). 

We can use this remark to transfer the fixpoint to the origin. If ~: is finite, 

we take g ( z ) = z - ~ ,  i.e. / * ( z ) = / ( z + ~ ) - ~ ;  if the fixpoint is at  infinity, we take 

1 [ * ( z ) = l / [ ( ! )  In a l l f u t u r e w o r k i t w i l l b e a s s u m e d t h a t t h e f i x p o i n t i s a t 0 .  g (z) = ~,  

3. Koenigs Iterates 

In this and the following section we shall merely state results; proofs will be 

supplied in sections 5 to 9. 

The fundamental theorem of Koenigs [5], applied to the case when the fixpoint 

is at 0, states that  if 

1l=1 

O < l a ~ l < l ,  (2) 

then Z (z) = lira a{ n f.  (z) (3) 

exists and is analytic in a suitable neighbourhood of O. Furthermore, Z' (0)= 1, and 

g (z) satisfies Schroeder's equation 
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Z (it (z)) = a 1 Z (z) (4) 

with multiplier a r 

The effectiveness of the algorithm (3) is not restricted to analytic functions. 

This was observed by H. Kneser [3] who showed that  for the Koenigs function (3) 

to exist it  is .  sufficient to know that  it (z) is defined in a neighbourhood of 0 and 

that  for some posive ~, 

it(~)=a,~+O(lzl'+~), 0<la~l<l (5) 

when z->0. Kneser's extension of the Koenigs theorem is only significant in the case 

that  f (z) is not an analytic function; its most important application therefore is to 

real functions of a real variable. Its usefulness for the purposes of iteration is limited 

by the fact that  condition (5) does not by itself ensure the existence of the inverse 

of Z (z). This is shown by the example of 

z 1 z2 zt i t ( z ) = ~ + ~  s i n [ ~ ,  z4=0, i t (0)=0,  

which satisfies the Kneser condition it (z) = �89 z + 0 (I z 18). Clearly it (z) is continuous and 

strictly monotone increasing for x~>0, also Z (x)= lim 2nit. (x) is monotone non-de- 

creasing. We show that  Z (x) is not strictly increasing. 

For any positive integer m, i t (2-m)=2 -m-l, hence fn(2-m)=2 . . . .  , Z(2-m)= 

= lim 2" i t . ( 2 -~ )=2  -z .  We prove that  
n - - ~ r 1 6 2  

Z ( x ) = l i m 2 n i t . ( x ) = 2  -~ for 2 - ~ - < < x < 2 - z + ] 2  -2z. (6) 

Write x=2-m+2-2me, 0~<s<~. We have 

s m -  = sin (2m ~/(1 + 2 -me)) = - sin (~t e/(1 + 2 -~ e)), 
x 

x --1 x Z s i n ~ = 2 - ~ - l + 2 - 2 a - l e x  1 2-~m (1 + 2-m e)~ sin (~t e / ( l  + 2-~ e)) 

< 2 - m - l +  2 -2m-18-- V32_2m 8 
2zt 

< 2 - 'n-1 + 2 -2m-2 ~, 

> 2  -m-l ,  

/ (x) = 2 - m - 1 +  2-~ el, 0~<~i<~. 

By induction / .  (x) = 2 . . . .  + 2 -~z-2= e., 0 ~< e~< ~, which implies (6). 
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The  following is a real variable version of the Koenigs-Kneser  theorem whJ, eh 

gives a sufficient condit ion for the  existence of 2~-1 (x). 

T H E 0 R E M 1 a. Suppose that ! (x) is continuous, strictly monotone increasing /or 

O< x<~d and 0 < ! ( x ) < x ; ( 1 )  suppose further that !' (x) exists /or 0 < x < d  and 

Then 

/ ' ( x ) = a + O ( x ~ ) ,  O < a < l ,  ~ > 0  (x~O).  

Z (x) = lira a -n !n (x) 
n. . .r  

exists, 

with respect to x /or 0 <  x <  d; !urthermore, 

(7) 

(8) 

is continuous and strictly monotone increasin 9 for O<x<~d and di/!erentiable 

h (x) = X-1 (a ~ Z (x)) (9) 

h (x) = ! (x), /o (!, (x)) = !.+~ (x) (10) satisfies 

for every real a, v, and 

/ , , ( x ) = a " x +  O(x  1+'~) (x ~ 0). (11) 

The  theorem suggests a modif icat ion of the definit ion of Schroeder i terates  for real 

var iable  functions.  Suppose t ha t  /{x) satisfies the conditions s ta ted  in Theorem 1 a. 

We shall call X (x) a real Sehroeder funetidn of / (x)  (or  briefly a Sehroeder funct ion 

of / (x )  if i t  is clear f rom the context  t ha t  we are not  dealing with  the arialytical 

case) if X (x) is posi t ive valued, continuous, s t r ic t ly  monotone  (increasing or decreasing) 

for 0 < x ~< d, and 

Z (1 (x)) = a X (x) (12) 

for some posit ive cons tant  :r ~= 1. Since 0 < / (x) < x, X (x) is monotone  increasing if 

0 < a < 1 and  monotone  decreasing if ~ > 1. Fur thermore ,  

l i m X ( x ) = 0  if 0 < ~ < 1 ,  l i m X ( x ) = ~  if ~ > 1 .  (13) 
x40 ~40 

The real Schroeder i terates  corresponding to X (x) are obta ined f rom 

1. (x) = g-1 (a" ~r (x)); (14) 

(*) T h e  a s s u m p t i o n  ] (x) < x is necessa ry  to m a k e  t h e  f ixpo in t  " a t t r a c t i v e " .  I n  t h e  ease of ] (x) > x, 
0 < x ~<d, we replace ! (x) by  i ts  inverse  in all f u t u r e  considera t ions .  "The case w h e n  / ( x ) -  ~ h a s  in- 

f in i te ly  m a n y  zeros in eve ry  n e i g h b o u r h o o d  of 0 will no t  be considered.  



212 G.  S Z E K E R E S  

they are 

a and 

clearly continuous with respect to a, 

lim /o (x) = 0 
a - - ~ o o  

strictly monotone decreasing with 

(15) 

for every given x, 0 < x ~ d. 

the relation 

I t  follows from this that  conversely, given a >0,  ~ :V 1, 

S0 (f, (d)) = a" (16) 

determines the Schroeder function S0 (x) completely, provided that  the iterates [o (x) 

are known. Any other Schroeder function associated with the family ] o ( x ) i s  ob- 

tained by the transformation 

g ( x ) = c ( Z o ( x ) )  ~, c>0 ,  /~40; (17) 

the particular representative (16) is normalized by the conditions Z ( d ) = l ,  multi- 

plier ~. 

Condition (7) of Theorem 1 a is sufficient, but, of course, not necessary for the 

existence of the inverse of the Koenigs limit (8). The following theorem is therefore 

of interest as it shows that  the existence of a family of real Schroeder iterates with 

the asymptotic property ( l l )  necessarily implies the existence of the Koenigs iterates 

(with a slightly modified definition of the Koenigs functions (8))and the two families 

are identical. In particular, the asymptotic property (11) characterizes the Koenigs 

iterates uniquely. 

T H ~. 0 R E M 2 a. Let [ (x) be continuous, strictly monvtone increasing /or 0 < x <. d 

and 0 < [ (x)< x. Suppose that [ (x) has a [amily  o/ real Schroeder iterates which satis/y 

the asymptotic relution 

lim I / o ( x ) = a ~  0 < a < l  (18) 
x~0 X 

/or every positive a. Let Z (x) be a real Schraeder /unction with multiplier a /rom which 

the /amily  /~ (x) has been derived; then 

)~ (x) = )~ (d) lim (In (x)//n (d)}. (19) 

The last limit is, of course, identical with the Koenigs limit (8) whenever the latter 

exists, but  it is slightly more general than (8). The theorem can be interpreted as 

stating that  the Koenigs iterates behave more "regularly" in the neighbourhood of 

0 than any other family of iterates. This is not an empty statement; for the real 
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Schroeder equation (12) has infinitely many  continuous strictly increasing solutions 

for every positive multiplier ~, 0 <  ~ <  1. In  fact we can define Z (x) as an arbi t rary 

continuous strictly increasing positive valued function in the interval ! (d)< x~< d, 

subject to the condition that  X ( / ( d ) ) = g Z ( d ) ;  Z(x) is then uniquely determined for 

0 <  x<.d by the functional equation (12). The particular Schroeder function 

Z (x) = lim {/n (x)/!n (d)} (20) 
~--+oo 

if it exists for O<x<.d will be called a principal Schroeder function of ! (x); its 

multiplier is a = lira 1 ! (x) and it is normalized so tha t  X (d) = 1. 
z~0 x 

We shall call ! (x) regular with respect to iteration (or briefly regular, if there 

is no danger of misunderstanding) if (and in the case of 0 < a = lira 1 ! (x) < 1 only if) 
x~0 x 

! (x) has a family of real Schroeder iterates which satisfies the condition (18) of Theo- 

rem 2 a for every positive a. Clearly it then also satisfies the relation for negative 

values of a. The fractional iterates which satisfy the asymptot ic  relation (18) are 

themselves regular, and the theorem shows that  they are uniquely determined by  ] (x). 

Regularity for the cases a = 0 and a = 1 will be formulated later. 

From the point of view of analytic functions the Koenigs-Kneser theorem has 

another significant extension which refers to the singular case of Schroeder iterates. 

There are various possibilities for such an extension, and the one given below refers 

to the case when ! (z) has an asymptotic  expansion at  0. Briefly, the theorem states 

tha t  if ] (z) has an asymptotic  expansion 

/ ( z )~  ~ . a v z  l+~v, 8 > 0 ,  
P=O 

with real coefficients av, then its Koenigs 

character, 

O < a o <  1 , (z~O) (21) 

iterates have an expansion of similar 

where ag ~ = (a0) ~. 

Note tha t  the coefficients a~ ~ can be determined uniquely from the commutat ion 

relation 

/ (!~ (z)) = 1o (1 (z)), 

i.e. from the formal relation 

15- -  583802. Acta mathematica. 100. I m p r i m 6  lo 31 d6cembre  1958. 

/~(z)~ ~ a ~  ~ I+0p, ( z~0)  (22) 
p~0 



214  G. SZEKERES 

I" ~ "1 l+, a~ I- ~r l l + ~  q a ,  / : V : ' + ' : /  : a , : ' + " ' /  ' 
p=o Lq-O J a-o L~-o J 

and the condit ion a~ ~)= (ao)~; c lear ly each a~ ~ is real. 

T H E 0 R E M 3 a. Su2oTose that / (z) is real /or z = x, 0 < x <~ r, and h o ~ r p h i c  on 

an a ~ l @ r  (semi-e~ed)  domain 

A ( O , r ) = { z ;  z = x + i y ,  0 < x < r ,  - O x < y < O x ) ,  r > 0 ,  0 > 0 .  (23) 

Suppose /urlher thai /or every /ixed positive integer ]r and /or certain real coefficients aT, 

]r 

/(z)= E a:~'+~:+o(lzl'+~), fl>0, 0<ao< 1 (24) 

when z-->O in A (0, r) (so that ] (z) is asymptotically di//erentiable at 0 in the sense o/ 

w 7). Then there exist positive numbers Oo, r I so that the /oUowing is true; 

(i) / , ( z ) E A  (0, r) /or z E A  (0~, r 1) 

and every non-negative integer n. 

(ii) X (z) = lira a~ n In (z) 

exists and is holomorphic and schlicht on A (Ol, rl). 

(iii) 1o (z) = Z-1 (a~ X (z)) 

exists /or every a > 0  and z E A  (01, rl), and /orms a /amily o/ Sehroeder iterates which 

k 

l :  (z) = ~ a(r ") z l+/tp + 0 (I z l l+~k),  a~ <') = a~ (25)  
lll-O 

when z E A  (0~, ri). 

In  par t icular  ] (x), 0 < x ~< d for a suitable 0 < d ~< r is regular  with respect  to 

i tera t ion so t h a t  the family  /o (z) is uniquely character ized by  the a sympto t i c  pro- 

pe r ty  (24). 

The  a lgor i thm of Koenigs  is not  applicable direct ly to the case when ~' (0) = a I = 0 

in  (1), i .e.  if 

/ ( z )=  ~. apz ~, r e > l ,  am~:0 I zl<Rl>0; (26) 
10~m 

b u t . . b y  making  use of  r emark  a t  the end of w 2, i t  can be easily t ransformed into 

a form which comes under  the range of the Koenigs algori thm. First ,  by  a t rans-  
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formation g ( z ) = z / b  where bm+l=am, we achieve that  am = 1 in (26). Next, by ap- 

plying the transformation g (z)= 1/log 1 we transform ] (z) into 
Z 

/* (Z) = 1 / l o g  (1 /1  (e-1/r (27) 

We have for ~EA (1, r) (definition (23)) where r is a suitable positive number, 

t (e - l j : )  = e - ~ ' :  (1 + O (] e -lj~ I)) 

log (1/[ (e-1/~)) = m /~  + 0 (1); 

the O-symbols refer to ~-+0 in A (1, r). Hence by (27), /* (~) = ~ /m + 0 (] ~ 12) �9 This 

almost comes under Theorem 3a,  except that  [* (~) has no asymptotic expansion 

of the form required by that  theorem. This could be rectified with some effort, 

but  we prefer to give independent formulations (and proofs) of the analogues of 

Theorems 1 a, 2 a and 3 a. The algorithm (29) below has been obtained by aeom- 

bination of (8) and (27). 

T H E o R E M 1 b. Suppose that f (x) is continuous, strictly inerextsing for 0 < x <. d 

and O< .t (x)< x; suppose [urther that ["(x) exist for O< x <  d and that /or suitable real 

numbers /z > l, a > 0 and (~ > O, 

/ '  (x) = # a x  "-1 + 0 (~-1+o) (x 4, 0). (28) 

Then Z (x) = l i ra / t - "  log (1// ,  (x)) (29) 
n--~O0 

exists, is continuous and strictly decreasing ]or O< x <~ d and dilferentiable with respect 

to x /or 0 < x <  d; [urthermore, 

/o (z) = x_~ (~~ z (z)) (3o) 

satis]ies the relation (10) and 

tta-1 
fo (x) = a #-1 x #~ (1 + 0 (x~ (x ~, 0) (31)  

/or o > 0 .  

The existence of the limit (29) already follows from 

f (x) = a x u + 0 (x u) (x ~ 0); (32) 

the stronger hypothesis (28) was made to ensure the existence of the inverse of X (x).  

I t  can be shown by eounterexamples that  even 

[' (x) = / t a x  ~-1 + 0 (x ~-1) 
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is not sufficient for the existence of ;/-1 (x). Notice that  Z (x) is a real Schroeder 

function of ] (x) with multiplier /t. 

T H E 0 R E M 2 b. Let f (x) be continuous, strictly monotone increasing for 0 < x <<. d 

and 0 < ] (x)< x. Suppose that f (x) has a family of real Schroeder iterates fo (x) which 

satisfy the asymptotic relation 

tta-1 
lim x - ~ h ( x ) = a  "-1,  # > 1 ,  a > 0  (33) 
z40 

for every positive a. Let Z (x) be a real Schroeder function with multiplier t ~ from which 

the family f~ (x) has been derived; then 

Z (x) = Z (d) lim {log ]~ (x)/log/~ (g)}. (34) 
n--~oo 

Clearly (34) is identical with (29) whenever the latter exists. The limit 

Z (x)= lim {log f .  (x)/log f .  (d)} 

is again called a principal Schroeder function of l (x). 

We shall call ! (x) regular with respect to iteration if f (x) has a family of Sehroeder 

iterates which satisfy the condition (33) of Theorem 2 b for every positive a; these 

iterates are themselves regular and are uniquely determined by the asymptotic relation. 

THEOREM 3b. Suppose that ](z) is analytic at 0 and 

/ ( z ) =  ~. a~z v+m, r e > l ,  aoS>l , ]zl<R,>0, (35) 
p - 0  

where m is a positive integer and all coefficients a T are real. Denote by Q (R), R > 0 ,  

the domain 
Q(R)={z;  z=Qe '~, 0 < ~ < R ,  - o o < ~ < ~ }  

on the Riemann surface of log z. Then there is a positive number R so that 

Z (x)= - lira m-" log ], (z) 
n--~OO 

(36) 

exists /or all z E Q (R) and is holomorphic and schlicht on Q (r); log ]n (z) is specified by 

the condition that it is real valued i/ am z = 0. Furthermore, 

/~ (z) = X-1 (m ~ Z (z)) 

~xists for every a >0,  z EQ (R) and forms a family of Schroeder iterates such that 
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f~(z)= ~ ~ avq-(~ (p+~,~"+q+O(lz]k), a ~ ) = l  (37) 
(p+l)ma+q<k 

for every fixed k > 1. 

In particular, /(x) is regular with respect to iteration so that  the family /(z) is 

uniquely determined by  the asymptotic property (37). 

Note that  f (z) itself is analytic at  0 and so are, of course, its natural iterates; 

but  fa (z) for non-integral a has a logarithmic singularity at  0 and the expansion (37) 

is not necessarily convergent. 

4.  I ~ v y  I t e r a t e s  

We consider now the case that  al:= 1 in (3.1)(1) and all coefficients a,  are real. 

This case was treated by P. L6vy [6] in connection with the problem of regular growth 

of real functions. L~vy has shown that  if f (x) is strictly monotone increasing and 

continuous for 0 < x ~< d, I (0) = 0, f (x) < x, for 0 < x < d; furthermore, if f '  (x) exists 

and is of bounded variation in the interval o < x < d  and lim f (x)= 1, then for every 
x~0 

given x, y in the interval 0 < x ~< d, 0 < y -<< d, 

~ ( x ) =  lira xn--Y------2-" , x , = / , ( x ) ,  y . = / , ( y )  (1) 
n-,oo Yn-1 -- Yu 

exists. Also lira x"-I - x. 1, (2) 
n-*or Yn-1 -- Yn 

so that  2z ( y ) = - ) ~  (x). For a fixed y, 2 ( x ) = ~  (x) is a (not necessarily strictly) 

monotone increasing function of x and it  satisfies Abel's equation 

2 ( / ( x ) )  = 2 (x) - 1. (3) 

I t  follows that  if 2 (x) is continuous and strictly monotone increasing, Z (x)= e ~r is 

a real Schroeder function belonging to the multiplier e -1. 

I t  is more convenient to operate directly with the Abel function ~t (x); if 2 (x) 

is strictly monotone and continuous, so that  its inverse 2-1 (x) exists, then 

/~ (x) = 2_1 (2 (x) - ~) (4)  

is a family of Schroeder iterates of ] (x). Following L6vy, we shali call every con- 

tinuous strictly monotone solution of Abel's equation a logarithm o] iteration of /(x). 

(x) (3.1) refers to formula (1) of w 3. 
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We note that  if 2 (x) is a logarithm of iteration of ] (x) and x is any real number 

then 2* (x)= 2 (x)+ ~ is also a logarithm of iteration, but  the family of iterates de- 

rived from 2* (x) is identical with those derived from 2(x); the two arc therefore 

equivalent. A logarithm of iteration will be called principal if it is obtained by the 

I ~ v y  algorithm (1); the iterates themselves will also be called principal. More pre- 

cisely, 2 (x) is called a principal logarithm of iteration of ] (x) if (i) 2 (x) is a loga- 

ri thm of iteration, and (if) there exists a positive monotone decreasing sequence ~,, 

such that  

2 (x) = lira f . (x)  - / .  (d) (5) 

This normalizes 2 (x) so that  2 (d)= 0. Clearly (3) and (5) give 

l i r a / .  ( x ) - l . + ~  (z) 1 
n-~O0 ~2 n 

for every O < x < d ,  from which (1) and (2) follow with 

2,  (x) = 2 (x) - 2 (y). 

Two principal logarithms of iteration differ only in the choice of d and are easily 

seen to be equivalent. From (1) it is clear that  the principal iterates if they exist 

are uniquely determined by ] (x). 

T H E 0 R ~ M 1 c. Suppose that / (x) is continuous, strictly monotone increasing /or 

0 < x <<. d and 0 < / (x) < x; suppose further that [' (x) exists /or 0 < x < d and that /or 

some finite real a > O, fl, ~, 0 < ~ < fl, 

l '  (x) = 1 - a (fl + 1) x ~ + 0 (x ~+a) (x r 0). (6) 

then if y = Yo is any fixed point in the interval 0 <  y <. d, 

2 (ig) = l i m a  l/# (}~ n )  1+1/'~ (]n (x)  - -  fn (Y)) 
lti,.--~.oo 

(7) 

exists and is continuous and strictly increasing for 0 < x <<. d, diHerentiable /or 0 < x < d; 

furthermore, 

I,, (z) = 2_1 (2 (z) - a) (4) 

satisfies the relations (3.10) and 

[o (x) :: x -  a a x ~+1 + 0 (x ~§ (x ~ 0). (8) 
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Clearly ~. (x) is a principal logarithm of iteration with 

7. = a-11~ (fl n) -I-11~ 

in (5). The existence of the limit (7) already follows from 

l ( x ) = x - - a x  ~+l+O(x ~+1) (x~O), (9) 

but not the existence of 2-x (x). I t  does not seem to be possible to deduce the stronger 

error term O(x ~+1+~) in (8) from the assumption (6). 

T H E 0 R E M 2 C. Iaet / (X) be continuous, strictly monotone increasing /or 0 < x <~ d 

and 0<  f (x)< x. Suppose that / ( z )  has a /amily o/ real Schroeder iterates /o (x) which 

satis/y the asymptotic relation 

lira x -~-X(x- - / , ( x ) )=aa ,  a > 0 ,  f l > 0  (10) 
xr 

/or every positive a. Let ~ (x) be a logarithm o/ iteration /tom which the family 1~ (x) 

has been derived according to (4); then ~ (x) is a principal logarithm o/iteration o / / ( x ) .  

The theorem shows that  the iterates are uniquely characterized by the asymp- 

totie property (10). Again we shall call [(x) regular with respect to iteration ff [ (x) 

has a family of Sehroeder iterates which satisfies the condition (10) of Theorem 2c. 

THEOREM 3C. Suppose that /(z) is real for z=x ,  O < x ~ r ,  and that /or certain 

positive numbers fl and ~ ,  

lira x- - [  (x) = (11) 
z4o xl+t~ ~o. 

Suppose [urther that [ (z) is asymptotically di//erentiable at 0 in the sense o/ w 7, i.e. 

/or every 0 > 0 there is an r =  r (0)>0 so that /(z) is holomorphic in the (semi-closed) 

domain 

B(O, r)={z; z = x + i y ,  O < x ~ r ,  -Oxl+O<~y<~Oxt+~} (12) 

and /or every /ixed positive integer k, 

k 
/ ( Z ) = Z - -  ~ ~r 6C0>0 , zEB(O,  r) (13) 

p=0 

where m is a positive integer and the coe//icients otr are real. 

Then [ (z) is regular with respect to iteration and the principal iterates 1~ (z) are 

asymptotically dil/erentiable at O. 
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The  meaning  of the  s t a t e m e n t  of the  theorem is t h a t  the  res t r ic t ion  of / (z )  to 

the  posi t ive  real  axis  is regula r  and  the  pr inc ipa l  i tera tes ,  which exis t  according to 

Theorem 2 c, (1) are  ana ly t i c  funct ions  which sat isfy  the  condi t ions  of a symp to t i c  dif- 

ferent iabf l i ty .  More precisely,  i t  will be shown t h a t  

l im x - [~ (x) (14) 
x~o x ~+~ ~176 

and  for eve ry  0 > 0  there  is an  r = r ( 0 ,  a ) > 0  so t h a t  

k 
to  (Z) = Z - -  ~ O~ (a) Z l+fl+13plm -~- 0 (I Z II+fl+flk/m)), ( 1 5 )  

p=0  

when zEB(O, r). The ease (1.11), men t ioned  in the  in t roduct ion ,  when / (z )  is ana-  

l y t i c  a t  0 and  

/ (z)=z-  ~ ~pz "~+1+~', a0>0, 
p - 0  

is a pa r t i cu la r  case of the  theorem corresponding to  fl = m. 

5. Regular Iteration 

Throughou t  th is  and  the  following sect ion we assume t h a t  / (x )  is continuous,  

s t r i c t ly  monotone  increasing for 0 ~< x < d,~: [ (0) = 0, [ (x) < x for 0 < x < d. I t  follows 

f rom these condi t ions  t h a t  for every  given x, 0 < x < d, the  sequence x 0 = x, xn = [ (xn-1), 

:n = 1, 2 . . . .  is s t r i c t ly  monotone  decreasing a n d  

lim x . =  lim In (X)=0. (1) 
n-~OO n--~OO 

W e  note  t h a t  0 < x < y ~< d implies  0 < xn < yn < d for every  n > 0. 

W e  begin wi th  the  proofs of Theorem 1 a, 1 b a n d  1 c. 

(a) The  as sumpt ion  of Theorem 1 a is 

]'(x)=a+O(xO), 0 < a < l ,  (~>0 ( x ~ 0 )  (2) 

which c lear ly  implies  

/ ( x ) = a x + O ( x  1+~) (x~ O). 

Hence  there  exis ts  a posi t ive  number  c so t h a t  

(3) 

(1) Strict monotonity of / (x) follows from lira ]' (x) = 1 which is a consequence of Theorem 6, w 7. 
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[l(x)-az]<cx T M  for O < x < d .  

(x ,~ o). 
We show tha t  

a - " l , ( x ) = x + O ( x t + ' ~ ) ,  n = l ,  2 . . . . .  

Let  b= �89  (1 + a )  and choose do, 0 < d o ~ d  so that  

b O a > ( a + c x ~  T M  for 0 < x ~ < d  o. 

By induction we prove tha t  for 0 <  x ~< do, 

/ , ( x ) < a " x + a " - i c ( l + b ' ~ + . . . + b ( " - ' ) 6 ) x l + ~ ,  n = l ,  2 . . . . .  

For n = 1 the inequality follows from (4) and for n > 1 from 

]n+l ( x ) = I .  ( / (x) )< a" ( a x +  cx TM) 

"4- a "-1C (l + b ~ + ... + b (n-l)6) ( a x +  C xl+~) 1+~ 

<an+l x + a "  c(1 +b6 + ... +b"~)x  1+~ 

by (6) and (7). Similarly we can prove tha t  

I , ~ ( x ) > a " x - a " - l c ( l + b ~ +  ... +b("-l)~)xl+~ ' O<x~<d o. 

~.~ { - o (a ~") 

g (x) = lira a -n I .  (x). 

From (3) and (5) we get 

I Xn+l  
an+l 

which proves the existence of 

To prove the existence and positivity of g '  (x), we first have formally 

71-1 
- n  ~ a - n  i t  Z ' ( x ) =  l i m a  / n ( x ) = l i m  1-I (xr), 

n---~oO ~---~o0 p - 0 

log Z' (x)= lira .--log I' ( x , ) - n  log a 

n--I ) 
= ~ 

by (2); but  the last expression converges uniformly for 0 <  x~< d by (5). 

Finally, (5) and (8) give 

Z(x)=z+O(x'+~), Z_l(x)=x+O(xi+~), (z~O). 

221 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 
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Relation (3.11) now follows from (3.9) and (9). Relation (3.10) is trivial. 

(b) The assumption of Theorem 1 b is 

ff (g) = ~ a x/~-1 -~- O (9~ u+6-1) (Z ~ 0), (10) 

a>O, , u > l ,  ~>0 ,  

which implies ](x)=axU +O(x ~+~) (x~ O). ( l l)  

Hence there exists a positive number c so that  

[ l o g / ( x ) - l o g a - p l o g x ] < c x  ~ for O<x<~d. (12) 

By induction we prove that  for every positive integer n, 

[ l o g  / .  (x) - % " -  I " 1 - 1  log a - p " l o g  x]<c p - -  tx~ (13) 
/~ -1  

for O<x<~d. 
For n =  1 the inequality follows from {12). Assuming its validity for n, we get 

Pn---1 log a - / ~ "  l o g / ( x ) l < c  (/(x)) ~ (14) [ l og / .  (/(x)) --  /~ _ 1 

and from (12), 

]/t ~ l o g / ( x ) - p "  log a - / ~  "+1 log x[<c/anx ~ (15) 

By adding (14) and (15) we get 

#~+1 -- ) n+l __ 1 
l loga_#n+l logx]<c(#"- l ( / ( x ) )~+/anx~  <c [~ x ~ I l o g / . + 1  (x) ~ \ ~ -  1 . ~ -  1 

proves (13)for every n. From (13)we get for O<x<~do<Min{d,!} w h i c h  

x.  = o (~-") (16) 
and from (12) 

]/z - ' -1  log (1//.+1 (x) )_p-n  log (1// .  (x))[ 

= ] # - . - 1  log (1/'/ (x,,))- p-"  log (1/Xn)] < p - " - i  ]log a[+cx~=O(la-"), 

which proves that  

Z(x)= lira p - "  log (1// .  (x)) {17) 
n ~  

exists and is finite for 0 < x ~< d 0. Since for a suitable m 0 < [m (X) ~< d o when 0 < x ~< d, 

the limit (17) exists for every O<x<~d. 
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To prove the existence and negativity of Z' (x) we note that by (10) and (11), 

x I' (x) _ ~, + o (x ~) 
l (x) 

hence 
n - 1  

log/" (x) log x + ~ log x~/' (xj,) 
f .  (x) .oo / (x,,) 

n - 1  

= n log ju - log x + ~. 0 (x~). 
p-O 

But from (17) first formally, 

and this is equal to 

I" (x) t log ( - Z' (x)) = liin { - n log ~u + log 
.--,00 t / .  (x)! 

n - 1  

- l o g x +  lim ~ O(x~) 
n--~oo p=O 

(18) 

by (18). The uniform convergence of ~ xv is obvious from (16) for 0<x~<d 0, hence 
p=0 

- Z '  (x) exists and is positive. 

Finally (13) and (17) give 

g(x)= n~olim ~u-n log (1//. ( x ) )= -{ log  x + p _ l  1 l o g _  a+O(xn)}, 
1 

g_x(y)=a U-le-U(l+O(e-nU)) (y--->oo) 

from which (3.31) follows easily by (3.30). 

(e) The assumption of Theorem 1 e is 

f' (x)= 1--(fl+ 1)axt~+O(x e+n) 

a > O ,  fl >(~ > 0 ,  

(x r 0), (19) 

which implies /(x)=x--axl+~ +O(x 13+6+1) (x ~, 0). (20) 

We first show that 

lim nflax~=l, x,~=]n(x); (21) 

in fact (21) follows already from 

l ( x )=x-a~+l+o(~  +1) (x~ 0). (22) 

To prove the relation, write 
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and  X ~ = ~ n + " ' + ~ n ,  n = l ,  2 . . . . .  

B y  (1), (22) and (23), an.-~a, xn+l/Xn--~l (n-+oo);  

3: n ~ X n + l  X n + l  ~:n - -  ~ : n + l  

hence an = x~+ 1 Q,+I Xn x~-- - ~+~---'~a, 

q,~+l-.-)-fla by  (23), (24), (25), and 

1 

n (~  + " "  + ~n)-~fl a 

This with (24) gives (21). 

F rom the formula we get, by  (22), 

when n--~ oo. 

(23) 

(24) 

(25) 

(27) by  Oc. I n  other  words 

x ;  a = f l  a n + 0 (n 1-~1a) 

uniformly for c ~ x ~ d, where 0 < c < d. 

Choose a positive integer m so tha t  c>~[m(d). 

numbers  x, y for which ~ ~ x < y ~< d, 

y~a < x~ ~ ~< y~+~m. 

(28) 

We have for any  fixed pair  of 

lira a 1/~ (n~) 1+1/~ (x n -- xn+l) = 1, (26) 

which shows tha t  we mus t  have ~n=a-1/~([~n) -1-vp in (4.5), provided tha t  / ( x ) p o s -  

sesses a principal logari thm of iteration a t  all. 

I f  the stronger assumption (20) is used instead of (22), formula ( 2 1 ) c a n  be 

fur ther  improved.  First  we have,  instead of (25), the sharper result 

an=a+O(x~) ,  Xn .1 /Xn=I+O(x~) ,  

hence a ,  = en+l fl-1 (1 + 0 (x~n)) = a + O (x~), 

en + l = fl a+ 0 (x~) = fl a+ O, (n -~/~) 

by  (21), where the suffix x with the O-symbol indicates t h a t  the constants  in the 

symbol m a y  depend on x. Hence 

x~ # = ~1 + "'" + ~, = fl a n + Ox (nl- 8/~) �9 (27) 

We show tha t  if x is in the fixed interval 0 < c ~< x ~  d then Oz can be replaced in 



R E G U L A R  I T E R A T I O N  O F  R E A L  A N D  C O M P L E X  F U N C T I O N S  225 

B u t  by  (27), y ~  = fl a n + Ou (hi-o/Z), 

y~P+, = fl a (m + n) + O~ ((m + n) t-~t~) 

= fl a n + Oy (n 1-ap) 

since m is fixed and  0 <  ~ < fl- Hence 

x;~ = fl a n + G ( nz-~t~)- 

B y  choosing y = d the result  follows. 

We can now prove  the  existence of 

;t (x) = l i m a  l/0 (8 n) z+ltp (f. (x) - [~ (y)) (29) 

and the existence and  posi t iv i ty  of )V (x). We have, by  (19) and  (28), 

= l im I + log n + ~ log [ '  (x~) 
n--~oo 1~-0 

" '  

= lira 1 + 1  l o g n - - ( f l + l ) a  ~. x~+ 
n - -~oo  p ~ 0 

" - '  } 
o (3+~) 

p-O 

: ,m {(,+i),o, 1\ .--1 1 
n - - I + . ~ )  ~ z p - - ( ~ + l ) a x P  

. -~ )} + ~ 0 (p-l-,~t~ , 
l a : l  

uniformly  for c ~< x ~ d. Therefore 

log 2' (x)= lim {~ log a+ (l + ~) log (fln)+ log /'n (30) 

e x i t s  and  is finite, so t h a t  2' (x) is posi t ive for every  x > 0. The  existence of ;t (x) 

now follows f rom the uniform convergence of ( 3 0 ) i n  every  interval  c<~x<~d, and 

f rom the fact  t ha t  the l imit  (29) exists a t  least  for the value x =  y; in fact  the  con- 

vergence of (29) is uniform for vExEd, ([4], p. 342). We note  also t h a t  

;t ([ (x) = lim a 1/p (fl n) I+ltp ([ (Xn) -- y,) 

= l i r a  a lto (fl n )  l + l / #  ( Z n + l  - -  Xn) 

+ lira a lip (fl n) 1+1/~ (zn -- Yn) 

= - - l + t ( z )  
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by (26) and (29), which is the function equat ion (4.3). Generally 

4 ( / , ( ~ ) ) - - ~ ( x ) - n ,  n = ] ,  2 . . . . .  ( 3 1 )  

Finally, to prove (4.8) we take y = d  in (29), so tha t  4 (x) increases from 0 to d. 

F rom (29) and (31) we get  

lira q, 1/8 (fl 3 )  I+1 /8  ( 4 _ 1  ( 4  ( x )  - -  3 )  - -  4_. 1 ( - -  3 ) )  = ~ ( x )  
~--~oo 

or if we set 4 ( x ) = - 0 ,  0 > 0 ,  

lira a 1/8 (fl 3) 1 + 1/8 (4_1 ( _ q _ n) - ~-t  ( - n)) = - e. (32) 
~--~oo 

This is t rue for every ~ > 0 ,  and the convergence is uniform for say 0~< Q 4 1. Wri te  

Q + ~  for Q in (31), and  subtract  (32) f rom the new relation: 

lira a 1/8 (fl 3) 1+1/8 (~--1  ( - -  Gf - -  e - -  3 )  - -  ~--1 ( - -  0 - -  3 ) }  = ~ a .  
n--~oo 

Again the convergence is uniform for 0 ~ <  1, and  we can replace ~ +  n by  a con- 

t inuous variable t, 

lim a 1/8 (/~t) 1+1/8 {/l_ 1 ( -  a -  t ) -  4_1 ( - - t ) )  = - a ,  (33) 
$--+oo 

t rue  for every real a. 

Nex t  we note  t ha t  for / (d) < x ~< d, 

n = (fl a) -x x ;  8 4- 0 (x~ 8+6) 

by  (28), hence by (31), 

]t (x,,) = ,~ ( x )  - n = - ( f l  a )  - ~  z ; P  + 0 (x:,8+~). 

Since the points  xn, / ( d ) <  x = x  o ~< d cover the whole interval (0, d) we conclude tha t  

Write  

where by  (34), 

and  by  (35), (36), 

(x) = - (fl a) - t  x -8 + 0 (x-#+~). 

(x) = - (~ a) -1 z -8 (1 + ~ (x)), 

4-i ( - y) = (/~ a) -1/# y-i/S -i- y: (y), 

r  o ( x ' ) =  o ( l )  ( x r  

(34) 

(35) 

(36) 

(37) 

x (1 + r (x)) - ' 8  + W {(fl a) -1 x-# (1 + r (x))) = x. (38) 
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Furthermore ,  from (33) and (36), 

(a + t) - ~ (0  = 0 (t-~-~/~),  ( t ~  ~ ) .  

Now (4.4) and (35), (36), (37) give 

/~, (z)  = ~_1 (~ (x) - a)  

x (1 + ~ (x)) -1/p l1 
t 

a a ' xa  } 
1 + q) (x) F 0 (x ~p) 
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(39) 

-t- y~ {(fl a)-I  x-P (1 +q)(x) )+a}  

= x - a a x ~ + P +  O(x 1+~) 

+ ~p {(fl a) -1 x -p (1 + ~0 (x)) + a} - ~p {(fl a) -1 x -p (1 + ~0 (x))} 

by  (38), which is equal to x - a a x l + ~ +  O(x I+p) by  (39). This proves (4.8). 

We conclude this section with the proofs of Theorems 2a ,  2 b and 2 c. 

(a) The  assumption of Theorem 2 a is 

lim 1 

for every  fixed positive a; or writing ~ = X-I ( an g (d)), a ~ = ~ (x)/g (d), 

lim •-1 (a" g (x)) ~ (x) 
n - , .  (a n Z (d)) X (d) 

which is the s ta tement  to be proved. 

(b) The assumption of Theorem 2 b can be writ ten in the form 

lira [ - #" log ~ + log Z-1 ( ~  Z (x))] = - 1 log a, 
~;0 

hence lira log X-1 (~~ X (~)) ,~ 
~ 0  log ~ # 

for every  fixed positive a. The subst i tut ion ~=)~-1 (P)~ (d)), #"=)~ (x)/)~ (d) gives the 

desired relation. 

(c) The assumption of Theorem 2c  is 

lira ~-~-'  ['~-1 (~ (~) - a) - ~ ] = - a a (40) 
~ o  

where the free addit ive constant  of ;t (x) can be chosen so tha t  

(d) = O. (41) 
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By setting ~ = 2 _ 1 ( - n  ), a = -  2 (x) in (40) we get  

lira [2_ 1 ( - n)] -/~-I [2_ 1 (2 (x) - n) - ),-t ( - n)] = a 2 (x), 

or equivalent ly  

lira (/n (d)) -~--1 [/n (x) - / n  (d)] = a 2 (x) (42) 

because of (41). Since condition (22) is satisfied, (21) is valid, and in par t icular  

lira (n fl a)I/~ /n (d) = l, 

which, wi th  (42), gives the desired relat ion 

2 (x) = l i m a  I/~ (fl n) l+x/~ If, (x) - / ,  (d)]. (43) 

6. Regular Iteration (cont.) 

The  assumpt ions  of Theorems 1 a, 1 b and 1 c are sufficient but  by  no means  

necessary for the regular i ty  of a function. I t  is therefore desirable to have  some 

fur ther  criteria and  useful methods  of construct ion of regular families. We shall only 

consider here func t ions  which come under  Theorems c (case /~ (0 )=  l i m / ( x ) / x =  1),  
\ z$0 / 

with one tr ivial  exception.  

T H E O R E M  4 C. The principal iterates /~ (x) o/ a regular /(x) with /'+ (0)= 1 are 

themselves regular. I /  2 (x) is a principal logarithm o/ iteration o / /  (x) then 12 (x) is 
: ( 7  

a principal logarithm o/ iteration of /~ (x). Furthermore, if ~ is a positive number then 

the functions 1 / (~ x), ( / (x ' ))  1/~ are regular and 2 (v x), 2 (x') are their principal logarithms 

of iteration respectively. 

Proof. The existence of / ,  (x) follows f rom Theorem 2 c, its regular i ty  from the 

definition of regulari ty.  We have t o  ver ify t h a t  2* (x) = l 2 (x) is a logar i thm of itera- 
(7 

t ion o f / ,  (x). Bu t  2* (x) is continuous, s tr ict ly monotone  increasing, and 2"1 (y) = 2-1 (a y) 

so t h a t  

2"1 (2" (z) - ~) = 2-1 (2 (x) - a 7) = h~ (x) := (/~)~ (x). 

To prove  the second half of the theorem, pu t  first  2* (x )=  2 (v x); then  2* (x) is 

1 2  continuous,  s t r ic t ly  monotone  increasing for 0 <  v<~d/v and 2"1 ( y ) = ~  -x (Y)so t ha t  
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;t*-~ (;t* (x) - a )  = 1 ~_~ (;t (v x)  - a )  = 1 / , ,  (v x) .  

Also l im x-1-~ I~ / .  (v x) - x} = l im re (v x)-  l-~ { t .  (v x) - v x} = - a dZ a 
xLO x~O 

b y  (4.8). 
II~ Finally to deal with (/(x')) I/', put )t* (x)=2 (x~); then 2"-i {y)= ( -i {Y)) hence 

~*-1 (~* (X) - -  O') = {'~--1 (~ (xv) - -  O')) 1/" = {/or (X ' ) )  1/'- 

Also lira x - I  - '~ {(/. (x')) I/v - x} 
xJ,0 

= l i m  x -1- '~ {x (1 - - a a x ' ~ +  0 (x'~))I/'--x} 
x~0 

1 
- - - a f t  

which is an a sympto t i c  relation of the form (4.8). 

T H E O R E M  5C. I t  t(X) is regular, t ~ ( 0 ) = l ,  and 2(x) is a principal logarithm 

o/ iteration o / /  (x), then 

lim a I/~ (fl t )  1+lIf t  { ~ - 1  ( - -  t )  - -  ~ - 1  ( - -  O" - -  t ) }  = O'- 
t--~c~ 

(1) 

Conversely, given a continuous and strictly monotone increasing ~ (x) such that 

l im ~L (x) = - oo, ~L (d) = 0, 
x 4 0  

and condition (1) is satisfied/or every real a / o r  some a > O, fl > O, then / (x) = ~-1 (~ (x) - 1) 

is regular and 2 (x) is a principal logarithm o/ iteration o / /  (x). 

Proo/. Suppose first  t h a t  / (x)  is regular  and 2 (x) is a principal  logar i thm of 

i teration, normalized so t h a t  ~(d)=O. Regular i ty  implies (5.22) hence (5.21) which 

can be wri t ten  in the form 

lim (n  fl a )  1/~ ;t_ 1 (;t (x)  - n )  = 1. 
~ o o  

Clearly we can replace here n by  a continuous var iable  t; taking x = d we get 

lim (t fl a )  1/~ ; t  1 ( - t) = 1. 
t--~oO 

(2) 

On the other  hand,  the condition of regular i ty  (4.8) gives, by  set t ing x =  ~ t _ l ( - t  ), 

1 6 -  583802. Acta mathematica. 100. Iraprimd le 31 ddcembre 1958. 
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lira {X-1 ( - t ) }  -p-a {2_1 ( - t ) - X _ x  ( -  t - q ) }  = a a  
t--~oo 

(3) 

which, combined with  (2), gives (1). 

Conversely,  suppose t h a t  ;t (x) satisfies (1); we show t h a t  then  it  also satisfies (2). 

P u t  a =  1 in (1) and  choose t o so large t h a t  

I ~ - 1  ( - t) - ~ - 1  ( - 1 - t) - a - ' ~  (~  t ) - l - ~ / ~  I < ~ a - ' ~  (~ t ) - ~ - ' ~  

for every  $~> t o. 

then  

Wri te  

2-1 ( -- k -- t) -- 2-1 ( --/r - 1 - t) = (1 + 0k) a-l/Off -I-1/~ (IC + $)-1-1/~, 
[ ~ ] < e ,  k = 1 , 2  . . . .  ; 

k 

2 _  1 ( - -  t )  = 2 _  1 ( - -  k - -  1 - t) + ~ (1 + (~p) a -1/~ fl-x-11# (p + t)-x-x/p, 
p ~ 0  

and  since 2 - x ( - k - 1 -  t)--~0 when k-->oo, 

2_1 ( - t) = (1 + ~) a - ~  f l - ~ - ~  ~. (p + t) - ~ - ~ ,  
p - O  

101< . 

This is t rue  for every  e > 0 and  t>~t o (e), therefore (2) is true.  The  combinat ion  of 

(1) and  (2) gives (3) which is in effect equivalent  to the condition of regular i ty .  

As an  appl icat ion of Theorem 5 c consider a 2 (x) which has the  form 

~ ( x ) =  - c x - ' ~ +  ~ ~p(log x ) x - m + ~ + o ( 1 ) ,  (x~  0) (4) 

where m is a posi t ive integer,  c > 0  and q~p (u) is a polynomial  in u. Clearly 

~-1 ( -- t) = C lira t -lIra + ~ ~% (log t) t -(p+l)/m + 0 (t-l-l/m), (t---->cx~) 
17-1 

(5) 

wi th  certain polynomials  ~p(u)  which can be expressed recursively by  the ~r  (u) 

f rom (4). Condition (1) can easily be Verified to hold with fl = m, a = 1~m c, hence 

/ (x) = 2_ 1 (2 (x) - 1) is regular,  and  

lim x -1-m ( x - I s  (x)) = a / m c .  
x~o 

Theorem 5 e has a t r ivial  analogue in the  case of /~ (0 )=  a, 0 <  a <  1. 

THEOREM 5a.  I] l(x) 
Schroeder /unction o/ / ( x )  then 

(6) 

is regular, 1+ ( 0 ) = a ,  O< a <  1, and y, (z) is a principal 

l~n X (# x) �9 ~o X(x) = #  (7) 
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for every positive number /~.(1) Conversely, suppose that )C (x) is continuoua, strictly mono. 

tone increa~ng, l i m g ( x ) = 0 ,  g ( d ) = l ,  and cond/tion (7) is satisfied for every /a>O; 
z40 

then /or every a, 0 < a <  1, /(x)=X_x (a g (x)) is regular and )~ (x) is a principal Schroeder 

/unction o~ /(x). 

Proo/. /(x) is by definition regular if and only if for every given real a, 

lim 1 X-1 (a s g (x)) = a ~ 
x~o x 

l i m g ( a  sx) aS" 
�9 ~o ;~(x) 

This is equivalent to relation (7) with fl = a  ~ 

7. Asymptotic DiffereDtiRhUity 

Henceforth we shall assume that  f (z) is function of a complex variable z. Let  

(x) be real valued, continuous and strictly monotone increasing for x>~ 0, ~ (0)--0, 

and denote 

D(q~)={z; z = x + i y ,  z > 0 ,  - ~ ( z ) < y < ~ ( z ) } ,  (1) 

D(~0, r )={z;  z = x + i y ,  O<x<r,  -q~(x)<y<q~(x)}. (2) 

We say, ] (x) has a regular asymptotic expansion in D (~) if 

(i) f (z) is defined in D (~, r) for some r >0 ,  and 

(ii) there is a positive number fl such that  for certain real coefficients a T, 

[ (z)~  ~ a Tz I+~p, a 0>0  (3) 
p - 0  

when z-+0 in D (q, r). The meaning of the representation (3) is tha t  for every fixed 

positive integer k, 
k 

/ ( z )=  ~ apz'+a~+ o(Izl (4) 
p-O 

when z riD (~, r), z ~ is specified by the condition that  z ~ is real and positive when 

am z = 0 .  

Let  /(z) be defined at least on the interval 

z=x,  0<x~<d,  d > 0 ,  

(1) In other words Z(x)/x is a slowly growing function and Z(x) a regularly growing function 
in the sense of Karamata. 
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and  suppose t h a t  lira 1 it (x) = a 0 (5) 
z~OX 

exists and  0 < a 0 < o o .  We say t ha t  it(z) is asymptotically diititerentiable a t  0 if the 

following is true: 

Case a 0 4 1 .  There exist  posit ive numbers  /~, r, 0, so t h a t  it (z) is holomorphic 

on the  angular  domain  

A(0 ,  r ) = { z ;  z=x+iy ,  0 < x ~ < r ,  -Ox<y<~Ox} (6) 

and  has a regular  a sympto t i c  expansion (3) in A (0). 

Case a o = 1. (i) There is a posit ive number  fl and  a finite real number  ~0, a0:4= 0, 

�9 so t h a t  
lim x -1-~ (x - it (x)) = a0 (7) 
z~o 

(ii) There  is a po. sitive integer m and  for every  0 > 0  an r=r ( 0 ) > 0  so t h a t  it (x) is 

holomorphic  on 

B(O, r)={z; z=x+iy ,  O<x<r, -Oxl+~ <y<~Oxl+~} (8) 

and  has a regular  a sympto t i c  expansion of the form 

in B (0). 
The  expansion (9) 

(9) 

is just  another  form of (3) and  is obta ined  f rom the la t ter  

b y  writ ing fl/d instead of fl and  ~ = - a m + p ,  where m is the smallest  posi t ive in- 

t eger  for which am40. Note  t h a t  the  val id i ty  of the expansion (9 ) in  a fixed domain  

A (0o) implies its va l id i ty  in every  B (0) so t ha t  the present  assumpt ion  on the do- 

m a i n  of the  expansion is weaker  t han  the one in the previous ease. However ,  there 

is  no point  in making  the  s tronger  assumpt ion,  as it would not  improve  on any  of 

the  results to be obtained.  Also note  t h a t  ] (z) has, in the case a0~= 1, a regular  

.asymptot ic  expansion in every D (~) for which lim sup ~ (x) < 0, and  in the case a 0 = l ,  
z~.o x 

(x) 
.a regular  a sympto t i c  expansion in every  D (~) for which lira sup < cr 

~ o  z - ~  
The  definit ion of a sympto t i c  different iabi l i ty  does not  exclude the  ease when the 

:series (3) is convergent ,  and  for instance if ] (z) is analyt ical  a t  0, real valued for 

r ea l  z, and  it' ( 0 )>  0, then  it is also asympto t ica l ly  differentiable a t  0. 

Our  purpose is to show tha t  both  the der ivat ive  and  the inverse of an asymp-  

~totically differentiable funct ion are asympto t ica l ly  differentiable.  
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THE 0 RE~t 6. I f  / (z) is asymptotically di//erentiable at 0 then, so is /' (z) and 

the asymptotic expansion of /' (z) is obtained by termwise di//erentiation o/ (3). 

Proo/. We shall only give details for the case a o = l; the case a 0 # 1 can be dealt 

with similarly and is in fact slightly easier. We shall prove that  from the validity 

of (9) in B (0) it follows that  

l ' ( z ) ~ l - ~ o  1+/~+/~ ~,,z ~+~'~" (lO) 

when z-+0 in B (�89 0). 

Given k >~ 0 write 
/r 

# (z) = / (z) - z + ~ =r z l+~+~r/m. (11) 
p=0 

From (9) it follows that  there exists a positive number K which depends on 0, r, k, 

but  not on z, such that  

Igtz) (12) 

when zEB(O,  r). 

Now let z = x + i y E B { � 8 9  �89 and denote by F the path F I + F 2 - F a ,  

F l : ( = t - i O t  1+~, 

F ~ : ( = 2 x + i t ,  

F s : ( = t + i  Ot 1+~, 

0~</<2x ,  

- 0 (2 x)l+~ < t < 0 (2x) 1+~, 

O ~ t < 2 x .  

We have, since g (~) is holomorphie when ~ E B (0, r) and g (~)-+0 when ~-+0 in B (0, r), 

1 ; 9 ( ( )  d ( .  (13) 

F 

exist positive numbers % c,, and c a which depend only on fl, 0, Now clearly there 

r, so that  

I 1< 11 1, 
when ~ is on F, and 

length of F < ca I z I" 

Hence by (12), (13), (14) and (15), 

f o r  a 

give 

(14) 

(15) 

l a' (=)1 ~< 1 K cl + s~+~,,, c;~ ca I z i~+~,,.. = c, I~ I (16) 
~:r~ 

suitable positive number c a which does not depend on z. But  (11} and (16) 
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/ '  ( z ) =  1 -  l + f l + f l  ~, :+#~'/m + 0 (I Z l#+#k"~) 

which proves (IO). 

In the easo of ao#l and z=x+iyEA(�89 �89 we take 

k 

9' (z) = / (z) -- ~. a ,  z l+'t~ 
l a -O  

and the path of integration r = I" 1 + F2 + ra, 

F l : ~ = t - i O t ,  O<.t<~2x 

r s : ~ = 2 x + i t ,  -20x<~t<~20x  

r a : ~ = t + i O t ,  O<.t<~2x. 

Otherwise the proof goes like in the previous case. 

Remark. The proof evidently remains valid if ] (z) has a more general asymp- 

totic expansion 
/ 

t ( ' - )  z:' 
( ]p-O ] 

where 7 is any real number and the ap (t), p = 1, 2 . . . .  are polynomials in t. 

T ~ . O R g M  7a.  s that /(z) is asymptotically di]/erentiable at 0 and it has 

a regular asymptotic expansion 

l(z) ~" ~. a~,z 1+0", O<ao< 1, (18) 
~ - 0  

which is valid in the domain A (0), as de]ined under (6). Let 

~ ( x ) =  x - ~ z  a, ~ ( X ) = l - - ~ x + ~ x 2  (19) 

20(1+1 1) <20) 
where ~ = (1 + O)a o (1 --a0)' 

and define D (~p, r), D (% r) as in (2). Then there is a positive number r 1 with the 

/ollowing pro~ie~. 

(i) /(z) is ho~uwphic and schlicht on D (% rl) and D (v 2, rl). 

(ii) f(z) maps D(97 , r) into D(q~, ~(l+ao)rl). 

*, ~U I 

(iv) I-i (z) has a regular a~mptot~ e~1~an~ion in D (~o, r O. 

8to~ment~ (i) and (iv) are still valid i/ a o > 1 in (18). 

The theorem obviously implies that  /-x (z) is asymptotically differentiable at  0. 



REGULAR titRATION OF REAL AND C~MPLEX FUNCTIONS 235 

TH]$OR:EM 7 C. SUppOSe that f(z)  is asymptotically di/feren$iable at 0 and it has 

an expansion 

which is vMid in every domain B (0), 0 >0 ,  as defined under (8). Let 

~'o (x) ffi O'x 1 §  7' z ~§247 ~oo (x) = 0 ~ + ~  + 7, ~§247 (22) 

0 
where 7' = ~e (I ~'x ] + m (1 +/~) ~ ) ;  (23) 

then to every 0 > 0  there is a positive number r z =r  a (O) so that 

(i) / (z)  is holomorphic and schlicht on D (q~e, rt) and D (Y~o, rt)- 

(ii) ] (z) maps D ((Po, rl) into D (q;o, rx - �89 ao r]+~) - 

Off) f-1 (z) exista on D OPo, rl) and it maps D (~e, rx) into D (~oo, rl + 2 ~e r]+~) �9 

(iv) /-1 (z) has a regular a~ymptotic expansion in D (YJo, rl). 

8tatementa (i) and (iv) are still true if ~ e < 0  in (21). 

To prove Theorem 7 a, choose r 1 in a later to be specified manner, bu t  in any  

case so t ha t  
I/(z)- ozl<iaolzl, I/' (z)-a01< o (24) 

when z E A  (0, rl); this is possible by (18) and Theorem 6. From the first condition 

in (24) it  follows tha t  
i, o < 11 (z) l< ~ao I 1, (25) 

from the second condition, tha t  /(z) is schlicht on A (0, rl).(1) Now let 

0 
z = x + i ] - - ~ x - i T x  2, O < x ~ r  1 

be a boundary point of D(~0, rt). From (18) we obtain 

] ( z ) = a o x + a x  (l +O)-----~ ~ - ~  aoX+ al -7"ao  x ~ -t-O(xa); 

hence if we write / ( z ) = x  1 + i yl, we see t ha t  

0 l [  0 0" ] 

0 
-1+o zl-7'~ 

(1) See reference [1], p. 297~ Satz 3, 
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b y  (20), and  also y l > 0 ,  provided t h a t  r I is sufficiently small. Similarly we find 

t h a t  if 

0 
z = x + i  ~ - o  x+iFx2,  O < x ~ r  I 

is a boundary  point  of D(yJ, rl) and [ (z )=x2+iy  ~ then  

0 
y2 >~ ~ -  0 x2 + ~' x~. 

0 
Finally it is f om (18) that l yl v and 

t hen  �89 a 0 r x < x a < �89 (1 + ao) r 1 provided t h a t  r 1 is sufficiently small. Therefore / (z) maps  

the  boundary  of D ( ~ ,  rl) upon a curve which is inside D(~0, � 8 9  the 

bounda ry  of D ( ~ ,  rl) upon a curve which is outside D(~, �89 The s ta tements  

(ii) and  (iii) now follow from (i). 

I t  remains  to be shown t h a t / - 1  (z) has a regular  a sympto t i c  expansion in D (~, rl). 

1 
We  can uniquely  determine coefficients bp, where b o = - ,  so t ha t  

a o 

z,.~ ~ b~,w l+~v 
p-O 

is formal ly  satisfied if w = / ( z )  is subs t i tu ted  from (18). Bu t  then  we get for every  k > 0 

k 

b~w I+~p =z § 0 (]z] '+~) =z § 0 (Iw [1 +~) (26) 
pLO 

by  (25), hence z = / _ l ( w ) ~  ~. b~w 1+~, bo=l/a o (27) 

is val id in D (~, rl). 

The  proofs in the  case of a 0 > 1 are similar, except  t h a t  F is now negat ive  and  

the  roles of ~ and  yJ are interchanged.  

We note  t h a t  

/'_, (w) ~ ~ (1 + fl p) bv w ~ ,  b 0 = 1/a o (28) 
p ~ 0  

by  (27) and  Theorem (6). 

The  proof  of Theorem 7 c runs  on very  similar lines. We first  secure the  val idi ty  

of (24) and  (25) with a o =  l, hence schlichtness of / (z)  on B (0, r x (0)). Mapping of 

the  boundary  point  

z = x + i 0 x 1+~ - i F xl+~+~/m 
gives 
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m + l  
/ (z) = x - ~. ~t, x 1 +~+~'/'n + �89 fl (1 + fl) cr o O 2 x l+s~ 

.1~=0 

+ i x  l§ [O -- ? x ~l'n - ~o O (1 +/~) x~+ ot o (1 +/~) 7' x~+~/m 

- ~ (i + ~ + Mm)  0 x p+"~m] + 0 (x'+~+"~),  

or if / ( z ) = x  l + i y l ,  

y x = v . ~ l - - y . ' - I  - -  (aor+a,O)x~+~189 +2~'') 

= 0 ~x +~ + ~ xl + ~  

b y  (23). S imi la r ly  if z = x + i O x l + ~ + i y x  1+~+~1" and  / ( z ) = x 2 + i y  ~ then  y2>Ox~+~+ 

+~,x~ +~+~'m. Fina l ly  if z = r x + i y ,  ]yl<.Or~,+"+rr~+"+~/m and  if / ( z ) = x a + i y  a then  

r x - 2 a< 0 r~+~< x a < r x - �89 a 0 r~ +~. (29) 

The  conclusions now are  s imilar  to  those  in the  previous  case. 

The a sympto t i c  expans ion  of /_~ (w) has  the  form 

f--1 (W) '~  W 1 + by z ~+~" , bo = ao (30) 

and  / ' _~(w) , -~ l+  f l + f l ~ + l  b~z ~§ (31) 

8. A n a l y t i c a l  Iterates 

I n  th is  sect ion we shall  consider Theorems 3 c and  3 b of w 3; the  more diff icul t  

Theorem 3 c is deferred to  the  las t  section. 

Suppose  t h a t  the  condi t ions  of Theorem 7 a are  sat isf ied wi th  0 < a 0 < 1; b y  pro-  

pe r ry  (ii) of th is  theorem,  the  n a t u r a l  i t e ra te s  fn (z) re la t ive ly  to  D (~0, r l )  ex i s t  for 

eve ry  posi t ive  in teger  n. W e  first  show t h a t  for a su i tab le  r 2, 0 <  r e < rl ,  

;~ (z )=  l im ag n [ .  (z) (I) 
x--+oo 

exists  for every  z E D (q~, re), and  • (x) is holomorphic  on D (q~, re), The proof  follows 

the  p a t t e r n  of Theorem l a in w 5. F i r s t  we ob ta in  from (7.18) a posi t ive  n u m b e r  c 

so that 

I] ( z ) - -a  ozl < cz x+a (2) 
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for zED(q), rl). 
zfiD (q0, r2) 

I/= (~) - a8 z l < a8 -x c (1 + r + . - -  + b'=-x'a)I �9 I x+a, 

From this we get  by  induction, for a suitable r 2 and for every  

where b = � 8 9  Hence 

n = 1, 2 . . . .  (3) 

and 

z ~ = / .  (z) -- o (aS) 

l:~) l =ar ll (z=)-aoz= l 
= 0 ( ~ "  I z~ 11~) = 0 (aPe ") 

(4) 

w h i c h p r o v e s  the existence and uniform convergence of (1 ) in  D(~ ,  rs). In  particular,  

X (z) is holomorphic in D (~, ra). 

F rom (1), (3) and (4) we get  

X(z)=z+O(]z]~+~), zeD(~,  r2). (5) 

By an a rgument  similar to the one used in the proof of Theorem 6 it  follows from 

(5) and (7.19) t ha t  

x' (z)= l +O(]z[ ~) for z~,4 (01, �89 (6) 

0 
where 01= 2 ( 1 + 0 ) ;  hence X(z) is schlicht  on A (03, r 2) for a suitable 03, r v B y  (5) 

we c~n therefore choose 0x, rl and 03, r I (which are of course not  necessarily the same 

as the previous ones) so that :  

(i) Z (z) exists and is schlicht on A (0x, rl). 

(ii) z~A (0~, rl) implies X(z)~A (0v r2). 

(iii) X-1 (z) exists and is schlicht on A (0 3, r2). 

I t  follows t ha t  f .  (z) = X - t  (a~X (z)) (7) 

exists and is holomorphic on `4 (01, rl) for every  real positive ft. In  particular,  z~ = fn (z) 

exists for z E .4 (0x, rx) and 

X,, = z (z.) = a~ Z (z). (8) 

We show tha t  zn ~ ~ c a ~+~r c o = 1 (n-+ ~ )  (9) 
a - 0  

for certain real coefficients %, where the interpreta t ion of (9) is 

k 

z~ - E ca z~ +~a = o (z~ +p~) = o (a~ + ~ )  
q-O 
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for every fixed positive integer k and zEA (01, rl). The coefficients cq can be de- 

termined formally from 

Zn+l N ~ a p z  I+#p, 
1~-o 

) i.e. from ~ c.(aoZn) '+~  ~ a .  %Z~ +~'\'*p" ,-, 
qffiO 

and the formal relation is turned into a true relation by observing that  both z./Xn 

and ~ / z~  are bounded on A (01, rl), because of (5). 

A trivial inversion of (9) gives 

Z (z.)=Z.,,,z~+ ~. d~z~ +~ (n~oo) 
q - 1  

for certain real coefficients dr which can be determined un iqudy  from the ca, and 

since this is valid uniformly for z E A (01, rl) we eondude that  

(z)..,z+ ~ dr 1+p* (10) 
q-1 

when z-+0 in A (01). Incidentally, the coefficients dq can also be determined directly 

from the functional relation 

x (I (z)) = ao Z (z). 

Corresponding to (10) we also have an expansion of the form 

Z_l(w)..,w+ ~ d* w 1+~ (11) 
q-1  

for w=X(z) ,  zEA (O, ri); this gives easily, b y  (7) and (10), 

I~ (z).., ~ a~z x+pt', a~)= (at) ~, (12) 
p-O 

and Theorem 3 a is proved. 

To prove Theorem 3 b we follow the pattern of Theorem 1 b in w 5. The as- 

sumption of Theorem 3 b is 

l ( z ) =  ~a,,z "+=, re>l, a. - -1 ,  I z l < n , > o .  (13) 
p-O 

We can clearly choose a positive n o <  M in {Ra, 1} so that  I1(=)1< I zl whenever 

o<lzl-<Ro and 
Ilog l(z)-m log ~l<,lzl, 0<lz l~n ,  (14) 
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for a suitable posit ive number  c. This inequal i ty  is satisfied on the R iemann  surface 

of log z, i rrespective of the ampl i tude  of z, and we have  for instance 

l log/.+, (z)- m log In (z) l < c If.  (z) l (15) 

for any  z on the R iemann  surface of log z such t ha t  0 < ] z l < ~ R  o, provided tha t  

log fn (z) is specified as in Theorem 3 b. 

F r o m  (14) it  follows by  induction,  as in w 5, t h a t  

Ilog ]n (z) - m n log z ] < c - -  
m n -  1 
m_i-I l. (16) 

(17) This gives z.  = 0 (m -n) 

and  I m -n  log In (z) - m - n - 1  log ]n+1 (z) l = 0 (m -n) 

by  (15) which proves  the  existence and  uniform convergence of 

Z (z) = - lira m -n log • (z) (18) 
#g-.~O0 

for 0 < l z l ~ < R  0' - c ~ < a m z < ~ .  

Hence  X (z) is holomorphie  for 

0<lzl<Ro, 

From (16) and  (18) we get  

X (z) = - log z + 0 (J z l) (19) 

This impl ies - -p rov ided  t ha t  R o is sufficiently s m a l l - - t h a t  Z (z) is schlicht (1) on the  

annulus 

Q ( R o ) =  {z; z = o e ' ~  ' 0 < e < R 0 ,  - c r  (20) 

and  t h a t  it maps  Q ( R o )  upon  a domain  T such tha t  S ( r 2 ) c D c  S ( r  1) where S ( r )  

is the strip 

S ( r ) = { w ;  w = u + i v ,  r < u <  ~ ,  - ~ < v <  ~ }  

1 1 
and  r 1 > 0, log Roo - cl R~ < rl < r~ < log R00 + cl R~ 

for a posit ive c 1 which is independent  of R o. Consequently there exist  posit ive numbers  

R, r with the  following properties:  

(i) Details of proof in a similar but slightly more difficult ease will be given in w 9, Lemma 7. 
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(i) Z (z) is sehlicht on Q (R). 

(ii) z e Q (R) implies Z (z) e S (r). 

(iii) Z-1 (z) exists and is schlicht on S (r). 

I t  follows tha t  /a (z )=Z_l  (m"Z (z)) 

exists and is holomorphic on Q (R) for every real positive a. 

exists for zEQ (R) and 
Z,, = Z (z , )  = m" X (z). 

(21) 

In  particular, zn = In (z) 

(22) 

Now the proof proceeds as in the previous case. First we show that  

zn"" ~ cae -(q+a)x', c 0 = l  (n-+cr 
q - 0  

(23) 

for certain real coefficients ca, uniformly for z E Q (R). The coefficients c a are obtained 

formally from 
m + p  zn+x = 2- avzn 

p - O  

i.e. by equating coefficients in 

/ r162 \m+n ~cae-(a+')"xn,.., ~a,~:cae- 'a")rn| ; 
q-O po0 \ a � 9  / 

and the formal relation is turned into a true asymptot ic  relation by observing tha t  

both zne xn and z ; l e  -z" are bounded on Q(R), because of (19). 

Invert ing (23) we get 

g (z,) = )On ~ - log z,, + ~ d a z~ (n--)- oo ) 
q = l  

for certain real coefficients d a which" can be determined uniquely from (23). Since 

this is valid uniformly for z EQ (R), we conclude that  

:~ (z) ~ - log z + ~ dq z q (24) 

when z-~oo on Q (R). From (24) we get an expansion 

~ dq* e-(q+l)~ X_I (w)~ e--W + (25) 

for w = Z ( z ) ,  z e Q ( R ) ;  this gives with (21) and (24) 

wpq Z 
,p-O q-O 

as required. 

a ~ =  1, (26) 
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9. Analytical Iterates (cont.) 

We come now to the proof of Theorem 3 e; the main steps will be formulated 

as separate Lemmas. The present assumption is that  /(z) is asymptotically differ- 

entiable at  0 and the regular asymptotic expansion of /(z) has the form 

, ( z )"z (1-  ~1~,za+~'') , . >O, fl>O. (1) 

As a preparatory step we show that  without loss in generality it can be assumed 

that  ~o=1, •=1. 

If f l #  1, consider the function ]* (z)= (](zl/P)) ~. Clearly 

1" (z) N z (1-  ~ ~t.zX+P'm) ' 

and this is an asymptotic expansion of the form 

( s  I* (z)~"z 1- a;z l§ (2) 

which is valid in 

B={z; z=(x+~y~, 0 < x < r ,  -Oxl+~<y<<.Ox 1§ 

if (1) is valid in 

B(O, r)={z; z=x+iy, O<x<~r, -Ox1+~<y<.Oxl+~}. (3) 

Clearly, B includes a domain D (r rl) (definition (7.2)) with 

lim ~ -  =p ~; 
z40 

hence /* (z) is asymptotically differentiable at  0. By Theorem 4c, w 6 , / (x)  = (/* (xS)) 1/~ 

is regular if /* (x) is so, and also / .  (z)= (/* (z~)) 1/~ is asymptotically differentiable at 0 

if /* (z) is so. Therefore, ff Theorem 3 c is true for /* (z), then it is also true for/(z).  

If ~ r 1 in (2), we replace ]* (z) by /** (z) = ~ / *  (z/~.~). Again, /** (z) is asymp- 

totically differentiable at  0 since 

which is an asymptotic expansion of the form 

/**(z),,,z 1 -  a p z  l+p/m , % = 1 ;  
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the expansion is valid in D (q//~,  a~ rl). Also by Theorem 4c, f* (z)=~.  f** (a~z) is 

ff f** (z) is so and f* (z)= ~. [** ( ~  z) is asymptotically differentiable at  0 if regular 

1~* (z) is so. 

Henceforth we shall assume that  

f(z),, ,z ~. apz ~+v/', % = 1 ,  (4) 

and the expansion is valid in 

B(O, rl (O))={z; z = z  + i y ,  0<x~<r~(0) ,  - O ~ < y < O x ~ } .  (5) 

I t  is assumed that  r I (0) is chosen so small that  the conditions (i), (ii), (iii) and (iv) 

of Theorem 7 c are fulfilled in D (~P0, r0, D (~P0, rl), where 

q~o (x) = 0 x ~ - ~ ,  z ~+11", ~0 (z) = 0 ~ + ~ ~+l/m, (6) 

~,=O (la, i + 2 m). 
By Theorem 6, w 5, 

We note that  the regular asymptotic expansion of f~ (z), if it  exists at  all, is 

uniquely determined by the expansion of f (z). Suppose that  

]a (Z) "'." Z -- ~. a~  ) z 2+~lm, a ~  ) = iT, (8)  
p - o  

and a~ ~ =%, p = 0, 1, 2 . . . . .  If 1o (z) is a fractional iterate of ] (z), we must have 

l (I,, (z) =1o (I (z)), (9) 

oo ( "~ 2 + plm 
i.e. z- ,-o ~ a<~'z2~r a~'- z- ,~-o a~~ 

Y / . 
p - 0  q -0  \ p - 0  / 

~Zp, 

a~v ~> with p < q. Thus the relation allows us to calculate each a~ ~ in a perfectly de- 

finite manner. 

By property (ii) of Theorem 7 c, every z E D (~00, rl) determines a sequence z, de- 

fined inductively by 
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zo=z, z .+l=/(z .) ,  n = 0 , 1 , 2  . . . . .  

Each member of the sequence is in D (~%, rl). 

LEMMt,  1. Given 0 > 0  there is a positive r2=r2(O)~rl(O ) such that /or every 

fixed ~, 0 < ~ < r, a~d every z e D (~%, r2), I z - ~ I ~< 0 ~2, 

nz ,  = 1 + O~ (n-*~m). (10) 

The index ~ with the O-symbol indicates, as in w 5, that the constant appearing 

in the symbol is allowed to depend on ~. This convention (both with o and 0 sym- 

bols) will be used throughout the section. A consequence of the Lemma is that  

nz~-->l uniformly for zeD(~o, ,'2), Iz-~[<0~*. 
Proo!. For 0 < ~ ~< r 1 write 

q (~ )=  sup {n}n; n = i ,  2 . . . .  }. 

We first show that  lira a(~)= I. (11) 
~4o 

By formula (5.27) (with f l = l ,  a = l ,  d = 1 )  

n ~, = 1 + 0r (n -lm) (12) 

so that a(})  is finite and a(})~>l.  Also if we set a ( ~ , h ) =  sup {n~,; n>~h), then 

lira a ( ~ , h ) = l .  Let h = h ( } )  be defined 
h - - ~  

~h < $ <:~]h- 1, ~ = rio = r l ;  

n 
then 7]h§  1 and n~n<n~h§ aO1, h - l ) ,  a ( ~ ) < a ( ~ ,  h - l ) .  

But  lira h (~) = oo, therefore lira a (~) ~< lira a (~, h -  1) = 1. This proves (11). 
~J,O ~ 0  h-*:r 

Now determine a positive integer n o so that  

1 ~)'~m 
l + ( n + n o ) - l - l / a ~ <  l + n ~ _ n  for n>~no; (13) 

and choose r~< 1 so that  the following conditions be fulfilled for z ED(qoo, r2), 

0 < ~ < r  2 and n>~0: 

[!' (2:)- 1 + 2z[ < [zl 1+1/2m (14) 

/ (}) >~} (15) 

I 2 p < (16) 
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O (l + n'-~il/Sm < ~ l+l/sm (17) 
no/  

17 ~+1/s~ < (n + no) -1-1/s', (18) 

where % is the integer determined from (13). The first three conditions are possible 

by (4) and (7), the last two conditions by (11). 

Let O<~<rz ,  zfD(9)o, ra), Iz- l<o  z, and write 

[Zn--~n] = 0 .  ~'. 

so that  0 o~<0. We have for n>/0 

z .+ l  - ~ .+ ,  = I (Zn)-- t (~n) = 

z~ 

f /' (~)~ 
b, 

(19) 

where the integration it taken along a straight path. By (14), 

z~ 

I 
by (15), hence by (16) and (19) 

~.+1 ~ .  {~ .+ '"" + (~.  + ] ~. - r  I)1+1"" + } z .  - r  

0.+1 < 0. {1 + 4 ~1+1/2m .~_ 4 (I + 0. #.)1+1,,m #~+1,2m + 0. ~ } "  (20) 

We shall prove that 

One< 0 n + l  for n>~O. (21) 

The statement is true for n =  0 since 00 ~< 0; suppose therefore that  it is true for some 

n~>0. We have, by (17) and (21), since ~n~<rs~<l, 

On~n <.O(~o+ l)X'Sm~.<~lam <<.l. 

On ~. < ~+.2m, 
17 - 583802. Acta mathematica. 100. I m p r i m d  le 31 d6cembre  1958. 
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hence by (20) and (18), 

On+l < On (1 -4- 17 ~:1+1/2m) < On {1 + (n + no)-l-l /sm). 

Finally, by (13) ,  ( 21 )  a n d  ( 2 2 )  

On+x < O. (1 + 1 ~l/3m n ~l13m 
n--~-nno) ~<0(~o+1 ) (1 

, 
+ - -  = 0  + 1  �9 

n + no/ n o 

(22) 

Thus (21) and therefore also (22) is true for every n~>0; but (22)clearly implies that  

0n is bounded, 0n<~ K for every n, hence 

[zn-~,]~< K ~ (23) 

for every n/> 0 and every z E D (q0, r~) with I z - ~ I ~< 0 ~2. 

[nz , -n~n l<- . .K(n~n)~ ,=Or  which by (12)proves (10). Hence 

Remark. I t  can be assumed that  r 2 (0) (and all future functions r, (0), v = 3, 4 . . . .  ) 

are monotonically non-increasing functions of 0. 

LEMMA 2. Given 0 > 0  there exists a positive number rs=ra(O ) with the ]ollowin 9 

properties: 

(i)  r 3 (0)  < r 2 (3 0) .  

(ii) I /  0 < ~ < r s (0) and T (0, ~) denotes the union o/ the sets 

S ,  (O, ~)= {z; z=~n, ~ = x + i y ,  ~ - ~ < x < ~ + ~  ~, 

- ~20 (x)  ~< y ~< ~v2o ( x ) } ,  n = 0, 1, 2 . . . .  

then T (0, ~) D B (0, ~), 

(iii) Given ~ such that 0 < ~ < r 3 ( 0  ), 

nz ,  = 1 + O (n -lIra) (24) 

uni/ormly ]or z e S o (0, ~). 

Here r2(30 ) is the function obtained in Lemma 1, q~2o(x) is defined by (6) and 

B(0, ~) by (3). 

Proot. If r a satisfies condition (i) and is sufficiently small, we can achieve that  

(with the notations (6)) 

~80 (x) > u (x) > ~0 (x) > ~v0 (x) for 0 < x < r 3 + ~. (25) 

Also we can achieve, by Theorem 7 e, w 7 and in particular by the inequalities (7.29), 

that  the following be true: To every zEB(0,~) ,  where 0 < ~ < r  3, there is a non- 
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negative integer n so that  ~ = J_.  (z) is in the region 

{~; ~ = x + i y, $--$2-<~.~X-<~.~$'~-$2, - v/o (x) < y <. vdo (x) }. 

247 

U T = (z; z E D (gse, r2 (3 0)), I z - $(T) I < 3 0 ($(r))e} 

cover S O (0, $); and in each U T (24) is uniformly valid by Lemma 1. Therefore it is 

also uniform in S O (0, $). 

LEMMA 3. Let the numbers AT, p=O,  1 . . . . .  m be calculated recursively frora 

h e (t) g (tm h (t)) - h (t) - 1 th'  (t) + (1 + Am) t m ~ o  (rood t re+l) (26) 

where g ( t ) =  ~ a Tt pro, a o=1,  (27) 
T-0  

m -1  
h(t)= ~ A T t  ~, A o=1. (28) 

p - 0  

For z ~ D (q~o, ra (0)) define ~n = ~n (Z) by 

m--1 

z , =  ~. A T n  -1-TIm + A m n  -2 log n+n-22~ ;  (29) 
p=O 

then lim ~n = ~* (z) (30) 

exists /or every zED(q~o, ra(0)) and the convergence is uni]orm /or ZESo(O, $), where 

is any /ixed positive number, 0 <  $ ~< r e (0). 

Remark. 

1. The coefficients a T in (27) are those from (4); r a (0) is the function obtained 

in Lemma 2. 

2. The numbers A T are uniquely determined by the reeursive relation. In fact, 

the coefficient of t ' ,  1 , p , m - 1  is equal to ( l - P )  A m  T+terms  composed of Aq with 

q < p ,  and the coefficient of W is equal to A m + t e r m s  composed of Aq with q < m .  

so that  the sets 

$ - -  $2 = $(0) < $(1) < . . .  < $(h) = $ + $2 

Then by (25), /_ .  (z) is in So(O, $), z = ~ .  is in S.(O, $), so that  property (ii)is true, 

and the only thing that  remains to be proved is the uniformity of (24). Bu t  clearly 

we can select a finite number of points $(P), p = 0, 1 . . . . .  h, 
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In the particular case of m = l  the recursion gives A I = - ( l + a l ) ,  hence 

/ 1 log n l .  
~* (z) = lira n 9" {z,, - + (I + a,) 

n - - ~  ( 9Z n 2 J 
(31) 

3. I t  follows from (30) tha t  2* (z) is bounded on S 0 (0, ~). 

4. Let  d > 0  and such that  [(z) is holomorphic for z = x ,  0<x~<d  and / ( x ) < x  

for 0 < x ~< d. If  r a (0)< ~ ~< d, there is a smallest positive integer b so that  ~/k = ~ ~< r3 (0); 

furthermore, there is a positive number ~ =~ (0, ~/) so that  t=z~=/k (Z) exists and is 

holomorphic and schlicht on the disk I z - r / l ~  ~ (0, 7/), and t QS 0 (0, v). But  then if 

we define 
m - 1  

2= (z) = n a zn-- ~ A~ n 1-plm - Am log n, (32) 

we get for n > b ,  by  (29), 
ra--l. 

2n(z) =n2t,,_k - ~, Apn 1-~1m - A m  log n 
p = 0  

= ( n - -  k) ~ tx_~ + 2 k ( n -  k) tn-k  + k 2 tn-k  

m--I 
--  ~. A~ (n - k) 1-rIm - k -  Am log (n - k) + 0 (n -11m) 

p-@ 

= 2n-,, (t) + k + Ok (n-~lm). 

Thus 2* (z)-- lira 2,(z) exists, the convergence is uniform for Iz-~[~<p(~0, r/), and 

2* (z) = 2* (z~) + k. (33) 

In particular, 2*0/) exists for 0<~7<d .  

Proo] o l Lemma 3. I e t  ~, 0 < ~ < r 3 ( 0  ) be fixed and ZESo(O, ~); then by Lemma 2 

and (29), 

We have, by  (4), 
2n (Z) = 0~ (n) (n--~oo). (34) 

=,+,=I (=n)==,-- a.==n +O(l=nl '+'m) 
q-O 

hence, by (29), (34) and Lemma 2, 

m - 1  

~. A p ( n + l ) - t - r m + A m ( n + l )  -2 log (n+  l ) + ( n +  1)-92n+t 

1,1'1--1 , 

= Y. Apn- t -~ '~+Amn-9  log n+n-22~ 
p-O 

m [-m-1 
-- ~oOq t p~oAv n-t-Vlm + Am n -~ log n + ~-" ~tn] '+elm + O~ (n-S-lira). 

(35) 
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The 2-free terms in the first member of this relation become, if for brevity we write 

t = n - t / " ,  (36) 

An~ ~+m 1-- 1+  t m +tam+Amfmlogn-2AmtSmlogn+AP =. (37) 
p-O 

If the ~-terms are deleted from the second member of (35), the expression can be 

written in the form 

m-1 ~ m-1 ]2+qlm 
Y. A, tr+m+AmtSmlogn - aq[!p~oArff+" -2AmtS"logn+Or -s-tm') 

p-O q-O 

= t m h (t)  + A m  t sm log n - t s"  h z ( t)  g ( t  m h (t)) - 2 A m  t sm log n + Ot (n -e-tam) 

with the notations (27), (28). But  the last expression is, by the recursive relation 

(26), equal to 

t '~ h (0 + Am ~'~ log n - f'~ h (t) - 1 ~m+x h' (t) + (1 + Am) ~'~ - 2 Am t s'~ log n + O~ (n -s-~am) 

which is identical with (37). Thus the ~-hee terms in (35) cancel and we obtain, 

by observing (34), 

(n + 1) -~ ~n+l = n -2  )ln -- 2 n -8 ~n -- n -4  ~2n + ~tn 0r (n - a - l a i n )  + ~2n O~ (n -4-1am) + 0r ( n - e - t a m ) ,  

i.e. 2 n + x = , ~ n [ 1 - n - 9 , ~ , + O ~ ( n - X - X / 2 " ) + , ~ n O r 1 6 2  (38) 

This implies 

la.+~ l-< [a. [(1 + ~ n -~ la.l + ~,n -x-~''') +~, n -*-ta" (39) 

where Cl, cs, c s are suitable positive numbers; they depend on ~ but not on z. 

Now suppose that there is a positive n o so that l~tn[>n -1-1am for n~ne; then 

by (39), 

I;t .+tl<l:t . l( l+c.n-~l,~l)  for n>:n~ 

where nl>~no, hence by (34) 

/ 1\ -1+I/2m 

+n] \ 

(1) <l,~.ln -~+~a" 1 - ~  for n~>n~. 
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Hence eventually ] An I ~-1+1/2m < 1 for some n/> no, which contradicts our assumption. 

We conclude that  ] 2 n l ~ n  1-I/2m for infinitely many n. But  if this inequality holds 

for sufficiently large n then by (39), 

12n+1 I <  7~ 1-I/2m {1 ~t- (C 1 .~- C2 + C3 ) n -1-1/2ra} < (n -~- l )  1-1/2m, 

hence ] ~ [ < n  1-1am for n>~n~, and 

12. +, I< 12. [ + + + n 

This clearly implies 2. = 0 t (1). (40) 

Going back to the relation (38) we find 

2.+1 =2 .  + O~ (n -1-1/~m) (41) 

which proves the existence of (30) and the uniformity of convergence for z ES 0 (0, 2). 

Let  us write now 2 (z) = 2* (z) - 2 *  (d) (42) 

where d is as in Remark 4; 2 (z) is defined in a suitable neighbourhood of the posi- 

t ive interval 0 <  ~/~<d and 2 (d)= 0. Also by Remark 4 and formula (32), 

2 (z)= lim n ~ (z. - d . )  (43) 

and in particular 2 (x) = lira n 2 (/. (x) - / .  (d)) (44) 

for 0 < x ~< d. By  comparing this with (4.5) we see that  2 (x) is a principal logarithm 

of iteration of /(x), provided that  it is a logarithm of iteration, i.e. that  it satisfies 

2 (l (z)) = 2 (z) - 1 (45) 

and the inverse 2_1(x) exists for 0<x. .<2(d).  The relation (45) is trivial from (33) 

and (42); the existence of 2-x (x) is assured if we can show that  2' (x) exists, is con- 

tinuous and 2' (x) 4:0 for 0 < x ~< d. 

LEMMA 4. Zet T (O) denote the union o/every Se(O, ~), 0 < ~ < r a ( 0 )  and every disk 

g ( o ,  t)}, ra(O)<t 

where Q (0, ~) is the number defined in Lemma 3, Remark 4: let A (z) be defined by 

(30), (32) and (42). Then 2 (z) is holomorphic on T(O) and 2' (z )*O /or z ET(O). In  

particular, 2 (x) is a principal logarithm o] iteration of ] (x). 
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Proof. B y  (29), (30) and Remark  4, 

2* (z) = n--,~lim {n ~ I (z) - 
._1 } 

n -1-vIm Av - A m  log n (46) 
p=0 

and the convergence is uniform on T (0). Bu t  ]n (z) is holomorphie on T (0), there- 

fore 2* (z) hence also 2 (z) is holomorphic on T (0). Thus  the Lemma is proved ff 

we can show tha t  2' ( z ) # 0  for z E T (0). Since 

2' (z) = I '  (z) 2' (/(z)) (47) 

by  (45) and f' ( z ) # 0  on T(O) by construction, it is sufficient to  prove the s ta tement  

when z E S o (0, ~), 0 < s ~ < r a (0). 

F rom (43) 2' (z) = lira n 2 f" (z), (48) 

. -1  /' } 
hence log 2 ' ( z ) = l i m  2 1 o g n +  ~ log (zr) �9 

n - - ~  p - 0  

But  by  (7) and (24), 

l o g / '  (zu) = - 2 z v + 0 (1 zv 11 + x/,,) 

2 
- -  F 0 z ( p - l - I / m ) ,  

P 
/t--1 

log f '  (zv) = - 2  log n + y + Oz (n -lIra) 
p - 0  

(49) 

for  some finite 7, which implies finiteness of log 2' (z) in (49) hence 2' ( z ) # 0 .  

F r o m  Lemma 4 it follows tha t  

I. (z) = 2-1 (2 (z) - a) (50) 

exists and is holomorphic for z = x, 0 <  x ~< d; to complete the proof of Theorem 3 c, 

we have to  show tha t  1, (z) is asymptot ical ly  differentiable a t  0. The  proof requires 

a substantial  ref inement  of Lemma  3. 

LEMMA 5. For every zED(qJo, rs(0)) , zn has an asymptotic representation 

(,og 7 (51) 

where B 0 o = l ,  B v o = A  v for p = l  . . . . .  m - l ,  

Bmo = 2* (z), Bol = Am; (52) 

the representation is valid uni formly /or z E S o (0, ~) where ~ is a /ixed positive number, 
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0 <  ~ ~<r a (0). The notations are those o/ Lemma 3, and the meaning of the representa- 

t/on (51) /s that 

- -  + O~ (n-~-kl,~) (53) 
l )+qm~k 

/or every fixed k>~ m. 

The coefficients Bra depend on 2* (z); specifically, Bpq is a polynomial in 2* (z) 

of degree ~< p/m. 

Proo/. Let  the coefficients Arq be calculated recursively from the generating 

relations 

A ~ =  1, Amo=O, 

A.~ 
IP-O q-O p -O  q -O  

oo ~2+slm 

+._o ~176 ,_o =-o 

I t  is seen easily tha t  the coefficients of tVu q, p = 0 ,  1 . . . . .  m - l ,  q>~O and of u t  ~ 

are identically zero, the coefficient of fm is Aol+te rms  composed of Are, p<m; 

finally, 
\ m /  

of Avoq. with p '<~p-m or p'<~p, q'<q, or p'<p, q'=q. Therefore, every Avq can 

be determined uniquely from the recursion; it  is also seen, by comparing (54) with 

(26), tha t  the coefficient Are, p = 0, 1 . . . . .  m - 1 and A01 are identical with A 0 . . . . .  Am-x 

and Am respectively. 

Now having fixed a positive integer k>~ m, let us write 

(55) 
p+qm<k \ .i~ / 

Lemma 3 implies tha t  Jim ~t~ = 2* (z) (56) 
~--t-O0 

and by Remark 3 after Lemma 3, 

~n = ~ (Z) = O~ (.1) 

if zE,.qo(O, ~). 

We get from (4) 
k 

z, ,+,  = i (z,,) = z,, - 2: a ,  z~,, +,,m +. o (I ~., I ~§  
e - O  

hence by (55) and (57), 

(57) 
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~m (log (n+  1))q+ (n+  1)-~.+~ 
Av~(n+l)-~ \ n ~ l  

j~+qrn~k 

= ~ A ~ . n  -~-'~= n- ' ;~ .  
p+qm~k 

--  a~ A~q ~,~-l-p/m "~ "~-'~ ~n -}- O~ (1~,-2-(k+l)Jm), (58) 
s-O p+ ~k 

The k-free terms in the first member of this relation can be written in the form 

ApqtP+=Cl+W)-x-o-rlm(u+Wlog (1 + t~)) q 
p+qm~k 

log n 
with t = n -1/~, u = - -  (59) 

n 

and these cancel, by (54), the k-free terms in the second member of (58), apart f r o m  

terms of order O$(n -~-(k+l)lm log k n). Hence we are left with 

(n+ l)- ,] t ,+l=n-,] tn_ ~.oasr~l. . - , , -r  

[ y. A~,n--~-~,~ + Oe (n-2-(~.~)/= log~ n), 
p+qm~k 

i.e. ~ t " + 1 = ( l §  a ' ~  ( 2 §  r-1 n-r- 'J=4.r- '  

(60) 

On multiplying out, the term n-Z~t, drops out, and the expression takes the form 

{ )..+x = )-. 1% ~ ,oa) ,~-l-lOlm 
~ j~q  ~v 

l ~ + q m ~ k - m  

v ~  .. - -  + Oe (n -(k§ log  ~ n )  
r -2  ~+qm<~k-rm 

(61)  

for certain coefficient ~pq~(~) which can be calculated uniquely from (60). From (61) 

we get, if k >im, 

~ + 1  - ~ .  = Ot (n -1-1/~ log ~ n) ,  

hence by (56), 4" (z) - 4 .  = ~. (2r+1-2r)= 0~ (n -urn log m n), 
ym~ 

= 4" (z) + O~ (n -xtm log m ~). 
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Suppose now that  for some j, 0 ~< j ~< k - m ,  and for certain coefficients D~q which are 

polynomials in 2* (z) of degree ~< 1 + 79, we have proved that  
m 

~ n = 2  * (z)+ ~ Dvq?,l. -plm ( l~  + Or (n -U+l)lm log m+t n); (62) 
l<~p+qm<~J 

i f  this is put back into (61), we get 

2~+1 - 2n = ~ Ep. n -1-~"~ + O~ (n -1-(j§ log re§247 n) 
1~io4 qm<~J+l 

hence 

r--n l~p+qm~J+l 

�9 By induction, (62) is true for j = k - m ,  

~. = y. D p ~  -p'" o~ (n ~-(~+~,'m )og ~ n) (63) 
p+qm~k-m 

with D ~ = 2 *  (z) and Dpq of degree ~< 1 + p / m  in A* (z). Finally, if (63)is substituted 

into (55), we obtain (51), (52) with 

Bpq = Ape for p < m, 

Bpq = Apq + D~_,,. q for p >~ m. 

This concludes the proof of the Lemma. 

L E M M A 6. ]~ (z) has an asymptotic expansion 

(z) ~ - ~: ~: F p . ~ .  1 . ,m ~og. ~, F . o =  ~ (64) 
p-O q-O 

when z->O in B (0, r a (0)), 0 > O. 

Proo]. By an obvious inversion we get from (53) 

1 _ =  y. ~z ,§  log~.+O~(l~ . l~+~, . , )  (65) 
n p+qm<.k 

where the 0 symbol refers to n - + ~  and formula is valid for zfiSo(O, ~). From (52) 

we see that  ~ = 1, and J~q is a polynomial in 2* (z) of degree ~ p / m ;  in particular, 

~ , ~ = 2 "  (z)+A*0 where A*0 does not depend on 2* (z). Hence 

9~=2* (Z)'q- ~, Fpq(2* (z))7.fln -l+p/m log a zn=Oe(JZn[  -1+1r (66) 
p+om~k 
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where F00(X*(z))=l and Fvq(X*(z)) is a polynomial in X*(z)of  degree <.p/m. I t  

turns out that  Fvq does not actually depend on X* (z); for if we write t = z  I so that  

z . =  t.-1, and apply the formula with n - 1  instead of n, we get 

n - l = X * ( t ) +  ~: F~.(X*(t))t~.--~+~"log~t._l+O~,([t._1] -l+k'm) (67) 
p+.m<~k 

=X*( t )+  ~. F~q(X*(t))z~ -'+rIm log q z,,+O~(lz,,l-l+~:/'n); 
p+qm<~k 

we have replaced here 0~, by O~ which is clearly permissible. But  X* (t)= X* ( z ) -  1, 

hence by comparison with (66), Fvq (X* (z) - 1) = Fvq (X* (z)). This is only possible if 

Fv. is of degree 0 in X* (z). Hence 

n ~ X* + log' z., (68) 
p - 0  q - 0  

uniformly for z E S 0 (0, ~). By choosing ~ = r 3 (0) and noticing that  X* (z=) = X* (z) - n, 

the Lemma now follows from the remark that  every t E B (0, r3 (0)) has the form t = z., 

z ES  o (0, r 3 (0)) by condition (ii) in Lemma 2. 

An immediate consequence of Lemma 6 is, by Theorem 5 c, w 6 and the remark 

(6.4), that  [ (x) is regular with respect to iteration; this will, of course, also follow from 

the asymptotic differentiability of [o (z). 

L~.MMA 7. Given 0 > 0  there is a positive number r4=r4(O)<~ra(20 ) such that 

X'(z)N Y.. 1 - q -  l~ ~ z - q  l~ '-1 z Fpqz "-2§ (69) 
~ - 0  . - 0  

when z ~ 0  on B(O, r4(O)), and X (z) is 8chl~lU on B (0, r~ (0)). 

Proo/. The condition that  (69) be valid on B (0, r 4 (0)) can be fulfilled by the 

remark after the proof of Theorem 6, w 7. Subject to this condition, choose r,  (0) so 

small that  also 
r4 (0) < (4 (4 + 0)) -~m (70) 

Ix'(z)-z- l<l l for zEB(O, r,(O)). (71) 

Take any two points z l = ~ l + i ~ h ,  z ~ = ~ + i ~ 2  on B(0, r4(0)); clearly 

 l>tlz, I,   >ilz l. (72) 
z# z z 

We have X (z~) - X (z I) = X' (r d ~ = Zx z2 
Zt Zt 

where the integration is taken over any path connecting z 1 and z 2 inside B (0, r 4 (0)). 
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Suppose first that  2~x~<~z~r4, and take the integral in (73) over the path 

1" 1+ 1" 3 where 1" 1 is a straight line from z a to ~1 and 1"2 a straight line from ~1 to 

z,. By (71), (72), 

I f  (~t (~)__ ~-2)d~[ ~0 ~12 ~2+l/2m~O[z1,l12m<o]zl]-l+1/2m, 
oo 

(~' ( r 1 6 2 1 6 2  <-~ x -~§ dz<.< z~ 

1 1 >I 1 1 1 11 1_1, 

hence by (70) and (73), 

I ~. (za) --  ~t (z ,)  I > �88 [z x I -x {1 -- 4 (4 + 0) l z  x ]:/2m} 

>~ ]z, l- '  {1- -4(4+0)  r~ am} >0.  

Suppose next that  ~ <  ~z< 2 ~ ,  and choose the path of integration in (73) so that  

the length of path shall not exceed 21zz- l. By (71), 
~z 

Zt 

hence by (70) and (73) 

provided that  z l # z  2. Thus z l q B ( O ,  rs), z z E B ( O ,  r4), z l # z  ~ imply X(Zl)*~t(z~)and 

X (z) is schlicht on B (0, r 4 (0)). 

We can now complete the proof of Theorem 3 c. By Lemmas 6 and 7, the curve 

z = x +  i O x ~, z > 0  is mapped by w = - ~ t  (z) upon a curve in the w-plane which has 

the line w = u -  i O, u > 0 for an asymptote. Therefore, if d (0) denotes the domain 

in the w-plane upon which B(O, r4 (0)) is mapped by -X  (z) and r s (0) is sufficiently 

small, the domain D (2 0) contains in its interior all points w = -X  (z)-  a, z q B  (0, r a (0)), 

]a I< �89 0. Hence f~ (z) = Jl-1 (;t (z) - a) is uniquely defined and is holomorphic on B(O, r s (0)). 

Now it can be shown similarly to Theorem 7 e, w 7, that  ~ _ ~ ( - w ) h a s  an asymptotic 

expansion of the form 

~_, (-w)~-, ~. '~. G~q w - ' - q - v ' m  l o g  ~ w,  Goo = l (74)  
p - 0  q=0 

when w-+0 on D (0) (or even on the strip w = u + i v, u >1 R (0), - 0 <. v <~ O, where 
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12 (0) is a suitable (large) positive number). In fact the coefficients of the expansion 

(74) can uniquely be determined so that  if w = - 2  (z) is substituted from (64), it  

should satisfy formally the relation (74). We only have to note that  

log (-A(z)) , - ,  - l o g  z +  log ~,-o ~ a~2"-o Frr l~ z) 

,-, - l o g z  + ~. ~. F*q z '+' 'm logq z, F~o = O. 
p-O q-O 

The formal expansion is converted in a true asymptotic expansion by choosing r 5 (0) 

so small that  

1 3 2l--i<lw[<2-~ when zeB(O, rs(O)). 

If we substitute w = - (~t (z) - a) from (64) into (74), where I a [ ~< ~ 0, we obtain an 

expansion of the form 

p-O q-O 

where avq(~ is a polynomial of degree ~< p/m in a. By assigning 0 a large positive value 

we see that  the expansion (75) is valid for every (real or complex) value of a. But  

a(~ is a polynomial in a, and clearly Pq  

a ~ = 0  for 0 < p < m  

a~q)=0 for q > 0  
(76) 

when a is a positive integer, therefore these relations are valid for every a. Hence 

~ . ( ~ )  ~2+r/m (77) h ( z ) ~ z -  - ~ .  , 
p-O 

as required. Incidentally, the relations (76) can also be verified directly from the 

commutation relation (9). 

The validity of (77) has so far only been confirmed on B(O, %(0)) if lal~<~e; 

but  if k is any positive integer, then ]~  (z) has an expansion of the form (77) in 

B (~0, r 6 (0)), say, where now r 8 (0) may also depend on k. Therefore, [a (z) is asymp- 

totically differentiable a t  0, at  least for every real a. 
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