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Preface 

The purpose of this paper is to give applications of the operator theory developed in 

the first part (Acta Math., 127 (1971), 79-183). These concern the existence and regularity 

of solutions of a pseudo-differential equation 

Pu =/ (1) 

in a manifold X. In  particular we construct and study parametrices for P. 

In  the first chapter, Chapter V, we have collected some general facts concerning the 

calculus of Fourier integral operators needed later. In  Chapter VI we then consider the 

equation (1) under the assumption that  P has a principal symbol p which is homogeneous 

of degree m and real. First we study the propagation of singularities of solutions of (1). 

If  no bicharacteristic curve of P is contained in a compact set in X this leads to semi-global 

existence theorems and we can then give necessary and sufficient conditions for the operator 

_P to map ~'(X)/COO(X) onto itself. Globally as well as locally these hypotheses are 

weaker than those made in I-I6rmander [17, Chap. VIII] .  Under the same hypotheses we 

construct (twosided) parametrices for P, that  is, inverses rood C ~176 If the characteristic 

set is split in a disjoint union of open and closed subsets N + and N -  there is rood C ~ a unique 

parametrix E = E(N +) such that  for / f ig ' (X) the wave front set of E / i n  addition to that  

of / only contains forward (backward) bicharacteristic half strips emanating from points in 

N + (resp. N-). When the characteristic set has/c components there are 2 k such parametrices. 

For the Klein-Gordon equation [ ]  + m  2 these are given by the advanced and retarded 

fundamental solutions, the Feynman "propagator" and its complex conjugate. The dif- 

ference between the Feynman propagator and the advanced or retarded fundamental 
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solution is + V - ~  times the positive definite distribution which is the Fourier transform 

of the Lorentz invariant measure on either component of the hyperboloid ~ _ ... _~n=  m 2  2. 

(See e.g. Bjorken and Drell [32].) On physical grounds it has been suggested (see DeWitt 

[34]) that  this positivity remains valid for the wave operator on a pseudo-Riemannian 

manifold of Lorentz signature. In  this direction we prove here 'that E(N+)/i increases 

with N + (in the sense of operators in Hilbert space) if P is self-adjoint and the indeter- 

mined C ~ part  of E is conveniently chosen. 

In  Chapter VI I  we drop the hypothesis that  the principal part p of P is real, but we 

require that the differentials of Re p and Im p are linearly independent and that the 

Poisson bracket {Re p, Im p} vanishes at the zeros of p. Even under this strong restriction 

our results are less complete than in the real case. The more general classes of operators 

studied recently by Nirenberg-Trbves [25] and Egorov [8] are not considered here at all. 

Nor do we discuss operators between sections of vector bundles although this involves no 

additional difficulty when the fiber dimensions are the same and hypotheses are made on 

the determinant as in the scalar case. For a more detailed description of the contents we 

refer to the introductions of each chapter. 

The authors would like to thank Professor A. Wightman for patient instruction on the 

role of "propagators" in relativistic quantum mechanics. This led to the results of section 

6.6 indicated above. 

V. Additional results on the calculus 

5.0. Introduction 

In  section 5.1 we shall just recall with slight extensions some of the notions introduced 

in part  I. The following two sections give an important supplement to the multiplicative 

properties of Fourier integral operators proved in section 4.2. There we proved that  if 

A 1 e I~'  (X • Y, C~), A 2 e I~ ~ ( Y • Z, C~), if the composition C 1 o C 2 of the canonical relations 

C 1 and C2 is well defined and A ! or A 2 is properly supported, then A1A2EI~l+m~(x • 
(CloCk)'), and we computed the principal symbol. However, for some choices of A 1 and A s 

which occur in Chapters VI and VI I  the principal symbol of the product will vanish identi- 

cally although this is not the case for either factor. Thus A1A~E m1+m~+l-2Q 15 (X • (CloC2)') 
then, and we must compute the principal symbol of order m I + m2 + 1 - 2~. In  doing so we will 

assume for the sake of simplicity that  A 1 is a pseudo-differential operator of type 1, 0. Besides 

the principal symbol of A 1 we must also consider an invariantly defined subprincipal symbol 

closely related to the subcharacteristie of Gs [37]. This is discussed in 

section 5.2 and the required formula for the principal symbol of the product is given in 
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section 5.3. I t  involves a first order differential operator depending on A 1 which acts on the 

principal symbol of A s. The solvability of the equat ion  A1A s = B with given A 1 and B 

is also discussed in section 5.3 under the assumption that  the first order differential equa- 

tion for the principal symbol of A s can be solved. This is actually the transport  equation of 

geometrical optics. Instances of this will be encountered in Chapters VI  and VII .  In  section 

5.4 finally we examine when a space I'~(X, A) is included in the space H(s)(X ) of distri- 

butions with locally square integrable derivatives of order s. 

5.1. Preliminaries 

Let X be a C ~ manifold and A a closed conic Lagrangean submanifold of T*(X)~O 

where T*(X) is the cotangent bundle and 0 the zero section. (We require manifolds to be 

countable at infinity.) In  section 3.2 we have introduced spaces I'~(X, A)(mER, �89 <~ ~ 1) 

of distribution densities of order �89 in X. I f  A E I~(X, A) then the wave front set WF(A) 

is contained in A and there is a natural  isomorphism 

IN(x,  A)/I~+ I-sQ(X, A) ~ S~+"/~(A, gl�89 | L)/S~+ n'4+ I-Se(A, gl�89 | L). 

If  a E S~ +n/4 (A, ~ |  and u E I~ (X, A) have corresponding residue classes we call a a 

principal symbol of u. The following result is really implicit in Chapters I and I I I  but  we 

state it for later reference: 

PROPOSITION 5.1.1. Let AkEI~k(X ,A) ,  k = 0 , 1 , 2  . . . .  where ink--->-oo as k-+ c~. 

, mE 
Set mk=maxj~>kmj. Then one can lind A EI  e (X,A) such that 

ml 
.4- ~AseI~ (X,A) ,  k = 1 , 2  . . . .  (5.].1) 

j < k  

A is uniquely determined modulo C~~ and has the same property relative to any rearrange. 

ment o/the series ~ A j; we write A ,.~ Y~ Aj. 

Here we have written C*(X) for the space of C ~ densities of order �89 Similarly we shall 

often write just ~ ' ( X )  for the distribution densities of order �89 

Proo/. I f  every Ak is of the form (3.2.14) with a fixed ] and an amplitude of order 

mk§ (n -2Nj ) /4  satisfying the  hypotheses of Definition 3.2.2 with a fixed j and K, then the 

proposition is an immediate consequence of Proposition 1.1.9. W e c a n  choose a countable 

subset J0 of the index set J used there such tha t  the sets X~ are a locally finite covering of 
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X and Ur are a locally finite covering of A. Each Ak can then by  Theorem 3.2.1 be split 

into a sum Z Akr with Akr as above. Thus ZkAkj is defined modulo C ~ and since the supports 

of these distributions are locally finite we can form the sum A with respect to j also. I t  is 

obvious tha t  it has the desired property. 

Extending the definition of characteristic used in section 2.5 for pseudo-differential 

operators we shall say tha t  A E I~(X,  A) is non-characteristic at ), E A if and only if any  

principal symbol a E S~ +aId (A, ~�89 has a reciprocal b E S~ ~-nl~ (A, ~_�89 -1) in a conic 

neighborhood of 2. I f  s o is a local section of Y2�89 which has no zero and is homogeneous 

of order m +n/4, this means precisely tha t  a =a0s o where a 0 is complex valued and l a0] 

is bounded from below at infinity in a conic neighborhood of ~. This condition is of course 

independent of the choice of principal symbol. By Theorem 3.2.6 the non-characteristic 

points belong to W$'(A). 

I f  X and Y are two Coo manifolds then a homogeneous canonical relation from 

T * ( Y ) ~ O  to T *(X)~ O was defined in section 4.1 to be a conic C ~ submanifold C of 

(T*(X)~O)  • (T*(Y)~0)  which is Lagrangean with respect to the difference ax- (~r  of 

the symplectic forms and is closed in T*(X • Y )~O.  Then the manifold C' obtained by 

multiplication with - 1  in the fibers of T*(Y) is L~grangean in T*(X • Y ) ~ O ,  and the 

elements of I ~ ( X  • Y,  C') can be considered as maps from ~ ' (Y)  to ~ ' ( X )  and C~(Y)  

to Coo(X). 

The following is an immediate extension of Proposition 2.5.1: 

P R 0 r 0 S I T I 0 • 5.1.2. Let C be a bijective homogeneous canonical trans/ormation/tom 

T*( Y ) ~ O  onto T*(X)~ 0 ,  thus dim X = dim Y, and assume that A E I~ (X  • Y, C') is properly 

supported and elliptic, that is, has no characteristic points. Then there exists a properly sup- 

ported elliptic Fourier integral operator B E I ~ ' n ( y  •  (C-1) ') which is a le/t and right 

parametrix, that is, B A - I  and A B - I  have Coo kernels. Any  other parametrix /or A di/]ers 

/rom B by an operator with Coo kernel. 

Proo/. We can regard the principal symbol a of A as an element of S~" (C, Lc) (see 

4.1.7). The ellipticity means tha t  we can find b E S~ m (C, L~ 1) such tha t  over any compact  

set ba = 1 outside a large enough sphere. Choose B 0 E I~m(Y  • X ,  (C-1) ') with this principal 

part.  Then we obtain tha t  A B  o = I + R1, BoA = I + R 2 where Rj are pseudo-differential 

operators in X and Y respectively of degree 1-2~ < 0 and type ~. As in the proof of Proposi- 

tion 2.5.1 it follows that  I + Rj has a twosided parametr ix which is ~ Z ~ ( - R j )  z. I t  follows 

tha t  A has both left and right parametrices and since the proof of Proposition 2.5.1 gives 

without change tha t  left and right parametriees must  differ by operators with Coo kernel, 

the proposition is proved. 
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We shall sometimes need local versions of the preceding notions and results. Thus let 

A be a conic Lagrangean manifold in T*(X)'~O which is not necessarily closed, and let K 

be a conic subset which is closed in T*(X)~O. We then denote by I'~(X, K) the set of 

distributions introduced in Definition 3.2.2 with the additional condition that  for each 

~EJ the restriction of aj to some conic neighborhood in Rn• R Nt of the pullback of A ~ K  

by the mapping C~j ~ (x, 0)-+ (x, q~) is of class S-oo. Note that  the definition depends both 

on K and on A although A has been suppressed in the notation. The proof of Theorem 

3.2.5 again gives an isomorphism 

s~n+ n/4(K, ~-~�89 @L)/Sr~+n/4+l-2e(g,s189 |  ~ I~'(X, g)/I'~+l-2~(Z, K) 

where S~ (K, g2�89 denotes the set of a E S~ (A, ~2�89 such that  a E S-oo on A ~ K .  Clearly 

the analogues of Theorem 3.2.6 and Proposition 5.1.1 are also valid. 

Now let C be the graph of a homogeneous canonical transformation from a conic 

neighborhood of (Y0, ~]o)E T*(Y)~O to a conic neighborhood of (x0, }o)ET*(X)~0 with 

co = ((x0, }0), (Y0, ~70))EC. Let A E I~(X • Y, K') where K is a conic subset of C which is 

closed in T*(X • Y)~0 ,  and assume that  c o is a non-characteristic point for A. (We consider 

the principal symbol to be defined on C or on C', whichever is more convenient for the 

moment. This should cause no confusion.) Then the proof of Proposition 5.1.2 shows 

that  one can find BEI~'n(Y•  K~) where K 1 is the inverse of K, such that 

(x0, ~0) r WF(AB - Ix), (Yo, ~7o) q- WF(BA - Ir) .  (5.1.2) 

Here Ix  and I r are the identity operators in ~ ' (X)  and ~ ' (Y)  respectively. Note tha t  

A B  and BA are pseudo-differential operators. 

5.2. The subprincipal symbol of a pseudo-differential operator 

Let X be a C ~ manifold and P EL~ (X) a pseudo-differential operator in X regarded 

as a map from densities of order �89 to densities of order �89 For every choice of local co- 

ordinates x 1 .... , x~ in an open subset XI the operator has a symbol p(x, ~), (x, ~)EX 1 • R n, 

determined modulo S -~176 (see section 2.1). Regarded as a function on T*(X) it is independent 

of the choice of local coordinates modulo S~ +1-2~. We shall improve this invariance by a 

modification of an argument of Gs [37] which takes advantage of the 

densities of order �89 

Let ~01 ..... ~ be another system of local coordinates in X x and set ~(x, 0) = ~  q~j(z)Oj, 

(x, O)EX 1 • R ~. Choosing a density wEC~(X1) of order �89 we shall consider e-~P(we i~) as 

a function on T*(X1) by means of the vector bundle isomorphism (x, O)-+(x, cp'~(x, 0)). 

This quantity may of course depend on ~01 .... , ~= but by evaluating it in terms of the local 
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coordinates  x 1 . . . .  , x~ we shall  see t h a t  this  is no t  the  case modulo  S~ +2(1-2~) and  so  we will 

Obtain the  desired invar iance .  

I n  t e rms  of the  local coordinates  we have  

where  

e-~P(we ~) '~ E p(~)(x, qg'x) D~(w(z) eie(x'z'~ ! [z=~: 

~(x,z,O) =cf(z ,O)-~(x,O)-  <z-x,q~'~(x,O)). 

(5.2.1) 

This follows f rom the  formulas  for mul t ip l i ca t ion  of pseudo-di f ferent ia l  opera tors  and  for 

changing var iables  g iven in sect ion 2.1, a n d  can also be t a k e n  as a s t a r t ing  po in t  for a 

proof  of these  (see H h r m a n d e r  [13, sect ion 2]). I f  k is the  larges t  in teger  ~< t~I /2 ,  t he  second 

factor  in (5.2.1) is a po lynomia l  in 0, of degree ~</c and  therefore  in S~. This  gives easi ly  

e - ~ P ( w e  i~) = p(x ,  q~'~:) w(x)  § 5 p(J) (x, qJ~:) D j w ( x )  

+ (2i)-lZp(Jk)(X,q~'z)W(X)~2qJ/~Xi~Xk mod S~ n+2(1-2~). (5.2.2) 

No te  t h a t  only  the  f irst  t e rm on the  r ight  h a n d  side is no t  de t e rmined  b y  the  res idue class 

of p rood ,qm+l-2e Since we should regard  w as a dens i ty  of order  �89 i t  is na tu r a l  to  replace  

the  f irst  sum b y  a Lie der iva t ive  so we digress to  recall  this  not ion.  

I f  v is a real  C ~ vec tor  field and  a a dens i ty  of order  ~r on a mani fo ld  M,  then  the  Lie 

de r iva t ive  Of a wi th  respect  to  v is def ined b y  

d 
.Lf v a =  ~ (cft)* a [tffi0. (5.2.3) 

Here  ~0 t is the  local one p a r a m e t e r  group of t r ans fo rmat ions  of M genera ted  b y  v and  ~* a 

denotes  the  pu l lback  of a b y  means  of the  t r ans fo rma t ion  ~. I f  a 0 is a non-vanish ing  dens i ty  

and  we wri te  a = u a o ,  t hen  

~Lf va = (vu) a o + u:Lf ~a o = (vu + /u) a o (5.2.4) 

where / is the  funct ion  def ined b y  .Lfva o = / a  o. A p a r t  f rom lower order  t e rms  Lie de r iva t ion  

of densi t ies  therefore  coincides wi th  d i f fe rent ia t ion  of the  fac tor  u wi th  respect  to  the  

vec tor  field v. I f  a 0 is the  dens i ty  of order  z corresponding to  the  s t a n d a r d  volume in some 

local coordina tes  Yl, ..., Yk on M then  

] = u  d i v v = ~ Z ~ v ~ / ~ y  r (5.2.5) 

Fo rmula s  (5.2.4) and  (5.2.5) define -Lfv also for complex  vec tor  fields. 

Le t  v be the  vec tor  field (p(1J(x, ~'x) . . . . .  p(~) (x, ~ ) )  in X 1 which is def ined b y  the  

func t ion  p(x ,  ~) on T*(X), wi th  no o the r  reference to  the  local  coo rd ina t e s  x 1 . . . .  , x~. Since 
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v _ _  (D t 

where ~o)/n ~,(~> ~,  ~) = ~2p/~xk~$j , we obtain 

e-'~P(we ~) = (p(x, q~'~)- (2i)-~Sp~(x,q)'~))w(x)- is modulo S~ +2(~-2e). (5.2.6) 

But  Lfvw is modulo  S~ n+e(1-eQ) independent  of the choice of local coordinates x 1 . . . . .  x~, 

so it follows tha t  
p ( x ,  ~'~) - " - ~  (~) (2~) ~ p ( j ~ ( x , ~ ' ~ )  

is also independent  of the local coordinates rood ~n+2(1 -2q)  when regarded as a funct ion 

on T*(X1). Thus we have proved 

P I ~ o l ~ o s I T I o ~  5.2.1. Let P be a pseudo-di f/erential operator in a manifold X,  considered 

as an operator between densities o/order �89 I / P C L ~  and/or some choice of local coordinates 

p(x, ~) denotes the lull symbol, then 

p - -  (2i)-l~O~p/~x~$~e S~ (5.2.7) 

is modulo S~ +2(~-~q) independent o/the choice o/ local coordinates. 

I t  is of course also possible to prove Proposit ion 5.2,1 directly using the formulas of 

section 2.1 for changing variables but  this approach would not  explain the reason for the 

invariance as dearly.  

I n  what  follows we shall usually consider pseudo-differential operators PEL~(X)  

with a homogeneous principal symbol p. This means t h a t  we assume the existence of a 

C ~ homogeneous function p of degree m on T*(X)~O such that for any system of local 

coordinates the full symbol of P is of the form p + r where r 6 ST-i. Clearly p is then uniquely 

determined by P, and Proposition 5.2.1 reduces to the statement that 

r - (2 i ) - ~  a~p/~xj~ ~ S'~ ~ -~ (5.2.8) 

is uniquely determined modulo S~ -e. We can therefore choose c ~S~-~(T*(X)) which agrees 

with (5.2.8) modulo S~ -~ for any  choice of local coordinates. We shall call such a symbol c 

a subprincipal symbol. I f  the full symbol  of P is a sum of homogeneous terms we can of 

course choose c homogeneous of degree m - l ,  and the definition of c is then unique. 

5.3. Products with vanishing principal symbol 

Let  X and Y be C ~ manifolds and C a homogeneous canonical relation from T*( Y ) ~ 0  

to  T * ( X ) ~ 0 .  H P is a properly supported pseudo-differential operator  in L~(X) and if 

A EI'~'(X • Y, C'), we know from Theorem 4.2.2 tha t  PA:EI~+"(X • Y, C'), and  Theorem 
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4.2.3 allows us to compute a principal symbol of PA. This may vanish identically, however, 

and the following result gives the principal symbol of lower order in such a case. 

T~]~OREM 5.3.1. Let P be a properly supported psendo-di//erential operator EL'~(X) 

with homogeneous principal symbol p, and denote by c a subprincipal symbol o/P.  Assume 

that C is a homogeneous canonical relation/tom T*( Y )~O to T*(X)~O such that p vanishes 

on the projection o/ C in T*(X)'~O. I / A  EI~" (X • Y, C') and aeS~'+(~+~)~4(C ', ~ |  

is a principal symbol ol A, it/ollows that the product PA EI~+m'-q(X • Y, C') has 

i--*.~Hpa + ca (5.3.1) 

as principal symbol. Here H~ is the Hamilton/ield o /p  li/ted to a/unction on (T*(X)~0)  • 

(T*(Y)~0) ,  so H~ is tangential to C, and .~Hp is the corresponding Lie derivative. 

Note that  since L is flat we can define .~q'H~ a by using local trivializations of L which 

only differ by a constant factor and therefore do not affect the definition. 

Proo]. I t  follows from Theorem 3.2.3 and an observation made at the end of its proof 

tha t  a conic neighborhood of any point in C' can be represented by a phase function of the 

form 
~v(z, y, ~, 7) =(x ,  ~> +(y ,  7) -H(~ ,  U) 

provided that  the local coordinates in X and in Y are conveniently chosen. Here H is defined 

in a conic neighborhood of (~0, ~0) E (Rnx~0) • (Rnr~0) .  We may therefore assume in the 

proof that  A is of the form 

where aE S~ for # = m ' -  (nx + nr)/4 and a vanishes outside a small conic neighborhood of 

(U~, H',, ~, 7) with ~ = ~0, ~ = T0. The map 

(~, n)-+ (H~, H',, ~, 7) 

is a local parametrization of the manifold Cr of points where ~ is critical with respect to 

(~, ~), and the density defined in Cr by the pullback of the Dirae measure in R ~x+~r with 

the map (x, y, ~, 7 )~(x-H~- ,  y-H' , )  coincides with the Lebesgue measure in (~, ~). In 

terms of these local parameters on C' and the trivialization of L given by the phase function 

% a principal symbol of A is therefore given by the restriction a(H'~, H'n, ~, ~). 

By repeated use of Proposition 1.2.5 we can replace a by a function a0(~ , 7) without 

changing the singularities of A in the local coordinate patch considered in (5.3.2). An appli- 

cation of P under the sign of integration now gives 
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PAu(x) = f f fe  ~(~' y' ~'7) (p(x, ~) + r(x, ~)) ao(~, 7) u(y) dy d~ d~ (5.3.3) 

where as at the end of section 5.2 we have denoted the full symbol of P by p+r .  Since 

p(H'~, ~) = 0 we can choose by  means of Taylor 's  formula functions pj 6 C ~ in a neighborhood 

of the support  of the integrand in (5.3.3) such that  

p(x,~)= Sp j ( x ,~ ,~ ) (x j -~H/~ j )=  ~pj(x,~,~)~q~(x,y,~,~)/~$j (5.3.4) 

and p~is homogeneous of degree m with respect to (~, ~). We may  assume tha t  a 0 vanishes 

in a neighborhood of 0 and obtain by an integration by parts  with respect to ~ as in 

section 1.2 

PAu(x)~ f f fe~(~'~'~")(rao-i-iZO(ps(x,~,v)ao(~,V))/O~j)u(y)dyd~d ~. (5.3.5) 

P A  is therefore a Fourier integral operator with the amplitude 

ra o - i -1 ~ p~ (x, ~, 7) 8aa (~, ~)/~5 - i-1 aa (~, 7) ~ ~PJ (x, ~, ~)/~j. (5.3.6) 

This is in S~ +"-q so it follows tha t  P A  6 I ~  +~'-q. We can obtain the principal symbol by  
P 

taking the restriction of (5.3.6) to Cr In  doing so we may  replace a0(~, U) by a(H'~, H,,  
r ~, U) for the difference is in S~ +~-~. With x=H'~, y=H~ this gives 

Since differentiation of (5.3.4) gives for x = H~ 

~p/~x~ = p~, ~ p l ~  = - ~ p~ ~H/~ 5 ~ ,  0 = - ~ p~ ~ H / ~ 5 ~  (5.3.7) 

we conclude tha t  

This shows tha t  the vector f i e l d - Z  p ~ 8 / ~  on Cr is the expression of H~ in terms of the 

local coordinates (~, ~) there. Therefore the Lie derivative along H~ of a(H'~, H',, ~, 7) 

considered as a density of order �89 is in view of (5.2.5) equal t o  

- ~ p~ ~ao/~ , - �89 ~ap~(H'~, ~, V)/e~ao. 

Thus the principal symbol of P A  is i-~.!fna + ?a where if we recall (5.3.6) 

? = r +  (2~) Z~p~(H~,~,~)/~5-i-~5~pi(x,~,V)/~,  x=H~.  
13 - 722909 Acta mathematica 128. Impr i r a4  le 23 Mars  1972. 
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This is the value for x = H~ of 

r + ( 2 i ) - ~ ( ~ p j / ~ j  + ~ 0 p ~ / a x k ~ 2 H / ~  - 2 ~ p ~ / ~ )  

= r - (2i) -~ ~.~[~  (p~ + 5~p~/~x~(x~ - ~ H / ~ ) )  = r - (2 i ) - ~ 5 ~ p / ~ x ~  

where the last equality follows from another application of (5.3.4). This completes the 

proof, for the right hand side is the definition 5.2.8 of the subprineipal part .  

From the proof it is obvious tha t  there is also a local version of Theorem 5.3.1 when 

A E I~'(X • Y, K')  for a closed conic subset K of a canonical relation C. 

Keeping the hypotheses of Theorem 5.3.1 we shall now discuss the solvability of the 

equation P A = B  with AEI '~ ' (X•  Y, C') when B is given. We know by Theorem 5.3.1 

tha t  B must  be in I~+~"-Q(X • Y, C') and tha t  the principal symbol bES'~ +"'-~+~/4 is given 

by  
b = i-l.~.~pa + ca. (5.3.9) 

Here we have written n =d im X + dim Y. However, we cannot expect this equation to 

have a solution a E S~ '+~/a for every b E S~ +m'-q+n/4 if Q < 1. For  example, iI m = 1 we might  

have Hv = ~/~x 1 and integration of b with respect to x 1 would not decrease the order. On 

the other hand, this example indicates that  it is reasonable to expect such a solution a 

if b ES~ '+~-1+=/4. In  fact, such situations will be encountered in Chapters VI  and VII ,  and 

the conclusions are discussed in the following analogue of Proposition 5.1.2. 

T ~ O R ] ~ M  5.3.2. Let P and C satisfy the hypotheses in Theorem 5.3.1, let ~>2/3  and 

assume that ]or every real i t 

R~s~ (c) ~ s 2 ~ .  (c). (5.3.10) 

For every BEI~+m' - I (Xx  Y, C') one can then lind A E I ~ ' ( X x  Y, C') such that P A - B  

has a C ~ kernel. I / b  is the principal symbol o / B  and a is any solution o/(5.3.9) belonging to 

S~'+n/4(C, L@~�89 one can choose A with principal symbol in the class o] a modulo S~ "+nl4+2-~ 

(c, L |  

Proo/. From (5.3.10) i t  follows tha~ (5.3.9) has a solution aES~(C', L Q ~ )  for any  

b ES~ +~-1 (C', L(~)~2�89 In  fact, let ~o be a non-vanishing section of L ( ~ ) ~  which is homo- 

geneous of degree 0. That  such sections exist follows from the triviality of L and g2�89 as 

complex vector bundles (see section 3.2, p. 148). Writing a =aooJ and b =boo~ we reduce the 

equation (5.3.9) to the form 

( - iH~a o + c'ao) = b o 

where c' EST -1 and a o, b o denote scalar symbols of the same orders as a, b. By  hypothesis 
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we can find y E S o so tha t  H~y = c'. By Proposition 1.1.8 we have exp (+_ i?)E S ~ and if we 

write ao=ie-~ral, bo=e-~bl the equation reduces to 

H~a 1 = b 1 

which by hypothesis has a solution a~eS~ if blESF +~-1. 

Now choose AoelF'(X • Y, C') with principal symbol satisfying (5.3.9), and set 

B 1 = B - P A  o. 

By Theorem 5.3.1 we obtain B1EI ~ where # = m § 2 4 7  

I terat ing this argument we obtain sequences A~EI~'-J(3q-2)(X• C') and B,E 

l~+m'-l-J(3q-2)(X • Y, C') such tha t  Bo= B and 

Bj+~ = B ; - P A j ,  ~ = 0, 1, 2 . . . .  (5.3.11) 

Let  A be the asymptotic  sum of all A j, ] =0,  1 ... .  which is defined according to Proposition 

5.1.1 since 3Q >2. Adding the equations (5.3.11) we obtain 

P(A o + ... +A j) -~ B o -  Bj+ 1 

which gives that  P A - B o E I ~ ( X  • Y, C')=C~ • Y). The theorem is proved. 

Remark 1. A similar: result is valid for the equation AP = B for this is equivalent to 

t h e  equation P'A*= B* for the adjoints. 

Remark 2. We shall also need a local version of Theorem 5.3.2 where C is replaced by 

a closed conic subset K of a canonical relation which is not necessarily closed. Since the 

modifications involved are qnite obvious we do not state this result explicitly. 

5.4. The smoothness of elements in I~(X,  A) 

First recall that  H(,)(X) denotes the set of all uE~ ' (X)  such tha t  AuEL~o~(X) for all 

properly supported A ELi (X). I t  is enough to require this for one elliptic A, and we have 

Bu E H(s-m) (X) if u E H(s) (X) and B ELF(X), Q > �89 (See section 2.2 and also [13], section 5.) 

Let  A be a closed Lagrangean submanifold of T*(X)~O. 

THEOREM 5.4.1. IF(X, A)cH(s)(X) i / a n d  only i/  m+n/4+s<O.  Moreover, i/ ue  

IF(X, A) and u has some non-characteristic point, then it/ollows that u CH(~)(X) when 0 <~ 

m + n/4 +s. 

COROLLARY 5.4.2. A Fourier integral operator /rom ~ ' ( Y )  to ~ ' (X)  is a Hilbert- 

Schmidt integral operator i / i t  is o/order < - ( d i m  X Wdim Y)/4 and the kernel has compact 

support. 



194 J .  J .  D U I S T E R M A A T  A N D  L.  H O R M A I ~ D E R  

I t  is interesting to compare this conclusion with Theorems 4.1.1 and 4.3.2 

Proo] o/Theorem 5.4.1. I t  is sufficient to show that  if uEI~(X,  A) and WE(u) is in a 

small conic neighborhood F of (x0, t0) E A, then u E/t(0) = L~oc if m + n/4 < 0 whereas u CH(0 ) 

if m + n ~ 4  ~> 0 and (%, t0) is a non-characteristic point. Let g be a homogeneous canonical 

transformation from a conic neighborhood of (x 0, t0) to a conic neighborhood of (X 0, '~0) E 

T*(R~)~0 and let K be a closed conic neighborhood of (x0, t0, X0, Eo) in the graph of Z. 

The inverse graph we denote by K 1. According to (5.1.2) we can choose operators 

A EI~(X • R ~, K') and BEI~  ~ • X,  (K-l) ') such that  

(xo, to) r W F ( A B -  I). 

We may assume that  F does not meet W F ( A B - I ) ,  and then we have A B u - u E C %  

Hence it follows from Theorem 4.3.1 that  

uEL~o~ ~ BuEL~or ~ ABueL~oo =~ uEL~or 

so uEL~oo~BuEL[oo. Now BuEI'~(R ~, XF), and by appropriate choice of Z we can make 

xF contained in 0 • (R=~0), the normal bundle of 0 in R". In  fact, with suitable local 

coordinates Theorem 3.1.3 shows that  A is defined near (x 0, ~0) by x=H'( t )  where H is 

homogeneous of degree 1 near ~0, and we can take for Z the canonical transformation 

(x, t ) -~(x -H' (~) ,  t). 

In  the special case to which the proof is now reduced we have 

(the integral taken in the sense of Schwartz), where a~S~ -n/4 and I/aES~ m+n/4 in case 

u has a non-characteristic point. By Parseval's formula we obviously have uEL~or if 

2(m-n~4) < - n ,  and not if 2 (m-n /4 )  >~ - n  when there is a non-characteristic point, for u 

is rapidly decreasing at infinity so u EL~or if and only if u EL 2. 

VI. Pseudo-differential operators with real principal symbols 

6.0. Introduction 

Throughout this chapter P will denote a properly supported pseudo-differential operator 

of the class ZT (X) where X is a C ~~ manifold, and we assume that  P has a real and homo- 

geneous principal symbol p. In  section 6.1 we show that  if Pu =/E C ~176 then the singularities 

of u propagate along the bicharacteristics in the sense that  WF(u) is invariant under the 
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flow defined by  the Hamil ton field of p. (Recall tha t  by  definition p vanishes on WF(u).)  

This implies that  through every point in sing supp u there is a bieharacteristic curve which 

stays in the singular support. (The conclusion is of course trivial if some such curve is 

reduced to a point.) In  the constant coefficient ease this result was first proved by  Gru~in 

[38]; a weaker s tatement  valid also for variable coefficients had been given before in 

HSrmander [17, section 8.8]. A local extension of the Gruw theorem to the case of regular 

bicharacteristic curves was announced in HSrmander [15]. One of the main reasons for 

considering WF(u) instead of sing supp u is tha t  this eliminates the difference between 

local and global results. For proofs using only pseudo-differential operators we refer to 

t tSrmander  [45], where only the case of a regular bieharacteristic curve is studied, and 

HSrmandcr [46] where an extension to certain operators with complex principal par t  is 

also given. Analogous results concerning non-analyticity have been given by  Andersson 

[29], Kawai-Kashiwara (to be published) and HSrmander [44]. 

On the other hand, we prove in section 6.2 tha t  there exist distributions u with Pu E C ~~ 

such tha t  W.F(u) is generated by  a given bicharacteristic strip. (The s ta tement  must  be 

modified if the strip has boundary points. ) For earlier results in this direction see Zerner 

[53], HSrmander [17, section 8.8], [43]. The methods used in the proof are derived from 

the asymptotic  expansions of geometrical optics but  to obtain global results which do not 

require regularity of the bicharacteristic curve it is essential to use the calculus of Fourier 

integral operators. 

In  section 6.3 we use the results of sections 6.1 and 6.2 to s tudy the existence of solu- 

tions of the equation Pu =]. I f  no bicharacteristic curve of P is contained in the compact 

set K c  X it is proved tha t  the equation can be solved in a neighborhood of K if and only if 

] is orthogonal to the finite dimensional space of v E C~ (K) with tPv = O. I f  no bicharacteristic 

curve is contained in a compact subset of X then the equation Pu =] has a solution modulo 

C ~ for every distribution ] if and only if X is convex with respect to the bicharacteristic 

curves of P in a sense explained in section 6.3. By  an example it is shown tha t  knowledge 

of the symbol alone cannot decide whether genuine solutions exist. 

The existence theorems of section 6.3 are proved by  abstract  functional analysis but  

in section 6.5 we show tha t  the same hypotheses on P and X allow one to construct para- 

metrices of P,  tha t  is, inverses modulo C ~176 As a preliminary for the construction we 

discuss existence theorems for real first order differential equations in section 6.4. This is 

required for the application of Theorem 5.3.2 and also gives an elementary example of 

the role of the convexity conditions occurring in the general case. In  section 6.5 we deter- 

mine in particular which sets tha t  can carry W.F(E) when E is a right, left or twosided 

parametrix.  The results contain the theorems on the singularities of solutions of hyperbolic 
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equations given by Hadamard [39] and Riesz [49] (second order equations) and Courant- 

Lax [33], Lax [21], Ludwig [22] (equations of arbitrary order). The study of parametrices 

is continued in section 6.6 which is mainly devoted to the positivity properties mentioned 

in the preface. These seem to be new even for second order hyperbolic operators with 

variable coefficients. 

6 .1 .  T h e  p r o p a g a t i o n  o f  s i n g u l a r i t i e s  

The main result to be proved in this section is 

T~v.ORW~ 6.1.1. Assume that P E L T ( X )  is properly supported and has a real principal 

part p which is homogeneous o] degree m. I /  u E ~ ' ( X )  and P u = /  it /ollows then that 

W F( u ) ~ W F(/)  is contained in p - l (  O ) and is invariant under the Hamiltonian vector field Hp. 

We shall prove the theorem by reducing it to the special case P = Dn in R n where it 

follows by explicit solution of the equation P u  =]. The study of this special case as well 

as the reduction will at the same time prepare for the construction of a parametrix in 

section 6.5, so we shall also include some material not required until later on. 

By E~ + and E~ we denote the forward and backward fundamental solutions of the 

operator Dn, the kernels of which are defined by 

E + = i~(x' - y') H(xn - Yn), E ;  = - i~(x' - y') H(yn - xn). 

Here H is the Heaviside function, H ( t ) = l  for t > 0  and H(t)=O for t<0 ,  and we have 

' En - E ~  = used the notation x=(x ' ,x~)  and y = ( y ,  y~) for points in RL Note that  + 

i ~ ( x ' - y ' )  or, in Fourier integral form, 

y)d dyd0, ueCr(R • (6.1.1) 

Here 4n--2 =2n  + 2 ( n - - l )  so the power of 2~ in front of the integral agrees with (2.4.1) 

and (3.2.14). For the phase function ~(x, y, 0) = (x' - y ' ,  0) the set Cr where ~ =0 is defined 

by x ' =  y', so it is parametrized by x', x~, y~, 0 and the pullback of the Dirac measure in 

R ~-1 under the map (x, y, 0 ) - ~  is the measure dx'dxndy~dO on C~. The canonical relation 

defined by ~ is 
C~ = ((x, ~, y, ~); x' =y ' ,  ~'=~'=CO, ~ = ~ , = 0 )  (6.1.2) 

and the bijection C+--+C~ gives the parametrization 

(x', Xn, y~, O) -+ (x', x,, 0, 0; x', y , ,  O, O) e C,~. (6.1.3) 

With these parameters and the trivialization of the Keller-Maslov line bundle L given by 

the principal symbol of E ; -  E ;  is 
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i V ~  Vdx' dx~dy~ dO E S(~ n-~)/~ = S1�89 (6.1.4) 

so E + - E ;  E I ~ ( R  ~ x R ~, C~'). I t  follows tha t  zE~  E I~�89 ~ • R n, C~) if Z E C~(R ~ • R ~) 

vanishes in a neighborhood of the diagonal. I n  fact, if x 4 y  then  either E + or E ;  vanishes 

in a neighborhood of (x, y). 

I n  part icular  we conclude tha t  WF'(E2) is contained in C~ except  over the diagonal 

in R n •  ~. Since WF'(~(x ' -y ' ) )~C n and WF'(H(xn-yn))cC'  =((x ,  ~:, y, V); ~ ' = ~ '  =0 ,  

xn=yn, ~=~=~0},  it follows from Theorem 2.5.10 tha t  WF'(E+)c (C'+C~) U C' U C~. 

Over the diagonal in R n • R n this set is the same as the diagonal in (T*(Rn)~0)  • (T*(R n) 
~.0) .  I f  we note t ha t  WF'(D~E +) = WF'((~(x -y ) )  is equal to the  diagonal, we find on the 

other  hand  tha t  WF'(E +) must  contain the diagonal in ( T * ( R ' ) ~ 0 )  x (T*(R~)~0),  and 

so we have proved 

P R O P O S IT I O ~ 6.1.2. Let E + and En be the/orward and bac]~ward/undamental solutions 

o/ D~ =-i~/~xn in R ~. Then we have 

(i) WF'(E~) is the union o/ the diagonal in T * ( R n ) ~ 0  • T* (Rn)~0  and the part o/the 

canonical relation Cn defined by (6.1.2) where x ~  y~. 

(ii) xE~ E I~- �89 ~ • R ~, C~) i/ g E C~(R n • R n) vanishes near the diagonal. 

(iii) E + - E ~  EI~�89215 n, Cn) and a principal symbol is given by (6.1.4) where the 

parametrization is that o/ (6.1.3) and the Keller-Ma.slov line bundle is trivialized by means 

o/ the phase/unction ( x ' - y ' ,  0). 

Using (i) only we shall now prove Theorem 6.1.1 when X = R  n and P=Dn. First  

assume t h a t  v E 8 ' ( R  n) and set g = D~v. Then we have v---E + g = E~ g. I f  C + and C~ denote 

the par ts  of C~ where x~ >y~ and Xn <y~ respectively, then by  (i) in Proposi t ion 6.1.2 and 

Theorem 2.5.14 it follows tha t  

WF(v) c (WF(g) U U~+WF(g)) n (WF(g) u C;WF(g)). (6.1.5) 

Consider now a distr ibution u E H ' ( R  ~) and set Dnu=/. Since the Hami l ton  field of 

p(x, ~) = ~  is the uni t  vector  e~ along the x~-axis, Theorem 6.1.1 will be proved for the ope- 

ra tor  D~ if we show tha t  (x0, ~:0)E WF (u)~WF ( / )  implies (x0, ~0)+ten E WF(u) for small t. 

Choose ~ > 0  so small t ha t  (xo,~o)+ten~WF(]) when It] ~<(~, and then ~eC~C(R ~) with 

lx -xol  <~ in supp ~0. I f  v=q~u and g=Dnv, we have 

WF(g) c wF(~/ )  u WF(uD~), 

and W2'(cf]) contains no point  of the form (%, ~o)+te~. I f  ~(x0)= 1 then (%, ~0)E WE(v) 
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so it  follows f rom (6.1.5) t h a t  (x 0 ,$0)+te~ is in WF(u) and  over  supp Da00 for some t > 0  

and some t < 0 .  Hence  (x0, ~o)+te~eWF(u) for jr{ <~.  

I n  the  general proof  of Theorem 6.1.1 we m a y  assume t h a t  P is a first  order  opera tor ,  

for  if Q is an elliptic pseudo-differential  opera tor  wi th  posit ive principal  par t ,  homo- 

geneou s of degree 1 - m ,  then  Pu=/ imp l i e s  (QP)u=Q] where QP has the  same charac- 

teristics and bicharacteris t ic  s tr ips as P,  and  WF(Q/) = WF(/). I t  is also sufficient to con- 

sider characteris t ics  (x0, ~0) of P where the Hami l t on  field H v does not  have  the  direction 

of the  cone axis {(x0, ~0);  ~ >0},  for the  bicharacteris t ic  str ip s tar t ing  a t  (x0, $0) is otherwise 

equal to the  cone axis and this makes  the  assert ion of Theorem 6.1.1 trivial.  Using these 

conditions we shall now t rans form P locally a t  (x 0, 8o) to the  opera tor  D,. The first  s tep is 

an  essentially classical construct ion of canonical coordinates (see Cara thdodory  [6, w 105-6]). 

P R O P O SIT I O N 6.1.3. Let Pl .. . .  , p~ be real valued C oo/unctions in a conic neighborhood 

o] (x 0, ~0) E T*(X)~O which are homogeneous o/ degree 1. Let n = dim X. For the existence 

o/a homogeneous canonical trans/ormation Z(x, ~) = (Xl(x, ~), ..., Xn(x, ~), ~l(x, ~), ..., ~.n(x,~)) 

]rom a conic neighborhood U o/ (xo, ~o) to a conic neighborhood o/ (0, ~0) E T*(Rn) '~0  such 

that p~(x, ~)= ~ (x ,  ~), j = 1, ..., k, it is then necessary and su/[icient that 

(i) {p~,pj}=O in a neighborhood o[ (xo, ~0) /or i, ?'=1 . . . .  , k; 

(ii) H~ (x o, ~o) .. . .  , H~k(xo, ~o) and the direction o/the cone axis are linearly independent. 

Here {p, q} =H~q denotes the Poisson bracket, and H~ the Hamilton/ield. 

Proo/. Since Poisson brackets ,  Hami l t on  fields and  the  cone axis are all invar ian t  

under  homogeneous  canonical t ransformat ions ,  the  necessity follows f rom the  fac t  t h a t  

( ~ ,  ~ j } = 0 ,  H ~  =~/~Xi with respect  to the  symplcct ic  s t ruc ture  in T*(Rn). 

For  the  proof of sufficiency we first  no te  t h a t  the  symplect ic  fo rm vanishes in the  

k-plane B spanned b y  H~(xo, ~0) . . . . .  H~(xo, ~o) so k<~n. If:pl(x0, ~0) . . . . .  Pk(Xo, ~o) =0, 

t hen  dpl .. . .  , dpk vanish  in the  direction of the cone axis b y  Euler ' s  relat ions for homo- 

geneous functions.  Hence  the symplect ie  fo rm vanishes in the  plane which it spans wi th  

B and so k ~< n - 1 then.  We sha]l now consider separa te ly  the  construct ion of the coordinates  

~" and  Xj.  ~ j  

(a) Assume t h a t  k = n .  Wri t ing ~j(x, ~)=p~(x, ~) we have  to  f ind X~ homogeneous of 

degree 0 so t ha t  
H~(x, ~) X~(x, ~)=~j; i~ ] = 1, ..., n; (6.1.6) 

{X,, Xj} = 0; i, j = 1, ..., n. (6.1.7) 

To do so we shall choose a conic n-dimensional  manifold  S through (x0, ~0) which is t rans-  

versal to  B and choose X 1 ... . .  X n equal  to 0 on S and  sat isfying (6.1.6). The  differentials 
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are then  l inearly independent  so S mus t  be Lagrangean  in view of (6.1.7). All these 

conditions can be fulfilled since the  t angen t  plane of S a t  (x0, ~0) can be t aken  as any  

Lagrangean  plane containing the  direction of the  cone axis. (Cf. pp. 137-138 and 

161-162 in Chap. I I I . )  Since 

i ,  = = 0 

in view of (i), the  equat ions (6.1.6) have  a unique local solution and  it is clearly homogeneous 

of degree 0. The equat ions (6.1.7) are valid on S since S is Lagrangean  and  follow in general 

by  another  appl icat ion of the  Jacobi  identi ty,  

Ha ,{ / , ,  i , , }  = - {i~,  { / , , ,  p,}} - { i , . ,  { p j , / , } }  = 0. 

(b) I f  k < n  we shall p rove  t h a t  one can choose Pk+l = u  so t h a t  (i) and  (ii) remain  val id 

for Pl  . . . .  , Pk+l. Combined with (a) this will of course prove  the proposition. Conditions (i) 

require t h a t  
Ha, u = 0, j = 1, ..., k, (6.1.8) 

and as above we can solve these equat ions wi th  prescribed da ta  on a conic manifold of 

codimension k t ransversa l  to B. I f  the  da ta  are homogeneous of degree 1 the same will be 

t rue  of u. Since the differential of u a t  (xo, ~0) is unres t r ic ted by  this condit ion we can choose 

the  da ta  so t h a t  dpl ..... dpk, du and ~dx are l inearly independent ,  for the  dimension 2 n -  k 

of the  manifold exceeds k + 1. The proof is now complete.  

The  special ease k = 1 underlies the  following 

PROPOSITION 6.1.4. Let pELI (X)  have real and homogeneous principal part p and 

assume that the Hamilton field H a at (x0, ~0)E T*(X)~O is not a tangent to the cone axis. 

Choose any homogeneous canonical trans/ormation Z ]rom an open conic neighborhood o/ 

(xo, ~o) e T*(X)~O to a conic neighborhood o/ some point (X0, ~'o) E T * ( R n ) ~ 0  such that p is 

the composition o/ the coordinate/unction ~ and Z. For any/~ E It one can then lind a Fourier 

integral operator A E I~(X • R n, F ' )  such that 

(i) F is a closed conic subset o/ the graph o~ )~. 

(ii) (xo, ~o, Xo, ~0) is a non-characteristic point /or  A.  

(iii) A trans/orms P to D~ locally in the sense that 

(x0, ~0, X0, ~'0) ~ WF' (PA  -AD~) .  

Proo]. We s t a r t  with any  A 1 E I~ which satisfies (i) and  (ii). By  the  local version of 

Proposi t ion 5.1.2 expressed b y  (5.1.2) we can then  choose B I E I ~ ( R n •  (F-l)  ') so 

t h a t  (x0, ~ 0 ) ~ W F ( A 1 B I - I ) .  (All opera tors  can be t aken  proper ly  supported.)  I f  we set  

Q = B 1 P A  1 then  P A 1 - A 1 Q = ( I - A 1 B 1 ) P A 1 ,  so 
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(%, ~o, Xo, ~o) r W F ' ( P A 1 - A 1 Q ) "  (6.1.9) 

Since A 1 and B 1 have reciprocal principal symbols, it follows from the choice of % tha t  

the principal symbol of Q is ~n in a conic neighborhood of (X o, 7~0). Thus we can choose 

q EL~(R") so that  
(Xo, ~0) r WF(Q- Dn-q). (6.1.10) 

We shall now prove that  there is an elliptic pseudo-differential operator A S EL~ ") 

such that  
( D ,  + q ) A ~ -  A2Dn EL -oo. (6.1.11) 

Admitting this for a moment we set A = A 1 A  ~. That (i) and (ii) are valid is then obvious, 

and since 

P A  - A D ,  = ( P A 1 -  AI  Q) A2 + AI( (Q - Dn - q )  A2 + ( Dn + q) A2 - A2 Dn) 

we obtain (iii) from (6.1.9)-(6.1.11). 

To solve (6.1.11) we rewrite the condition in the form 

[ D,,  As] +qA2EL -~.  (6.1.12) 

If qO is the principal symbol of Q and a ~ the principal symbol of A S the vanishing of the 

principal symbol requires that  
i-1{~, a 0} +qOaO = O, 

tha t  is, ~a~ = - i q ~  ~ This equation is solved by 

a~176 

which is an element of S o by Proposition 1.1.8. Choosing A ~ with principal symbol a ~ we 

can now successively choose A/ELfJ(R ~) so that  for every j 

[D,, A~ ... +A  j] +q(A~ + ... + A j) = R t E L ~  1-1. 

In fact, this only requires that  the principal symbol a j of A t satisfies the equation 

i - l  ~a~/Sxn + q~ aJ = _ ro_l 

where r~ is the principal symbol of Ri_ 1. The solution 

Xn " 0 ! at(~c, ~) = a~ (x' ~) J o - -  r  (X , t, ~)/a~ ', t, ~) dt 

is in S J  by Proposition 1.1.8 again. Following Proposition 5,1.1 we set A 2 , , , A ~  

and have satisfied (6.1.12). 
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Proo /o /  Theorem 6.1.1. First recall tha t  we have reduced the proof to the case m = 1 

and tha t  the theorem has been proved for the operator D~. So suppose tha t  m = 1 and let 

(xo, $ o ) E W F ( u ) ~ W F ( / ) .  By definition of WF(u)  this implies tha t  p(x0, $0)=0. Since 

W F ( u ) ~ W F ( / )  is a cone in T * ( X ) ~ O  and an integral curve of Hv tangent to a cone axis 

is contained in it, we m a y  as already pointed out assume tha t  Hp(xo, ~o) is l inearly 

independent of the direction of the cone axis. We can then choose an operator A according 

t o  Propositions 6.1.3, 6.1.4, and by  the local form of Proposition 5.1.2 we can then construct 

an operator B E I ~ ( R  n •  (F-l) ') such tha t  

(Xo, ~o) ~ W F ( A B  - I) ,  (X  o, 2 o) r W F ( B A  - I). (6.1.13) 

Here I stands for the identity operators in X and in R n. Since 

B ( P A  - A D = )  B = B P ( A B  - I )  - ( B A  - I)  D n B + B P -  D~ B,  

it follows from (6.1.13) and (iii) in Proposition 6.1.4 tha t  

(Xo, 7~o, xo, ~o) r W F ' ( B P  - D ,  B). (6.1.14) 

We shall now consider v = B u  E ~'(Rn). Since 

u = Av  + ( I - A B ) u  

and (Xo, ~ 0 ) r  by  (6.1.13) we have (Xo, 7~0) E WF(v)  for the opposite assumption 

would imply that  (x0, $0) ~ WF(u)  in contradiction with our hypothesis. On the other hand, 

Dnv = 1) n B u  = B P u  - ( B P -  D~ B) u 

so (6.1.14) and the hypothesis that  (x0, ~0) r W F ( P u )  gives tha t  (Xo, 20) r WF(Dnv) .  From 

the special case of Theorem 6.1.1 already proved we now conclude tha t  WF(v)  contains a 

neighborhood of (Xo, 7~o) on the bicharacteristic curve of Dn through (X0, ~'o), so it follows 

that  z W F ( u )  must  contain this neighborhood. The invariance of the notion of bicharac- 

teristic curve under canonical transformation therefore shows tha t  WE(u)  contains a 

neighborhood of (Xo, ~0) in the bicharacteristic of P through this point, which proves the 

theorem. 

In  section 6.3 we shall need a more precise version of Theorem 6.1.1 which takes into 

account differentiability of finite order. To state it we need some terminology and nota- 

tions. Again we recall tha t  H(8)(X) denotes the set of all u E ~ ' (X)  such tha t  A u E  L~oc(X) 

for all properly supported A E L~(X), and tha t  we have B u  E H(~_m)(X ) if u EH(~)(X) and 

BeL '~(X) ,  ~>�89 We now modify (2.5.2) by  writing 

WF(8)(u) = [1 char (A) 
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where the intersection is taken over all properly supported A EL ~ with AuEH(~, and 

char (A) denotes the characteristics of A. (It  would be equivalent t o  take A EL[ with 

AuEL~oc.) I f  WF(A)N WlV~)(u)=O and A EL~ (X) is properly supported, ~ > �89 it follows 

then tha t  AuEHcs_~, ). Another way of defining WF(s)(u) is tha t  (x0, ~0) ~ W~F~,)(u) if and 

only if we can write u = u I + u~ where % E H(~(X) and (x0, ~0) r W$'(%). The simple proof 

is left for the reader. 

Let  A E ~ ' ( X  x Y) and assume tha t  W F ( A ) c  (T*(X)~.O) x (T*(Y)~0) .  Also assume 

tha t  for the corresponding operator we have 

A(H(~ (Y) N #'(Y))  c H(s_~)(X ) (6.1.15) 
Then it  follows tha t  

WF(~_~) (Au) c WF'(A) WF(~ (u), u E~'(Y). (6.1.16) 

~n fact,  we can write u = % + u  2 with ulEH(s ) and WF(%) close to WFt~)(u), and since 

A%EH(~_,) by (6.1.15) this allows us to deduce (6.1.16) from Theorem 2.5.14. Note tha t  

Theorem 4.3.1 gives (6.1.15) if A is a Fourier integral operator of order # corresponding to 

a canonical transformation from T*(Y) '~0  to T*(X)~O. We also have (6 .1 .15)wi th#=0 

if X = Y = R ~ and A = En ~, defined in Proposition 6.1.2, for Au is convolution by  a measure. 

In  view of the preceding remarks we obtain by obvious modifications of the proof of 

Theorem 6.1.1 

TH~ OR E~  6.1.1'. Assume that PELF(X) i s  properly supported and has a real principal 

part p which is homogeneous o/degree m. I / u  E ~ '  ( X)  and Pu ~ /, it/oUows that W Fr ) ~ 

WF~)(]) is contained in p-l(O) and is invariant under the Hamiltonian vector field H~. Here 

s is any real number. 

6.2. Construction of solutions with singularities 

The main result of this section shows tha t  Theorems 6.1.1 and 6.1.1' cannot be 

improved at  least when the bicharacteristics of P are well behaved: 

T ~ E O R E ~  6.2.1. Assume that PELT(X) is properly supported and has a real principal 

part p which is homogeneous o] degree m. Let I c R be an open interval and y: I ~  T*(X) ~ O  

a map de/ining a bicharacteristic strip which remains in]ective after pro]ection to the eosphere 

bundle. Denote by F the closed conic hull of y(I) and by F' the limit points, that is, the inter- 

section o/the closed conic hull o / ~ ( I ~ I o )  when I o runs over all compact intervals contained in 

I. For any sER one can then /ind u so that u E H m ( X  ) /or every t<s  and 

WF(Pu) c F' ,  W F ( u ) ~ F '  = WFc,)(u)~F' = F ~ F ' .  (6.2.1) 
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Note that F' is empty precisely when 7 composed with the pro~ection into X is a proper 
map I--->X. Then we have 

PuEC ~176 WF(u) = WF(~)(u) = F. (6.2.1)' 

Proo/. As in section 6.1 we m a y  assume tha t  m = 1. We shall begin by  proving a less 

precise result where I is replaced by  a compact  subinterval  I 0 and F resp. F '  by  conic 

neighborhoods of 7(10) resp. 7(310). There is of course noth ing  to prove if 7(1) is a r ay  in 

T*(X)~O so we m a y  assume t h a t  7 is never tangential  to  the  cone axis. I f  t o is a point  in 

I o we can therefore choose a n - 1  dimensional conic submanifold N o of h r =  

((x,~)ET*(X)~O, p ( x , ~ ) = 0 }  such tha t  the symplectic form vanishes in No, 7(to) E/Vo 

and H~(7(to) ) is not  tangent  to N o. (If p(x, ~) =$n we can take for N o a plane x = e o n s t a n t ,  

~ = 0  so it follows f rom Proposi t ion 6.1.3 tha t  such a choice of N o is always possible.) 

I f  (t, n)~qJ(t, n) is the Hami l ton  flow of p,  tha t  is, q~(t, n) is the value for the parameter  

value t of the solution of the Hami l ton  equations start ing at  n when t =0 ,  i t  is clear t h a t  

there is a closed conic neighborhood Vo~N o of 7(to) such tha t  

(t, n)~r n) 

is injective on a neighborhood of I o • V o. The range is therefore a closed conic subset A 

of a conic manifold which is Lagrangean since n-->ef(t, n) is a canonical t ransformat ion and 

H ,  is or thogonal  to the  tangent  plane of N o by  vir tue of the fact  t ha t  p = 0 on N o. I t  is 

clear t ha t  p = 0  on A, and we have 7(10)=~(Io,  7(to)) ~ A .  

Le t  I~ be an open interval with closure contained in the interior of I o and set A ' =  

q~(Io~Ig, Vo). Since H~ pulled back to I o • V o is ~/~t, the hypothesis  (5.3.10) is fulfilled in 

A (compare the proof of Proposi t ion 6.1.4). We can therefore choose uEI~(X, A), /x= 

- s -n~4 ,  so tha t  PuEI~,(X, A')  and the principal symbol of u is prescribed on V o in the 

class S~+n/a(Vo, L Q ~ ) .  I f  we choose it non-characterist ic at  7(t0) it is non-characterist ic 

at  7(Ig). Taking Theorem 5.4.1 into account  we conclude t h a t  uEH(o if t < s  and tha t  

WF(Pu) c A';  7 ( I o ) ~ A '  ~ WF(~)(u) c WF(u) ~ A. (6.2.2) 

By  using symbols of type  Q with 2/3 <~ < 1 and Lemma 6.5.9 below it is easy to modify  

the preceding arguments  so tha t  WF(u)-~7(I0)and WF(Pu)c7(~I0). However,  to  obtain 

the full result including the precise H(~ ) regular i ty we shall use a more functional  analytic 

a rgument  combined with a modification of the preceding construct ion where u depends on 

a parameter .  

Le t  F be the set of all uE~'(X)  such tha t  uEH(t)(X ) when t<s, WF(Pu)cP'  and 

WF(u)cF.  The s ta tement  in the theorem is t ha t  WF(s)(u)~F~F'  for some uEF.  
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Following section 2.5 we introduce in F the weakest topology making the following maps 

continuous: 

F r t<s; FDu~AuEC~176 and FDu~BPuEC~ 

where A and B arc properly supported pseudo-differential operators with WtV(A)fl F =~) 

and WF(B) N F ' =  O. I t  is clear tha t  F is a Fr~chet space for we need only consider count- 

ably many  choices of t, A and B, and the completeness is obvious. 

LEMMA 6.2.2. I/  T is a properly supported pseudo-di//erential operator o/order s which 

is non-characteristic at some point (xo, ~o) E F ~ F ' ,  then (u e F; Tu EL~o~}/s o/the [irst category. 

Admitting the lemma for a moment  we can complete the proof of Theorem 6.2.1. 

To do so we choose a countable fundamental  family of conic neighborhoods V1, V~ .. . .  

of points in F ~ F '  and for every ] an operator Tj as in the lemma with WF(Tj)~ V r 

In  view of the lemma it follows that  Tju $L~or (X) for every ~ if u E F and u avoids a set of 
t the first category. But  this implies tha t  WFr F ~ F  for most  u E F, so Theorem 6.2.1 

is proved. 

Proo] o t Lemma 6.2.2. I f  the assertion were false we would by  the closed graph theorem 

have a continuous map u-~ Tu from F to L~or Let  Z e C~ (X), X(x0) 40.  The continuity im- 

plies float 

IIxTull < c(llB~ull + UB~u[[ + [[BaPu[[), ue F, (6.2.3) 

where the norm is L ~ norm, and B1, B2, B a are pseudo-differential operators with kernels 

of Compact support,  B x is of order t<s, WF(B2)N F = •  and WF(Ba)N F ' = O .  We now 

return to the construction which led to (6.2.2). I f  we choose 10 sufficiently large and V 0 

sufficiently narrow, then 

A ' n  WF(B~) = O, A ;1 WF(B~) = O ,  (x 0, ~0)E~(I0)~A'.  

Hence we have by  (6.2.2) 

BaPuEC ~176 B2uEC ~176 BluEL ~, xTug~L~. (6.2.4) 

This would contradict (6.2.3) if u were in F which is not  the case though, To finish the 

proof we have to give a suitable approximation of u by smooth functions. 

Let yeC~(T*(X)) be equal to 1 and 0 respectively at (x, ~) when I~[ <1 and I~[ >2.  

Here I~l is defined with respect to some Riemannian metric in X. Set ~8(x, ~)=~(x, ~/e). 

These functions form a bounded set in S o as 0 <e  ~< 1 (see section 1.1). We now reconsider 

the construction of the distribution u in (6.2.2) with the initial data  for the principal 

symbol on V0 multiplied by y,8. This gives functions u~ E C ~ such tha t  u~-~ u as e-~0 and 
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since bounds independent of e are obtained at every step in the construction, (6.2.4) is 

replaced by boundedness of B3Pu~, B~ue in C ~ and of Blu~ in L ~. Application of (6.2.3) 

therefore gives a uniform bound for IIzTu.~l I which implies that  IIzTu H < ~ in contradiction 

with (6.2.4). This completes the proof. 

Remark 1. Note that  in the construction of us a symbol depending on e is consid- 

ered to be of order a say only if it is in a bounded set in S~ when 0 < e < 1. 

Remark 2. Since the assertion is obvious when P = D~ the first part of the proof could 

be replaced by a semi-global version of Proposition 6.1.4. (See also Lemma 6.6.3.) 

For large classes of operators Theorems 6.1.1 and 6.2.1 combined give a complete 

answer to the question what regularity properties of u can be inferred from some 

known regularity of u and of Pu: 

THEOREM 6.2.3. Let PELT(X) be a properly supported operator with real and homo- 

geneous principal part p. Assume that every bicharacteristic curve o / P  is proper, that is, 

belongs to a compact set in X only/or a compact subset o/the parameter interval. Let F1, F~ 

be two closed conic subsets of T*(X)~O. Then we have 

uE~ ' (X) ,  WF(u)~  F1, WF(Pu)~  F2=> WF(u)~  F (6.2.5) 

i /and only if F ~  F 1 N Fe and/or every bicharacteristic strip F the set F contains every compo. 

nent F 0 o/ F ~ ( F I ~  F~) in F such that F 0 ~ F  1. 

Proo/, We may assume that  F 2 c  F 1 without restriction. If  (x, ~) E WF(u)~F~. then the 

bicharacteristic strip F through (x, ~) will by  Theorem 6.1.1 belong to WF(u) until it 

meets F 2. Thus (x, ~) is in a component F 0 of F ~ F ~  which satisfies the conditions in the 

theorem. On the other hand, for such a component F o it follows from Theorem 6.2.1 that  

one can find u E ~ ' ( X ) w i t h  W F ( P u ) c  F~ and F0c  W F ( u ) c  F r In  fact, since the complete 

bicharaeterstie strip F containing F o has a proper projection in X, the only limit points of 

the conic hull of F 0 to consider in Theorem 6.2.1 belong to F~. 

By the principle of condensation of singularities we also obtain from Theorem 6.2.1: 

T~EOR~M 6.2.4. Let PELT(X) be properly supported and have a real and homogeneous 

principal symbol. Denote by K the closed conic hull o /a /ami ly  o/bicharacteristic strips each 

o/ which has a proper projection in X.  Then there exists a distribution u in X such that 

WF(u) = K  and PuEC ~176 

The details of the obvious proof are left for the reader. 



206 J.  J .  DUISTERMAAT AND L. HORMANDER 

6.3. Existence theorems 

In  this section we shall s tudy the existence of solutions of a pseudodifferential equa- 

tion Pu ~ / b y  combining abstract  functional analysis with the results of sections 6.1 and 

6.2 applied to the adjoint tp. At first we only consider solvability on compact subsets. 

TH]~OREM 6.3.1. Assume that PEL~(X) is properly supported and has a real principal 

part p which is homogeneous o/degree m. Let K be a compact subset o / X  such that no complete 

bicharacteristic curve is contained in K. Then it/ollows that 

N(K) = (vEt ' (K),  ~Pv=O} (6.3.1) 

is a ]inite dimensional subspace o/ C~ (K) orthogonal to P~'(X) .  I /  /EH(s)(X ) /or some 

s eR  resp. ]ECCC(X), and i / ]  is orthogonal to N(K), then one can/ind ueH~+m_a)(X) resp. 

uEC~176 so that Pu=] in a neighborhood o /K .  

Proo/. That  N ( K ) c C  ~ follows from Theorem 6.1.1 since for any  vEN(K) and 

(x, ~) E WE(v) the bieharaeteristie strip starting at (x, ~) must remain over K. By the closed 

graph theorem the L 2 topology in N(K) is equivalent to the C ~ topology which shows tha t  

the unit ball in the L 2 topology is compact so tha t  dim N(K)< ~ .  

The hypotheses of the lemma are also fulfilled if K is replaced by  a sufficiently small 

compact neighborhood K' .  To prove this we may  assume tha t  m = 1 and can then consider 

the bieharacteristic strips as curves in the cosphere bundle. Since this is compact over K' 

we would obtain a bicharacteristic strip staying over K for all values of the parameters  

if there is one over K '  for every K'. This proves the statement.  Since dim N(K' )  decreases 

with K '  it is also clear tha t  N(K' )=N(K)  if K '  is sufficiently close to K. 

Let  II ]](a~ denote a norm which defines the H(~ topology for distributions with support  

in an arbi trary fixed compact subset of X. Since vEt ' (K),  ~PvEH(~) implies vEH(r 

by Theorem 6.1.1', it follows from the closed graph theorem tha t  

IlvH(a+m-1) < C(HtPvI](,~, + ]M[(-+m-2)), vEC~(K). (6.3.2) 

Let  V be a supplementary space of N(K) in H((~+m_I~(X) f) o~'(K). Then there is another 

constant Ca such tha t  

Ilvll(.+m-a) < C1 II~pvll(.), ve v n C~(K). (6.3.3) 

In  fact, if this were false we could select a sequence vie V with 

IIv ll( +m-a)= 1, II'Pv, ll(o,  O. 

A weakly convergent subsequence must  converge strongly in H[~+~_~) to a limit v fi V with 
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tPv=O, and 1 <~CllvH,r by (6.3.2). Hence v is a non-zero element of N(K) belonging 

to F which is a contradiction. 

If  / E H ~  is orthogonal to N(K) we set a = l - m - s  and have by (6.3.3) for some C 

[(f, v)I <C[ItPvH<r vEC~C(K), (6.3.4) 

for this is true if vEC~(K)N V and neither side changes if an element of N(K) is added 

to v. By the Hahn-Banach theorem it follows that  the linear form ~Pv-~(~, v~, rECk(K), 

can be extended to a distribution u E Hr =Hcs+~_l~. Since 

</, v> = (u ,  tPv>, reCk(K), 

we have Pu = / i n  the interior of K. If  we apply this conclusion to a suitable neighborhood 

K '  of K we obtain Pu =] in a neighborhood of K. 

To discuss the C ~ case we denote by Coo(K) the quotient of Coo(X) by the subspace of 

functions vanishing of infinite order on K. The dual space of this Fr~chet space is &'(K). 

To show that  the range of the map Coo(X)~Coo(K) defined by P is the orthogonal comple- 

ment of N(K) we have to show (see e.g. Dieudonnd-Schwartz [35, Th. 7]) that  tPS'(K) 

is weakly closed in g~'(X), or equivalently by a theorem of Banach (see Bourbaki [31, Ch. 

I I I ,  Th. 5]) that  the intersection of tPS'(K) and the unit ball in H(r N 8'(K1) is weakly 

closed for every real ~ and compact K 1 c X .  Now vEg'(K), tpvEH(r vEH(~+m_l~ 

and by (6.3.3) v = vl + v2 were v 1 E N(K) and [[v~l[(~+m_l, < Cl. Since the set of such v~ e 8 ' ( g )  

is weakly compact and tPv = tPv~, the assertion is proved. 

Remark 1. When K consists of a point x 0 we conclude that  there is local solvability of 

the equation Pu = / at x 0, with u E Coo if / E C ~176 provided that  no bicharaeteristic strip stays 

over x 0. 

Remark 2. The condition on the bicharacteristics made in Theorem 6.3.1 is merely 

sufficient and in no way necessary for the conclusion to be vMid. For example, if P has 

constant coefficients our assumption means that  the real characteristics are simple but the 

conclusion is Mways valid in the Coo case and may hold in the H~s ~ spaces also, for example 

if P is the heat equation, even if there are multiple characteristics. Even when the 

characteristics are simple the condition is not necessary in the variable coefficient case. 

For example, the conclusions of Theorem 6.3.1 are vMid for 

P = x2~/~x 1 - x l  ~/~x2 +c 

in X={(xx, x~); l < x ~ + x ~ < 2 }  if c is a real cons tan t#0 ,  but the circles x~+x~=~ '2 

are bicharacteristic curves. Thus the lower order terms may in general be essential. However, 

14 - 722909 Acta mathematica 128. Impr l r a~  le 24 Mars  1972 
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they are irrelevant when the hypotheses of Theorem 6.3.1 are fulfilled, a n d  we introduce 

a terminology which refers to this fact: 

Definition 6.3.2. Let PEL'~(X) be a properly supported pseudo-differential operator. 

We shall say tha t  P is of real principM type  in X if P has a real homogeneous principal 

par t  p of order m and no complete bicharacteristic strip of P stays over a compact set in X. 

We shall now discuss global solvability of the equation Pu =]. The best results refer 

to this equation mod C% 

THEOREM 6.3.3. Let P be o/ real principal type in the mani/old X .  Then the/ollowing 

conditions are equivalent: 

(a) P defines a sur~ective m a p / r o m  ~ ' ( X )  to ~'(X)/C~176 

(b) For every compact set K ~  X there is another compact set K ' ~  X such that 

u E#'(X),  sing supp t P u c  K ~ sing supp u ~ K ' .  

(c) For every compact set K c X there is another compact set K '  ~ X such that K '  contains 

any interval on a bicharacteristic curve with respect to P having both end points in K.  

Proo/. (b) ~ (c) with the same K '  by  Theorem 6.2.1. Using Theorem 6.1.1 we shall 

also prove tha t  (e) ~ (b). In  doing so we may  assume tha t  P is of order 1 since we can 

multiply P by  an elliptic operator of order 1 - m  without affecting these conditions. This 

has the advantage tha t  the bicharacteristic strips can be considered as integra]~ curves of 

a vector field on the cosphere bundle, and the fibers of this bundle are compact. Assuming 

tha t  uE# ' (X) ,  (x, ~)E WF(u),  we Shall show tha t  if x(~K' there is a contradiction. By 

Theorem 6.1.1 the bicharacteristic strip through (x, ~) stays in WF(u) until it reaches a 

point lying over K. In  view of (c) and the assumption that  x CK' at  least one half ray 

of the bicharacteristic strip starting at  (x, ~) contains no point lying above K so ~, ~ WF(u).  

Choose (x0, ~0) so tha t  its class in s cosphere bundle is a limit point of ~ at  inifinity, which 

is possible since ~ lies over the compact set supp u. Then the entire bicharacteristie s t r ip  

with initial data  (x0, ~0) must  s tay over supp u, which contradicts the hypothesis tha t  P 

is of principM type. 

That  (b) together with the fact tha t  K '  may  be taken empty  when K i s  empty  implies (a) 

is a result of pure functional analysis (HSrmander [46, Theorem 1.2.4]), so it just remains 

to show tha t  (a) ~ (c). Assume tha t  (c) is not valid. For some compact set K c  X we can 

then find a sequence of compact intervals I1, I s .. . .  on bicharacteristic strips with end points 

lying over K and points (x~, ~j)E I~-with x j - ~  in X. We may  assume tha t  the intervals I j  

are disjoint even when considered in the cosphere bundle. Let  (y~, ~1~) beone  end point of I j  
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and let I~ and  1~ be defined as in Theorem 6.2.1 relative to the interval of bieharacteristic 

strip bounded by  (yj, ~ )  and (xs, ~).  We take a sequence ss-~ - oo and then use Theorem 

6.2.1 to  determine u~E~ ' (X)  such t h a t  

WF(~ )(u~) = WF(u~) = Fj, WF(Puj) = F~. 

We can then  write Puj = / j  +gs where WF(/j) and WF(gs) is the r ay  defined by  (x~, ~ )  and 

(yj, ~j) respectively. I n  doing so w e c a n  take the support  of /s  so close to xj tha t  the supports  

of the distributions /j are locally finite. Set 

/=~h. 

We claim tha t  P u -  l is not  in C ~~ for any  u E g ' ( X ) ,  thus (a) is no t  valid. I n  fact, given u 

we can choose s so large negative tha t  

WF(~)(u) N x - I K  = 0 .  

When s ~ s  it follows tha t  WF(~)(u-uj)  contains a neighborhood of (yj, ~ )  on I t bu t  no t  

the other  end point  of I~. %n view of Theorem 6.1.1' this shows t h a t  WF(~)(P(u-us) ) 

must  meet  the interior of I j .  However,  

P(u -us)  = Pu - I + ~, lk -g~ 
k=H 

and I s does no t  meet  the wave  f ront  set of the sum: Hence I j  meets WF(~)(Pu-/ )  which 

proves tha t  P u - f  is not  in C ~176 

Remark. Note  tha t  the proof only requires a local version of Theorem 6.2.1. 

A criterion for the existence of genuine solutions is given in the following theorem. 

T g E 0 R E M 6.3.4. Let P be a pseudo-di//erential operator o/real principal type satis/ying 

one o/ the equivalent conditions in Theorem 6.3.3. The/oUowing conditions are then equivalent: 

(a) The equation P u = ]  has a solution u E ~ ' ( X )  /or every /E~ ' (X)  such that (1, v} = 0  

/or every v EC~(X) with tPv=O 

(b) The equation P u = /  has a solution uECoo(X) /or every/EC~(X) such that </, v>=O 

/or all v E C~ (X) with tPv = O. 

(c) For every compact set K c  X there exists a compact set K ' c  X such that i/ vE# ' (X)  

and supp tPvc  K it/ollows that tPv=tPw /or some wE# ' (X)  with supp w c  K'. 

(d) Same condition but with v, w E C~. 

Proo/. That  (b) ~ (a) follows from the hypothesis:  For  the implication (c) ~ (b) we 

refer to  Malgrange [48, pp. 328-329]; a special case of the  a rgument  was used in proving  
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Theorem 6.3.1 above. I t  is quite obvious tha t  (d) ~ (e). For by (b) in Theorem 6.3.3 there 

is a compact set K' such tha t  

veS ' (X) ,  sing supp tPv~ K ~ sing supp v c  K'. 

Choose Z E C~(X) equal to 1 in a neighborhood of K' and set v 1 =Z v, v~ = (1 -Z)v .  Then supp 

v l c  supp Z and if supp tPvc  K we obtain 

supp tPv 2 ~ supp tPv U supp tPv 1 c K1 

where K 1 is a fixed compact set. Since v~ E C~ it follows from (d) tha t  tpv~ = tPva for some 

vaEC~ with supp v 3 in a fixed compact set KI ' .  We have tPv= tP(v 1 + v3) and supp 

(vl +v3) belongs to a fixed compact set. 

Assuming now tha t  (a) is valid we shall prove (d). Let  ~ be the set of all ]EC~(X) 

satisfying the conditions in (a). This is a closed subspace of C~(X) and therefore a Fr6chet 

space. Note that  if K is a compact set in X a n d / E C ~ ( X )  is orthogonal to ~'(K), then one 

can find g E ~- equal to / in a neighborhood of K. Here N(K) is the finite dimensional 

space in Theorem 6.3.1. 

Now consider the bilinear form 

x c$(x)~ (1, v) -~ <l, v>. 

For fixed v it is continuous as a function of I. For fixed l we can by (a) find u E ~ ' ( X )  so 

tha t  Pu = / and therefore <1, v) = <u, tPv}. Thus the bilinear form is continuous as a function 

of v for fixed I when supp tPv ~ K for a fixed compact set K and we put  the C ~ topology on 

tPv. Since ~- is complete the separate continuity implies continuity, tha t  is, for every 

compact set K we find continuous semi-norms N 1 and N~ in C~(X) such that  

t</, v>l 4 CNI(I)N~(tPv); l e :~ ,  veC~(Z) ,  supp ~Pvc g .  

Choose a compact set K '  so tha t  NI ( ] )=0  if ]=0 near K' .  Then it follows that  (], v> = 0  

if r e C k ( X ) ,  supp tPv~K,  ] e ~  a n d / = 0  near K' .  Fix v and set K " = K ' U s u p p v .  By a 

remark above (/, v} = 0  for all [EC~(X) with ]=0 in a neighborhood of K '  and f orthogo- 

nal to N(K"). Since N(K") is finite dimensional it follows tha t  for some weN(K")  

<], v) = <], w) if ]eC~(X)  and ] = 0  in a neighborhood of K ' .  

Hence supp ( v -  w ) c  K' ,  and the proof is complete. 

Theorem 6.3.4 does not really answer the question about  global solvabil i ty for the 

conditions (c) and (d) remain to be analyzed. Some uniqueness theorems giving sufficient 
conditions may  be found e.g. in H5rmander  [17, Chap. VI I I ]  in the ease of differential 

operators. Further  analysis lies outside the scope of this paper for we shall now give an 
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example showing tha t  hypotheses made on the operator P modulo C ~ only cannot suffice 

to decide if P has the properties discussed in Theorem 6.3.4. Our construction is based on 

the observation tha t  for a hypoelliptic non-elliptic operator there are sets which are not  

P-convex (see HSrmander [17, section 3.7]). To be specific we consider the heat operator 

Q(D) = D~ + iD~ in R 2 and choose an open set X c R 2 such tha t  (x E G X; x~ >~ 0~ contains 0 

as an isolated point. Let  E(x-y)  be a fundamental  solution of Q(D) which vanishes when 

x2 <Y2, and choose F(x, y) also equal to 0 then so that  E ( x - y ) -  F(x, y)E C~176 • X) and 

F is the kernel of a properly supported operator, also denoted by F. We now consider the 

properly supported operator 
P =Q(D)F. 

By construction P = I + R where R has a C ~ kernel. Although P differs from the identi ty 

only by an operator with C ~ kernel we shall show tha t  the range of P on C~(X) resp. 

~'(X) is dense in C~(X) resp. ~ ' ( X )  but  not equal to either space. To do so we first note 

tha t  ~Pv=O, vE#'(X), implies v=0 .  In  fact, v=-tRvEC~(X) so we have 

v(x) = - fR(y, x) v(y) dy. 

Let V(x~)= S I v(x)ldxl and choose C so tha t  

x~suppIR(y,x)ldxi<C, y e  suppv. 

we have V(x2) <~ C f  V(y~) dye, Then 
J y  2>x~ 

and since V = 0  for large x 2 this implies tha t  V = 0  identically. Hence v=O. Since 

~Pv=~F~Qv we can easily show tha t  (d) in Theorem 6.3.4 is not fulfilled by taking for v 

a null solution with respect to a half plane x~ >~e-~0, cut off to have compact support  in X 

by  a fixed cutoff function. Since this is just a repetition of the proof of Theorem 3.7.1 in 

HSrmander [17] we leave the details for the reader. 

When P is a differential operator with constant coefficients the results of Andersson 

[29] concerning analytic singularities show tha t  the hypotheses of Theorem 6.3.3 imply 

tha t  P~'(X) =~'(X). An extension to real analytic Coefficients has been given by Kawai- 

Kashiwara (to be published) and HSrmander [44] under the almost certainly superfluous 

additional hypothesis tha t  the bicharacteristics are regular, i.e., ~p/a~=~O when p=O. 
In  section 6.5 we shall construct parametrices for P with properties which immediately 

give the implications (c) ~ (a) and (e) ~ (b) in Theorem 6.3.3. (See Theorem 6.5.10.) 

To do so we need some preliminary results on first order differential operators which will 

be proved in section 6.4. 
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6.4. First order real differential operators 

Let M be a Coo manifold and L a real Coo vector field on M. We shall s tudy the existence 

of solutions of the equation 
Lu = / (6.4.I) 

when u , /6C~(M) .  I f  K is a compact subset we denote as before by C~(K) the quotient of 

G~(M) by the subspace consisting of elements vanishing of infinite order on K. The dual 

space is then 8 ' (K).  

TH]~OR~M 6.4.1. Let K be a compact subset o/ M. Then the /ollowing conditions are 

equivalent: 

(a) LCoo(K)=Coo(K). 

(b) (L +a) C~(K) = Coo(K)/or every a E C~(K). 

(c) There exists a /unction q~EC ~~ such that L 2 ~ > 0  on K. 

(d) /Vo complete integral curve o/ L is contained in K. 

Proo]. (a) ~ (b) for if L v = a  and Lw=eV/ then (L+a)(we-V)=/. That  (b) ~ (a) is 

evident. Using (a) twice we find a function ~ 6 Coo(X) with L ~ ~0 = 1 which proves (c). From 

(c) we obtain (d) by  noting tha t  if an integral curve F is contained in K and the maximum 

of ~ in F is at tained at y, then the integral curve through y is contained in F and Lop(y) = 

O, L2qg(y)>0. This is a contradiction. Finally, to prove tha t  (d) ~ (a) we first note tha t  

(d) implies 

(d') No integral curve of L is contained in K for all positive or all negative values of the 

parameter.  

In  fact, the solution curve starting at  a limit point of a half integral curve with this pro- 

per ty  would be entirely contained in K in contradiction with (d). (This a rgument  already 

occurred in the proof of Theorem 6.3.3.) In  view of (d') every point y e K  lies on an interval 

of an integral curve with end points outside K so if /EC~176 has support sufficiently 

close to y it is clear tha t  the equation L u = ]  can be solved in a neighborhood of K. 

By a parti t ion of unity we conclude tha t  this is also true for an a rb i t r a ry /E  Coo(M). The 

proof is complete. 

Theorem 6.4.1 is of course analogous to Theorem 6.3.1 which contains a less elementary 

proof tha t  (d) ~ (a). We now give an analogue of Theorem 6.3.3. 

THEOREM 6.4.2. The /ollowing conditions (a)-(f) on L are equivalent: 

(a) LCoo(i)  = C~176 

(b) (L+a)C~176 = C~176 /or every a6Coo(M). 
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(c) There exists a/unct ion q~ E C~176 such that L~q~ > 0  and 

{yEM; q~(y) <~c} 
is compact/or every c. 

(d) (1) No complete integral curve o~ L is contained in a compact subset o/ M, 

(2) /or every compact subset K o/ M there exists a compact subset K'  o/ M such that 

every compact interval on an integral curve with end points in K is contained in K'. 

(e) There are no periodic integral curves and the relation R = {(yl,y2)EM • M; Yl and 

y~ are on the same integral curve o~ L} is a closed Coo submani/old o / M  • M. 

(f) There exists a mani/old M0, an open neighborhood M 1 o/ M 0 • {0} in M o • It 

which is :convex in the It direction, and a di//eomorphism M ~ M  1 which carries L into the 

operator ~/~t i/ points in M o • It are denoted by (Y0, t). 

Proo/: (a) ~ (b) is obvious as in the  proof of Theorem 6.4.1. Tha t  result  also shows 

t h a t  (a) ~ (dl) .  To prove tha t  (a) ~ (d2) we assume tha t  (d2) is no t  true. Then there 

exist intervals [yj, y~'] on solution curves and Ys [YJ, YJ'] such tha t  y~, yr EK but  yj is not  

contained in any  fixed compact  set for all j. Taking a subsequence we m a y  assume tha t  
I i /p it y j ~ y ,  yj->y and tha t  any  compact  set contains only finitely m a n y  Yr We can now take  

a Coo non-negat ive funct ion / on M which is so large near the points yj t ha t  u(y'j) -u(y~), 

being the integral of / over the integral curve, tends to + with ] if Lu =/ .  Thus (a) cannot  

be valid. By  Theorem 6.4.1 we also have (c) ~ (dl) ,  and t h a t  (c) ~ (d2) is obvious. 

(d) ~ (e). Denote  the L-flow b y  ~ so tha t  t+q~(y, t) is the solution of the equat ion 

dz/dt = L(z) with z(0) = y defined on a maximal  open interval  c It. I f  D e is the domain of F, 

then  
R = {(~(x, t), x); (x, t) e~)e}.  

The map  (x, t)->(q)(x, t), x) is injective since there are no closed bicharacterist ic strips, 

and it is clear t ha t  the  differential is also injective. To prove tha t  R is a closed Coo sub- 

manifold it suffices therefore to  show tha t  the  map  is proper. Let  (x~, t~)E D e and assume 

tha t  x~-~x, cp(x~, t~)-+y in M. We have to show tha t  (xi, t~) has a limit point  in D e. I n  

doing so we m a y  assume tha t  t~-> T E [ -  ~ ,  c~]. B y  (d2) there is a compact  set K' such tha t  

q~(xi, t) EK' when tE [0, t~]. I f  T = _ ~ it follows t h a t  ~0(x, s) EK '  for s ~>0 or for s <0.  I n  

view of the  equivalence of (d) and (d') in Theorem 6.4.1 this contradicts (dl) .  Hence T 

is finite and (x~, t~)-+ (x, T) E D e. 

(e) ~ (f). I t  follows from (e) t ha t  the quotient  space M o = M / R  is a Hausdorff  space, 

and identifying a neighborhood of the  equivalence class of x with a manifold transversal  

to  L at  x we obtain a structure of Coo manifold in M 0. The map  M - ~ M  o has a C ~ cross 
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section Mo--~M. This is obvious locally and  using a par t i t ion  of un i ty  in M 0 we can piece 

local sections together  to a global one, for only  an affine s t ructure  is required to form 

averages.  We can now take  M 1 = {(x, t);x E Mo, (x, t)E D~} and the  m a p  MI-~  M given by  ~0. 

(See also Steenrod [50], sections 12.2 and  6.7.) 

(f) ~ (a) for  the  equat ion ~u/~t=/ECoo(Mx) has a unique solution uEC~176 with  

u=O for  t = 0 .  

(f) ~ (e). I f  ~0 and ~1 are posit ive C :r functions in M 0 and in M1, then  

~(Yo, t) = %(Yo) + ( t -s )q~(y  o, s)ds 

is in C~(M1) and L ~ 0 > 0 .  I f  q % ~  a t  co in M 0 and ~ 0 1 ~  sufficiently rap id ly  a t  ~ in 

M1, it follows tha t  <p--, ~ a t  oo in M 1. 

Remark. The equivalence of (a), (b) and  (d) is of course essentially conta ined in 

Malgrange [48]. According to W h i t n e y  [52] the  L-flow is called paral lel izable when (f) 

is fulfilled. For  conditions equivalent  to (f) see also Birkhoff  [30, Chap. V I I /  and  in the  

topological  case Dugundji-Ant~siewicz [36]. 

I n  the  applicat ions of Theorem 5.3.2 in section 6.5 we mus t  solve equat ions of the  form 

(6.4.1) when M is a cone manifold  (section 1.1, p. 87) and u, / are symbols  on M. We assume 

t h a t  t h e  vec tor  field L commutes  with mult ipl icat ion b y  posit ive scalars as is the  ease for  

the  H a m i l t o n  field of a funct ion which is homogeneous of degree I.  T h u s / ~  is homogeneous 

of degree m if u is, and  LuES~+I-~(M) if uES~. I n  part icular ,  if M~ is the quot ient  of M 

b y  the  act ion of It+, L induces a vec tor  field L~ on Ms since the  C ~~ funct ions on M s are 

precisely the  C ~ funct ions on M which are homogeneous o~ degree 0. We  write zr for  the  

project ion M ~ M~. 

T H ~ O R ~  6.4.3. When M is a cone mani/old and L a C ~~ vector field commuting with 

multiplication by positive scalars in M,  the /ollowing conditions are equivalent: 

(i) For every /ES~(M),  mER,  � 8 9  the equation L u = /  has a solution uES~(M).  

(ii) The vector field L~ on Ms satis/ies one o/ the equivalent conditions in Theorem 6.4.2. 

(iii) The vector field L on M satis/ies one o/ the equivalent conditions in Theorem 6.4.2, 

wad i~ • is a positive C OO /unction on M which is homogeneous o/ degree 1, then/or  any 

compact set K c M ~ 
~(y)  <~ CKN(z) (6.4.2) 

i/ ~y, ~z e K and y, z are on the same orbit o / L .  

(iv) There exists a C ~ maui/old Mo, an open neighborhood M'  o/ M o • 0 in M o • R 

which is convex in the direction o / R ,  and a di//eomorphism M--> M" • R+ commuting with 
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multiplication by posifive scalars (de]ined as identity in M' and standard multiplication in 

R+) such that L is mapped to the vector/ield 8/~t if the variables in M 0 • R • It+ are denoted 

by (Yo, t, r). 

Proo/. (i) ~ (ii). Le t  /E C~176 and consider ] as a homogeneous funct ion of degree 0 

on M. Choose a solution uES~(M) of the equat ion JLu=/. I f  K is a compact  subset of M 

and if K~ = {ty;t>~ 1, y E g } ,  K s = (ty; t > 0 ,  y E K) ,  then there is a constant  C such tha t  

lu(y)I < c ,  y E K  1, and we claim tha t  

[u(y)-u(z)[ <2C,  if y, zeK2 are on the same orbit. (6.4.3) 

I n  fact,  if tER+ and we write t*u(y)=u(ty), yEM,  t > 0 ,  then  

L( t*u-u)  = t*Lu - L u  = t * / - /  = 0 

so t * u - u  is constant  on the orbits of L. Hence u(tz)-u(z) = u(ty)-u(y) ,  so 

l u(y) -u(z) ] = ] n(ty) -u(tz) I . 

For  large t we have ty, tzEK 1 and (6.4.3) follows. Since 7eK2=~K m a y  be any  compact  

set in M s conditions (d l) and (d2) of Theorem 6.4.2 for Ls follow immediately,  already if 

we t a k e / = 1  in the case of (dl) .  

(ii) ~ (iv). First  note  t ha t  there is a cross section Ms-~M. I n  fact, we can construct  

a positive C ~~ function N on M which is homogeneous of degree 1 by  means of a par t i t ion 

of uni ty  on M s. The section M s ~ M  is then uniquely determined if we require t ha t  N(m) = 1 

in the  range. F rom condition (f) in Theorem 6.4.2 applied to the vector  field Ls on Ms 

we now obtain a diffeomorphism M-+M' x R+ with M '  as in condition (iv), which t ransforms 

L to  a vector  field of the form 

L 1 =~/~t § t)r~/Sr 

where a E C~(M'). Now solve the  equat ion 

~b(y0, t)/~t § a(yo, t) = 0 

with b E C~176 ') and introduce the funct ion Nl(y0, t, r) = r  exp b(yo, t) which is homogeneous 

of degree 1 and satisfies the equat ion L 1 N I = 0 .  The composition of the map M--~M'• R+ 

and the  map  
M ' •  R+~ (Yo, t, r)-~ (Yo, t, 2Vl(y0, t, r ) )EM'  • R+ 

will then have the properties required in (iv). 

The implications (iv) ~ (i) and (iv) ~ (iii) are trivial so it only remains to show 

t h a t  (iii) ~ (ii). I t  follows from (6.4.2) t ha t  every integral curve o f L  s contained in a compact  
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subset of Ms can be lifted to an integral curve of L contained in a compact subset of M. 

Hence (dl) of Theorem 6A.2 must  be valid for Ls. To prove (d2) we let K be a compact set 

in Ms and set 
K 1 = {y e M; z~(m) e K, C~ 1 < iV(y) < UK}. 

I f  we lift an integral curve of Ls with end points in K to M so tha t  it starts at  a point with 

/Y(y) = 1, then the other end point will belong to K 1 too. Hence the whole integral  curve 

belongs to a fixed compact set K~ in M which completes the proof of (if) and of the 

theorem. 

Remark 1. Under the hypotheses of Theorem 6.4.2 (or 6.4.3) the vector field (L, O) 

on M • M defines a vector field g on the relation manifold R which satisfies the same 

conditions. In  fact, this is obvious from conditions (f) and (iv} respectively. 

Remark 2. The obvious proof of the equivalence (a) ~ (b) in Theorem 6.4.2 also gives 

tha t  (i) in Theorem 6.4.3 is equivalent to 

(i') For eve ry /eS '~ (M) ,  mER, �89 ~ ~<1, and ceS~ the equation ( L + c ) u =  [ has 

a solution uES~(M). 

Moreover, the solution can be prescribed arbitrarily within the class S~(M o • 

on M 0 • 0 • R+ ~-, M, the injection being as in condition (iv) of Theorem 6.4.3. 

Remark 3: The situation changes drastically if for example periodic integral curves 

occur. Assume tha t  dy(t)/dt =L(y(t)) and tha t  y(t) is periodic with period T. The equation 

Lu+cu=/reduces  to du/dt+c(y(t))u=/(y(t)) on this curve. Because t-->u(y(t)) has to be 

periodic, this leads if dh(t)/dt=c(y(t)), h(0)=0, to 

u(y(O)) exp h(T) = u(y(O)) + ](y(t)) exp h(t) dr. 

I t  follows tha t  the equation L u + c u = / i s  solvable if and only if exp h(T) 4=1, tha t  is, 

f :e(y(t))  g~ 2 ke  Z. (6.4.4) 

Secondly, if this condition is satisfied then the solution u is uniquely determined by  ]. 

Now suppose tha t  all integral curves of L are periodic with a positive minimal 

period depending continuously on the initial point. This means tha t  the relation R intro- 

duced in Theorem 6.4.2 is a closed submanifold of M • M, tha t  the orbit space M/R is a 

manifold and tha t  M-+M/R is a fibration with fibers diffeomorphie to the circle. T h e n  

the equation Lu 4-cu = / i s  globally solvable for every i t if and only if (6,4.4) is valid for each 
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integral curve y(t) of L, with T denoting the period of the curve. This will be called the 

non-resonance case. Moreover, in this case the solution u is uniquely determined b y / .  

Analogous statements are of course valid in the case of cone manifolds. 

6.5. Construction of global parametrices 

A continuous operator E: C ~ ( X )  ~ C~~ is called a right parametrix of the properly 

supported pseudo-differential operator P if 

P E  = I §  R (6.5.1) 

where I is the identi ty and R has a C ~ kernel. I f  instead E P  = I § R '  with R ' E  C ~~ one 

calls E a left parametrix.  We shall say tha t  R is a parametr ix if E is both a right and a left 

parametrix.  

Throughout this section we shall assume tha t  P is of real principal type in the 

manifold X (Definition 6.3.2) and tha t  P satisfies condition (c) in Theorem 6.3.3. For 

easy reference we introduce a te rm for  this property: 

De/inition 6.5.1. I f  P is of real principal type in X we shall say tha t  X is pseudo- 

convex with respect to P when condition (c) in Theorem 6.3.3 is fulfilled. 

Denote by  N the set of zeros of :p in T * ( X ) ~ O .  This is a conic manifold and the  

Hamil ton field H~ is tangential to •. The integral curves are the bicharacteristic strips 

of P and we define the bicharacteristic relation C by  

C = (((x, ~), (y, ~))) E N  • N; (x, ~) and (y, ~) lie on the same bicharacteristic strip}. (6.5.2) 

This construction is invariant under the action of canonical transformations on p since the 

definition of the Hamil ton field is. Multiplication of p by  a non-vanishing function will 

change the parameter  on the bicharacteristic strips but  not the bicharacteristic relation. 

Note tha t  the set Cn defined by  (6.1.2) is the bicharacteristic relation of Dn. 

By the preceding remarks we may  assume tha t  P is of degree 1 when studying C. 

By hypothesis the vector field H~ on N then satisfies condition (ii) of Theorem 6.4.3 (in 

the form of condition (d) in Theorem 6.4.2) so the equivalent condition (iii) in Theorem 

6.4.3 shows that  C is a closed conic submanifold of ( T * ( X ) ~ O ) •  (T*(X)~0)  which is 

closed in T*(X  • X ) ' ~ 0  by  (6.4.2). Conversely, if P is of real principal type in X and C 

has these properties it follows tha t  X is pseudo-convex with respect to P. 

We shall now prove tha t  C is a homogeneous canonical relation (Definition 4.1.2). 

To prove this we consider the flow ~ ,  with domain D, defined by  the H a m i l t o n  field 

H w of the function Pl obta ined by  lifting p from T * ( X ) ~ O  to (T*(X)~0)  • (T*(X)~0)  

by the projection on the first factor. C is then the "flow-out" 
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{~0~(h, t); (h, t )eD,  bEAN} 

of the diagonal AN in/Y. The symplectic form al - a ,  in T*(X) x T*(X), which is the differ- 

ence of the symplectie form in each of the two copies, vanishes on AN, and Hp, is orthogonal 

to but not  a member  of T(AN) since Pl = 0 on AN and H~. ~=0. This proves tha t  C is Lag- 

rangean at AN. Since C is invariant  under the Hamil ton flow defined by Pl and ~1( ' ,  t) 

is canonical with respect to a ~ - a , ,  it follows tha t  C is Lagrangean everywhere. Thus we 

have proved 

PROI'OSITIOZ~ 6.5.2. Assume that P is o[ real principal type in X .  Then the bicharac- 

teristic relation C el P is a homogeneous canonical relation [rom T*(X)~O to T*(X)~O 

if and only i[ X is pseudo-convex. 

6c'-,.AN is the disjoint union C + U C-  of the forward (backward) bieharacteristie rela- 

tions C + and C-  defined as the set of all ((x, ~), (y, ~))EN x N such tha t  (x, ~) lies after 

(rasp. before) (y, 7) on a bicharacteristio strip. These are open subsets of C and inverse 

relations. The definition is invariant  under multiplication of i~ by positive functions but  

C + and C-  are interchanged if we multiply by  a negative function. The role of these sets 

is indicated by  Proposition 6.1.2. 

More generally, by  an orientation of C we shall mean any splitting of C ~ A N  in a dis- 

joint union of open subsets C 1 and C * which are inverse relations. In  order to describe these, 

denote by  B(x, 2) the bicharacteristic strip through (x, ~) and write 

C+(x, ~) = C ~ A (B(x, ~) x B(x, ~)). 

Because C j is a union of components of C ~ A N  We have either C+(x, $ ) c  O j or else 

C+(x, ~) A C ~ = G, ] : 1, 2. Write 

2W = { ( x ,  ~) EN; C+(x, ~) c C' } ,  i = 1, 2.  

Then N 1 and N 2 are open, disjoint, and N = N 1 U  N 2. Conversely 

01= ( UO+(x, ~)) u (UO-(x, ~)) 

and C 2 is obtained similarly by interchanging 1 and 2 (or + and - ) .  We can therefore 

identify the orientations of C with the open and closed subsets of N. Denote by 37 the set 

of all components of 2, T, let ~ be a subset of 37. Denote by  N~ +, rasp. N~ the union of the 

components in ~, resp. in 3 7 ~  and write C ~ A  N = C, + U C;  for the orientation of C cor- 
- + + + responding as above to IVI=N + and N2- -N: .  Observe that  C; -C~7\,  and that  C =C~.  

If  N has k components there are 2 k possible orientations. In  particular, if X is connected 

and P is a strictly hyperbolic differential operator of order m then there are 2 m orientations. 



F O U R I E R  I N T E G R A L  OPERATORS.  I I  219 

THEOREM 6.5.3. Let P be o/real principal type in X and assume that X is bicharac. 

teristieally convex. For every orientation C ~ A N =  C~ + U C~ one can then find parametrices 

E + and E :  o / P  with 

WF'(E~ +) =A*U C~ +, W F ' ( E ~ ) =  A*0C;- (6.5.3) 

where A* is the diagonal in (T*(X)~,0) • (T*(X)~,0). Any  right or left parametrix E with 

WF' (E)  contained in A* 0 C~ + reap. A* U C;- must be equal to E + reap. E~ modulo C ~. For 

every s ER the parametrices E~ +, E~ de/ine continuous maps /rom H ~ P ( X )  to It(s+m_l)(X). 
Finally 

E~ + - E :  E I~:m(X • X,  C'), (6.5.4) 

and E + -E~-  is non-characteristic at every point o/ C'. 

Proo/. We begin by  proving the uniqueness. Assume tha t  E 1 and E 2 are right and left 

parametrices with W F ' ( E j ) c  A*U C +. We shall then prove tha t  E 1 - E 2 E  C ~~ by  modifying 

an argument used in the proof of Proposition 2.5.1. This consisted in observing tha t  E ~ P E  1 

is congruent both to E 1 and E~ mod C ~~ but  the definition of this product may  be in doubt 

when E 1 and E~ are not properly supported. However, we do know tha t  E 2 B E  1 is defined 

if B is a pseudo-differential operator with kernel of compact support in X • X, for B maps 

~ ' ( X )  to g~'(X) then. I f  (x, ~, y, ~?)eWF' (E~BE1)bu t  (x, ~) and (y, 7) are both in the 

complement of WF(B)  it follows tha t  (x, ~, z, ~)EC + and tha t  (z, ~, y, ~)EC + for some 

(z, ~) E WF(B) .  This implies tha t  (x, ~), (y, 7), (z, ~) are on the same bicharacteristic strip 

with (z, ~) between the other points. Let  K and K '  be as in condition (c) of Theorem 6.3.3. 

I f  WF(B)  has no point over K '  i t  follows that  WF'(E~BE1) has no point in K • K. Now 

choose crECy(X) equal to 1 near K '  and form 

E~q~P E 1 - E2PqJ E 1 = Ea(qJP-PqJ) E 1. 

The wave front set of the right hand side contains no point over K • K,  so the same is 

true of E ~ - ~ E  1. Since K is arbitrary it follows tha t  E ~ - E 1 E C  ~176 

Since P E  = I + R is equivalent to E'P* = I + R* and P* has the same principal symbol 

as P the existence of left parametrices with the properties listed in the theorem follows 

from the existence of right parametrices for P*. To prove the theorem it is therefore suf- 

ficient to construct a right parametrix with the required regularity properties. In  doing so 

we may  assume tha t  the order of P is 1 for P can otherwise be replaced by the product 

with an elliptic operator of degree 1 - m  with positive homogeneous principal symbol. 

This has a pseudo-differential parametr ix  of degree m -  1. 

The first step in the construction is local in the cotangent bundle near the diagonal. 
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L]~MM~ 6.5A: Let P~L~(X)  satis/y the hypotheses o/ Theorem 6:5.3 and let (x0, ~o)E 

T*(X)~O,  pIx O, $o) = O. I / T  6L~ (X) and WF( T) is in a su//iciently .small conic neighborhood 

o/ (x0, ~0), one can /ind F+, F -  with WF'(F+), WF ' (F- )  close to (Xo, $o, Xo, ~o) such that 

PF~= = T + R ~ and 

(i) W F ' ( F •  * U Cg. 

(ii) R + EI~ �89 (X • X ,  C') and WF'(R • c C~. 

(iii) F + - - F - e l f i ( X  xX,  C'). 

(iv) F =~ can be written in the/orm A F g  B where the kernel o/ Fg is the product o/the 

distribution Eg in Proposition 6.1.2 by a C ~ /unction and A, B are Fourier integral operators 

o/order 0 belonging to inverse homogeneous local canonical trans/ormatious /tom T*(X)~  O 

to T*(R~)~0. 

Proo]. We may assume that  C~ + = C+ and C / = C -  in a neighborhood of (x 0, ~0) for in 

the opposite case we just have to consider - P  instead of P .  Choose a canonical trans- 

formation Z and Fourier integral operators A, B of degree 0 according to Proposition 6.1.4 

and (6.1.13) with/~ =0. Then we have 

Z-10  Cn~o ~ C  C • (6.5.5) 

in view of the invariance of the definition of C under canonical transformations. We 

shall prove that  the composition 
F ~ = A F ~ B T  

has the required properties if WE(T)  is in a sufficiently small conic neighborhood of 

(%, ~0) and F2 =~E~n where ~ EC~~ • R~), ~ = 1 in a neighborhood of the diagonal and 

yJ=0 outside another sufficiently small neighborhood. Conditions (i) and (iii) in Lemma 

6.5.4 follow immediately from (6.5.5), the corresponding conditions in Proposition 

6:1.2, the calculus of Fourier integral operators developed in section 4.2, and Theorem 

2.5.15. To prove (ii) we form 

P F  ~- = P A F 2 B T  = ( P A ,  AD~) F ~ B T  + ADnF2BT.  (6.5.6) 

By (iii) in Proposition 6.1.4 we have 

(Xo, ~0, X0, •0) r WF' (PA  - A D n )  c F. 

I t  follows that  there is a conical neighborhood V of (X0, ~'0) such that  ( P A - A D n ) v E C  ~~ 

if W F ( v ) c V .  Since WF'(F~)  can be made arbitrarily close to :the diagonal in 
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(T*(Rn)~0) • by choosing t h e  support  of ~ close t o  t h e  diagonal in 

R n • R n, we can choose yJ and a conic neighborhood V' o f ( X  0, '~0) such that~W~(F2v)~ V~ 

if WF(v)c V'. I f  WF(T) is.so close to (x0, ~0) t ha t  z W F ( T ) c  V' it follows tha t  the  first 

term on the r ight h a n d  side of (6.5.6) is in C% 

To s tudy  the last te rm in (6.5,6) we note t ha t  DnF~ =I+R~n where 

' CZ. R~ = (D ~(x ,  y)) E~ e I~�89 ~ • R ,  C~), WF'(R~) 

Since A B T  = (A B - I )  T + T and (A B -  I )  T E C ~ if WF(T) is sufficiently close to (x0, $0), 

it follows tha t  PF• T + R  • Where R ~ - A R ~  BTEC% The calculus of Fourier  integral 

operators now gives (ii). 

End O/proo/o/Theorem 6.5.32 I f  (x0, $o) E T*(X)~O and p(xo, $0) 4=0 a stronger result 

t han  Lemma 6.5.4 is valid: we can find a pseudo-differential operator  F such t h a t  

P F = T - R  where REC ~ (see section 5.1). I n  this case as in Lemma 6.5.4 we can choose 

WF'(F) in any  given neighborhood of WF(T)x  WF(T), in fact  as the diagonal in this 

product .  

Le t  { V~} be a locally finite covering of T*(X)~O by  open cones such tha t  either Lemma 

6.5.4 or the preceding observation is applicable when WF(T) ~ V~. The projections Wi 

of V~ in X are also locally finite. Using a par t i t ion of uni ty  in the sphere bundle of T*(X)~O 

subordinate to the covering given by  {V~} we can write I = ~  Ti where WF(T~)c Vi 

and the support  of the  kernel of T t belongs to Wt • W~. For  every i we choose F~: according 

to Lemma 6.5.4 or  as indicated above with supp F~ ~ W~ • Wi. Then the sum 

F • = ~ F r  

is defined; (6.5.3), (6.5.4) are satisfied by  these operators and F • maps H~mp(x) con- 

t inuously into H(~)(X) by  Theorem 4.3.1 because E~ does. Fur ther  

PF ~ - I + R  • where R•189215 C'), WF'(R~:)cC{. 

B y  Theorem 5.3.2 we can choose G•189 • C') so tha t  

PG ~ R • E C% 

I n  fact, the hypotheses of TheOrem 5.3.2 are ~fulfilled in v i e w  of R e m a r k  1 following 

Theorem 6.4.3 since the vector  field H~ satisfies the conditions in Theorem 6.4.3. I f  in the 

proof of Theorem 5.3.2 we choose initial da ta  0 on the diagonal of N • N for all the first 

order equations to be solved, we obtain WF'(G• I t  follows f rom Theorem 4.3.2 

It~176 ~ to  (X) for every s, so E ~ = F ~ - G  ~ is  a tha t  G~ is a continuous map  from (~) ~ j H(s ) 

r ight  parametr ix  which is continuous from ,lr~~176 ~,~j to H(~)(X). The  construct ion shows 
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that  F + - F  - and therefore E,  + - E ~  is non-characteristic at the diagonal of h r. Since 
§ P(E~ - E T ) E  C ~176 it  follows from Theorem 5.3.1 that  the principal symbol satisfies a first 

order homogeneous differential equation along the bicharacteristie strips starting there. 

Hence E~ + - E ~  is non-characteristic everywhere. (In section 6.6 we shall compute the 

principal symbol precisely.) This implies that  WF'(E~ + -E~-)=C and since WF'(E~)c  

A* U C~ we conclude that  WF'(E~)~ C~. Since 

A* = WF'(I)  = WF' (PE~)c  WF'(E~) 

the proof of (6.5.3) is complete, and so is tha t  of the theorem. 

Remark 1. Suitably modified Lemma 6.5.4 remains valid under the weaker hypotheses 

of Proposition 6.1.4. If no open interval on a bieharacteristie strip has a fixed projection in 

X the first part  of the preceding argument gives a local parametrix. 

Remark 2. If P(x0, 40) =~0 the proof shows that  there is a pseudo-differential operator 

Q such that  (xo, 40, Xo, 40) r WF'(E~ -Q). The symbol of Q near (x0, 40) can be computed as 

in section 5.1 by the usual algorithm for determining the parametrix of an elliptic operator.  

Somewhat loosely we might say that  E~ is a pseudo-differential operator except at the 

diagonal of /V • /V=p-l(0), where the symbol becomes highly singular and forces 

additional singularities on C. We shall now prove that  these cannot be avoided. 

At the end of the proof of Theorem 6.5.3 we saw that  WF'(E)~A* for any right or 

left parametrix E E ~ ' ( X  •  of P. We shall now prove that  additional conditions on 

WF'(E) follow from a modification of Theorem 6.1.1. 

L ~ M A  6.5.5. Let PEL'~(X) have a real and homogeneous principal part p, let 

A E~' (X •  and assume that PAEC~(X • where A is considered as an operator 

C ~ ( X ) ~ ' ( X ) .  I] (x, 4, y,~])EWF'(A) and 4=4=0 it /ollows then that p(x, 4)=O and that 

B(x, 4) • {(y, ~l)} c WF'(A). 

Recall that  B(x, 4) is the bieharacteristic strip containing (x, 4). 

Proo/. The hypothesis means that  for some F E C~(X • X) 

(A , tPu |  (~',u| u, vEC~(X). 

Thus (A, Qw> = (F ,  w>, wEC~(X • (6.5.7) 

if Q = tP |  is defined by Qw(x, y) = tPw(x, y) with *P acting on w as a function of x for fixed 

y. We cannot apply Theorem 6.1.1 directly since Q is not a pseudo-differential operator. 

Choose a pseudo-differential operator R of order 0 in X • X with principal part  homo- 
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geneous of degree 0 such that  WF(R)  contains no element of the form (x, O, y, ~). Thus 

I~l < c I~[ if (x, ~, y, ~) E WF(R)  and (x, y) is in a compact subset of X • X. We can take 

the principal part  of tR equal to I on B(x, ~) • {(y, ~)}. The proof of the multiplicative prop- 

erties of pseudo-differential operators given in section 2.1 applies with no change to prove 

that  QR=Q1 is a pseudo-differential operator with principal symbol given by the product 

of those of the two factors. If we replace w by Rw in (6.5.7) it follows that  

tQ 1A = ~RF E C OO 

so the lemma follows from Theorem 6.1.1 since B • {(y, ~)} is a bicharacteristic strip of tQ1. 

We shall also need the analogous result where APE Coo instead. This means that  the 

operator P(~)I above is replaced by I(D tp. In terms of local coordinates, if p'x=a,p'~=b, 

the Hamilton equations corresponding to the principal symbol of ~P are 

d y / d t = - b ( y , - ~ ) ,  d ~ / d t = - a ( y , - ~ )  

and this proves that  (y, -~l) describes a bicharacteristie strip of P. If A P E C  ~176 and 

(x, ~, y, ~) E WF'(A),  ~ :#0, it follows therefore that  p(y, ~) =0 and 

W F ' ( A ) ~  {(x, ~)} • B(y, ~). 

Finally, if PA EC ~ and A P E C  ~, (x, ~, y, ~) E WF'(A)  and $, ~ ~:0, it follows by repeated 

application of these results that  p(x, ~) =p(y, ~) =0 and that  

W F ' ( A ) ~  B(x, ~) • B(y, ~). 

Remark. The hypothesis P A  E C~~ • X)  in Lemma 6.5.5 may of course by replaced 

by WF'(PA)  n (B(x, ~) • {(y, ~)}) = 0 .  

In the following theorem we shall use the notation 

N = {(x, ~) E T*(X)~.O, p(x, ~) = 0}. 

When (x, ~) EN we write 

C~=(x, ~) = C~(x, ~) N ({(x, ~)} • N) = {(x, ~)} • B+(x, ~) 

C~(x, ~) = C• ~) N (N • {(x, ~)}) = B~(x, ~) • {(x, ~)}. 

Here C~(x, ~) =C ~ N (B(x, ~) • B(x, ~)) as before and 

B~(x, ~) = {(y, v)eB(x ,  ~); (y, V, x, ~) EC~}. 

THEO~V,~ 6.5.6. / / E E ~ ' ( X  • X)  is either (a) a right parametrix, (b) a left parametrix 

or (c) a parametrix o/ an operator P satis/ying the hypotheses o/ Theorem 6.5.3, then 

W F" ( E) ~ A* and respectively 
15 -- 722909 Acta mathematica 128. I m p r i m ~  le 24 Mars 1972. 
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(a) For every (x, ~)EN we have either WF'(E)~C+(x, ~) or WF'(E)~C~(x, ~). 

(b) For every (x, ~)elV we have either WF'(E)~C[-(x, ~) or WF'(E) ~Ci-(x, ~). 

(c) For every (x, ~)eiV we have either WF'(E)~C+(x, ~) or WF'(E)~C-(x,  ~). 

Proo]. That WF'(E)DA* follows from the end of the proof of Theorem 6.5.3. 

Let E + and E -  be the parametrices given by Theorem 6.5.3 for the orientation C +, C-. 

We can apply Lemma 6.5.5 and the observations following it to A = E - E+ and A = E -  E- .  

Assume for example that  E is a right parametrix, that  (x, ~) f in  and that  C+(x, ~) is not a 

subset of WF'(E). Since C+(x, ~) does not meet WF'(E-) it follows that  C+(x, ~) is not a 

subset of W F ' ( E - E - ) .  Hence Lemma 6.5.5 shows that  B(x, ~)• {(x, ~)} does not meet 

W F ' ( E - E - ) .  In  view of (6.5.3) this implies that  C~-(x, ~)~ WF'(E). The other cases of the 

theorem are proved in exactly the same way. 

The preceding arguments also allow us to supplement the uniqueness statement in 

Theorem 6.5.3. 

THEOREM 6.5.7. Let C~ and C~ be orientations o/C corresponding to two subsets ~ and 

fl o~ -~. Denote by N~p the symmetric di]/erence o / N  + and N~ (or N~ and N~) consisting o/ 

points belonging to one set and not the other. I~ E + and E~ are the corresponding parametrices 

given by Theorem 6.5.3 then 

~+ - E~ e l ~ - ~ ( x  • x ,  (c  n (~r • Iv=~))'). (6.5.s) 

In  particular, NaZ is empty when the orientations are equal and Nap = iV when they 

are opposite, so (6.5.8) contains (6.5.4) and the uniqueness in Theorem 6.5.3. 

Proo/. If  (x, ~ )eN then WF'(E+-E~)  either contains B(x, ~)• ~) or else does 

not meet this set. Since WF'(E~) N (B(x, ~) • B(x, ~)) is one of the half spaces in B • B, 

which one depending on whether (x, ~)eiV~ or (x, ~)eiV~, it follows that  

If  M is the complement of/V~ a it follows by change of the orientation C~ that  

W~"(E+~ - E~) c O N (M • M). 

Since E + - E ~  = (E + - E ~ )  + (E~ - E ~ )  we now obtain (6.5.8) from (6.5.4). 

In  section 6.6 we shall continue the study of the differences in (6.5.8). However we 

return now to the study of wave front sets of parametrices and shall prove a converse of 

Theorem 6.5.6. 
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THEOREM 6.5.8. Let F ~  ( T * ( X ) ~ 0 )  • ( T * ( X ) ~ 0 )  be a closed conic set containing the 

diagonal and assume that either 

(a) /or every (x, ~)E1V we have C+(x, ~)~ 1~' or C;(x, ~)~ F; 

(b) /or every (x, ~) EN we have C+(x, ~) ~ F or Ci-(x, ~)~ F; 

(c) /or every (x, ~)EN we have C+(x, ~)~ F or C-(x, ~)~ F. 

Then there exists respectively (a) a right parametrix (b) a le/t parametrix (c) a parametrix E 

such that 
W F ' ( E ) ~  F, E H~)mP(X)c H(8+rn_I)(X), sER. 

I /  �89 <~ < 1 one can choose E so that in addition 

E - E ~ E I ~ - m ( X •  ') (6.5.9) 

i/ E~ is defined as in Theorem 6.5.3. 

Proo/. We m a y  assume in the proof t ha t  C~ + = C + for Theorem 6.5.7 shows tha t  (6.5.9) 

does not  change if we change the orientation. I n  case (a) we denote by  N + and  N -  the sets 

of all (x ,~ )EN with Cr+(x,~)~F resp. C;-(x, ~ ) ~ F .  An analogous definition is made in 

cases (b) and (c). Then  N + and N -  are closed conic sets with N + U N - = N .  I n  case (e) 

we know in addit ion tha t /V+ and N -  are closed under  the equivalence relation C, t ha t  is, 

inverse images of sets in N/C. We shall write E ~ -- E~.• 

I f  A + and A -  EL~ are properly supported and  if A+ + A -  = I ,  then E = E+A + + E - A -  

is a r ight  parametr ix  and E = A + E + + A - E -  is a left parametrix.  We have E - E + =  

( E - - E + ) A -  and E - E + = A - ( E - - E  +) in the two cases. This gives (6.5.9) as a conse- 

quence of (6.5.4), and the cont inui ty  properties s tated in the theorem follow from those in 

Theorem 6.5.3 and those of pseudo-differential operators. Since there exist closed conic 

subsets F + and F -  of T*(X)~O with F + N N = N + ,  F-/1 N = N -  and F + t) F -  = T*(X)~O,  

the cases (a) and (b) in the lemma therefore follow from 

L E ~ M A  6.5.9. Let F1, .--, Fj  be closed cones in T*(X)~O and let �89 <Q < 1. Then one can 

find properly supported operators A 1 ..... A j  EL ~ (X) with A 1 +... + Aj  = I and WF' (A  i) ~ F~, 

i = 1 .. . . .  j, i / a n d  only i/ 
1 

U r~ = T * ( X ) \ O .  

Proo/. The necessity is trivial. I n  the proof of the sufficiency we m a y  assume tha t  

X c R  n. Let  ~(x ,  ~, e) be the convolut ion of the characteristic funct ion of F~ and ~-2n 

Z(x/e, ~/e) where 0 ~Z  E C~, X = 0 outside the uni t  ball and Sxdxd~ = 1. Clearly the derivatives 
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of q~ of order k with respect to x, ~, e can be estimated by Cke -k, and E ~ ~> 1. In view of this 

fact and Proposition 1.1.8 the functions defined by 

J 

e=l l 

when > 1  and s o m e  smooth extension when < 1  are in S~  •  Furthermore, 

a ~ - 0  for large I~[ in the complement of any conic neighborhood of 1~ so A~=a~(x, D) 

has the required properties. 

Continued proof o/ Theorem 6.5.8. What remains to prove is part  (c) which concerns 

the existence of a parametrix. Again we shall write E = E + A + + E - A  - with A + + A - = I ,  

which is a right parametrix. Since 

E - E +  = ( E - - E + ) A -  

and (E-  - E +) A - P  = (E-  - E+)PA-  + (E-  - E+) [A-, P], 

we also have a left parametrix if 

W.F([A-, P]) n N = 0 .  (6.5.10) 

(Since [A-, P ] = - [ A §  the operators A+ and A -  play a symmetric role here.) If in 

addition to (6.5.10) we have 

WF(A+) N N c  N+, W F ( A - )  fl N c  N- ,  (6.5.11) 

it follows that  W F ' ( E ) c  .F. Using the fact that  N+ and N -  are closed under the equiva- 

lence relation C we shall construct such operators A+ and A-  in section 6.6. No reference 

to part  (e) of Theorem 6.5.8 will be made until then. 

We shall now apply the established part  of Theorem 6.5.8 to give another more 

constructive proof of the implications (c) ~ (a) and (c) ~ (b) in Theorem 6.3.3. Extending 

a terminology introduced in section 2.1 we shall say that  a distribution K E ~ ' ( X  x Y) is 

left (right) properly supported if the projection supp K 9  (x, y)-+x (resp (x, y)-+y) is a 

proper map. The map C~r defined by K (which we also denote by K) can then 

be extended to a map C~(Y) -+~ ' (X)  (resp. is a map C~( Y)-+ #'(X)).  If  WF~,(K)=~ 

the maps will be from ~ ' (Y)  to ~ ' (X)  and #'(Y) to 5"'(X) of course. 

T H v, 0 R ~ M 6.5.10. Let P be as in Theorem 6.5.3. Then one can find a left properly sup- 

ported right parametrix E 1 and a right properly supported left parametrix Ee ]or P such that/or 

] = 1, 2 and a given ~ with �89 <~ < 1 

(i) WF ' (E j )cA*U C, 

(ii) E j - E ~  eI~-~(X •  C') i/ E~ is dejined a~ in Theorem 6.5.3, 

(iii) E~ is continuous from H(r176 ~" (X) to H(s+,~-l) (X) /or every 8 ~ a.  
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Proo/. As in the proof of Theorem 6.5.3 the s tatement  concerning the left parametr ix 

follows from tha t  about  the right parametr ix by  passing to adjoints. I t  suffices therefore 

to show tha t  E 1 can be chosen according to Theorem 6.5.8, par t  (a), so tha t  sing supp EI~  

(x, y)-~x E X is a proper map. For then there is a neighborhood V of sing supp E 1 such tha t  

V~ (x, y)-+xEX is also proper. I f  zEC~176 • has support  in V and z = l  in a neighbor- 

hood of sing supp El ,  then gEl  is a left properly supported right parametr ix  with the pro- 

perties required in the theorem. 

Let  X1, X 2 ... .  be an increasing sequence of open relatively compact subsets of X with 

union X and choose another such sequence X~ such tha t  any interval on a bicharacteristic 

curve with end points in Xj  belongs to X'j. That  this is possible follows of course from the 

pseudo-convexity of X. We shall apply Theorem 6.5.8 with 

F = A *  u (UC+(x,~)) u (UC;(x,~)) 
N + N-- 

where with z denoting the projection T*(X)~X 

N+ = {(x, ~)EN; z~B+(x, ~)cCZ ~ for every j with xCX~} 

N -  = {(x, ~)EN; :~B-(x, ~)cCXj for every j with xCZ)}. 

These are closed cones and N + U/V- = N .  In  fact, if (x, ~) is not in N + U N -  but (x, ~) EN 

and if j is the largest integer with x CX~ then B(x, ~) contains points over Xj on either side 

of (x, ~) in contradiction with the definition of X~. Thus F satisfies the hypotheses of 

Theorem 6.5.8. I f  (x, $, y, ~)EF and xEXj, then the definition of F gives yEX) so the 

theorem is proved. 

Theorem 6.5.8 shows tha t  the minimal sets 2 ' ~  (T*(X)~0)  • (T*(X)~0)  containing 

WF'(E) for some (a) right parametr ix (b) left parametr ix or (c) parametr ix are precisely 

all sets of the form 

_~ = A* U ( U Cr + (x, ~)) U ( U C7 (x, ~)), (6.5.12 a) 
N + N -  

F = A *  u (UC? (x, ~)) u (UOi(x, ~)), 
N + N-- 

(6.5.12 b) 

F = A *  u (UC+(x, ~)) u (UC-(x,~)), 
N + N-- 

(6.5.12 c) 

where N + and N -  are closed cones with N+ U N - = N ,  no interior point of AT+ (resp. N- )  

belongs to N -  (resp. N+), and in case (c) N + and N -  are invariant  under the Hamil ton 

flow. We shall now show tha t  E is not uniquely determined rood C ~176 by  the condition 

WF'(E)c F except when N + and N -  are disjoint, which is the case discussed in Theorem 
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6.5.3. The case (c) is left for section 6.6 but  cases (a) and (b) follow from a supplement to 

Theorem 6.2.1: 

PROPOSITION 6.5.11. Let P satis/y the hypotheses o/ Theorem 6.5.3. For any sER 

and (x,~)EN, (y,~)ET*(X) one can choose K E ~ ' ( X •  so that K E H ( t ) ( X •  ) when 

t < s and either 

F'  (a) P K  EC~176 • X) and WE'(K) = W (s)(K) = cone generated by B(x, ~) • {(y, ~)}, or 

(b) KPEC~176 • X) and WE'(K) = WF(~)(K) = cone generated by {(y, ~)} • B(x, ~). 

Proo/. I t  suffices to consider (a). As in the proof of Lemma 6.5.5 the only new point is 

tha t  the operator P(~)I in ~ ' ( X  x X) is not  a pseudodifferential operator. However, we can 

choose a pseudo-differential operator R in X • X such tha t  WF(R) contains no point of 

the form (x', 0, y', ~') and in addition W E ( I - R )  does not meet B(x, ~)• {(y, ~)}. Then 

(P~)I)  R is a pseudodifferential operator which has B(x, ~) • {(y, -~ )}  as a bieharacteristic 

strip. I f  we choose K e 9 ' ( X  • X) with K E H(t~ (X • X) for t < s so tha t  WE(K) = WE(~) (K) is 

generated by  B(x, ~) • {(y, - ~ ) }  and (PQ1)RKEC ~~ which is possible by  Theorem 6.2.1, 

then the fact tha t  ( I - R ) K E C  ~176 gives tha t  (P@I)KEC% But  (P(~)I)K is the kernel of 

the composition PK. 

Using Proposition 6.5.11 we also find tha t  a restriction on the wave front set of a right 

parametr ix does not guarantee that  it is a parametrix except in the case discussed in 

Theorem 6.5.3. 

T~EOREM 6.5.12. Let P satis/y the hypotheses ol Theorem 6.5.3 and let E be a right 

parametrix o/ P with WF' (E)c(T*(X) '~O)•  Unless E is the parametrix 

E + o/Theorem 6.5.3/or some ~ there exists another right parametrix E 1 with WE'(E1)c  

WF'(E) which is not a left parametrix. 

Proo/. I f  (x, ~, y, ~)E W F ' ( E ) ~ ( A *  U C) it follows from Lemma 6.5.5 tha t  B(x, ~) • 

((y, ~]))c WE'(E). Choose K according to par t  (a) of Proposition 6.5.11. E + K  is then a 

right parametr ix with W F ' ( E + K ) c  WF'(E) but  E and E + K  cannot both  be left para- 

metrices since K P  is not in C ~ by the observations following Lemma 6.5.5. Assume now tha t  

W F ' ( E ) c  A* U C. I f  N+ and _N- are defined as in the proof of Theorem 6.5.8 it follows 

from Theorem 6.5.6 tha t  WF'(E)= F is given by  (6.5.12a). I f  N+ and N - a r e  disjoint we 

have the situation of Theorem 6.5.3. On the other hand, if (x, ~) EN + N N -  then B(x, ~) • 

((x,~)}~ WE'(E)  so we can again use Proposition 6.5.11 to find a right parametr ix 

E 1 with WE'(E1)~ WF'(E) which is not a left parametrix.  

Parametrices with entirely different properties can exist for operators which have real 

principal symbol but  do not satisfy the hypotheses of Theorem 6.3.3. In  particular, 
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this is the case if we allow P to have periodic bicharaeteristie strips but require that  C 

is a closed submanifold of T*(X • X ) ~ 0 ,  i.e., in each component we have either a fibration 

by periodic bicharaeteristie strips or else no periodic bicharacteristie strips at all. We can 

then use Remark 3 at the end of section 6.4 provided that  the subprineipal part of P 

satisfies the non-resonance condition described there. Moreover, in the case that  all bi- 

characteristic strips are periodic the right parametrix E can be chosen properly supported, 

so it follows as in the proof of Proposition 2.5.1 that  it is also a left parametrix and that  

right and left parametrices are uniquely determined modulo C% I t  follows also that  Pu E 

C~176 implies u E C+(X) for all u E ~ ' (X).  However, as soon as bicharacteristies occur the 

operator P is not hypoelliptic in the usual local sense that  sing supp u c s i n g  supp Pu for 

all u E~'(X). In  fact, by Theorem 6.2.1 hypoellipticity implies that  all bicharacteristie 

strips stay over a fixed point in X, so p'~(x, ~)=0 whenever p(x, ~)=0. Since we assume 

that  dp # 0  when p = 0  it follows that  the rank of the differential of the projection N + X  

is constant equal to n -  1, which implies that  locally p(x, ~)=+(x)q(x, ~) in neighborhoods 

of the zeros of p. Here q # 0  and ~'z=4=0. However, for such operators we have p'=q'~q 

on h r. The orbits of the Hamilton flow on N are therefore straight lines in the fibers so they 

cannot be periodic. This proves the statement. 

For example, the operator P in Remark 2 after Theorem 6.3.1 has all the properties 

required above, even if we let P be defined on the whole plane including the origin. 

6.6. T h e  d is t inguished parametr ices  

Theorem 6.5.12 and the discussion preceding Proposition 6.5.11 underline the particu- 

lar interest of the parametrices constructed in Theorem 6.5.3. These will be called distin- 

guished parametrices here. As mentioned in the preface the case of the Klein-Gordon 

operator [ ]  + m  2 in R n has been considered in relativistic quantum mechanics. The set 

57 has two elements then. When v=57 or v = O  one can take for E + the Feynman "pro- 

pagator" or its complex conjugate, while we obtain the advanced or retarded fundamental 

solutions when v has one element. This covers all the 2 2 cases. Note that  modulo 

C ~~ we have thus in Theorem 6.5.3 given an analogue of the Feynman propagator for the 

wave operator on a pseudo-Riemannian structure of Lorentz signature. We do not see how 

to fix the indetermination. (See also DeWitt [34].) 

If  vl and v2 are disjoint subsets of 5 r then 

E + - ~ + - E  + 4- C ~ .  . . . .  - ~ , u ~ : - E ~  rood (6.6.1) 

In  fact, E = E  + + E  + -  + E:,u~ , is a parametrix, and if we apply Theorem 6.5.7 to the dif- 

ference of the last two terms it follows that  
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WE'(E) n C § ~ (;v~ • N~) n o § 

By the symmetry we can interchange indices 1 and 2 which shows that  

WF'(E) ~ A* U C-, (6.6.2) 

hence that  E = E~ mod C ~. 

When ~ E N we shall write C~ = C N (~ x ~) (where ~ is considered as a component 

of N) and write 
S~ = E(+~ - E~ E I~-'n(X • X, C'~). (6.6.3) 

For any subset v of N we have then 

E:  = E~ + Z & (rood C ~). (6.6.4) 

This makes sense even if v is not finite for on any compact subset of X • X only finitely 

many terms are not in C ~. Hence 

E;  = E-~ + 5 S~= E~ - 5 & =  Er - Z & 

In  view of Theorem 6.5.3 and (6.6.3) this shows that  WF'(ST~)=C7~. I t  follows that  

E~ and S~, ~E/V, are linearly independent rood C ~ and that  only k + l  of the 2 ~ 

distinguished parametrices are linearly independent rood C% Here /c = card/~. 

We shall now compute the principal symbol of S~. For the case P = D n this was done 

in Proposition 6.1.2, part (iii). To study the general case we shall first show that  there is a 

naturM density on C and a trivialization of L c, both of which are invariant under canonical 

transformations. 

C can be regarded as a fiber space C~N/C with base N / C b y  taking B(x, ~) • B(x, ~) 

as the fiber through the point (x, ~, y, ~) EC. The parameter in the Hamilton equations 

defined as 0 at (x, ~) gives an inclusion B(x, ~)~ R. If (x, ~) is replaced by another element 

in the same class of N/C we just obtain a translation of B(x, ~) on R. Thus the Lebesgue 

measure on R ~ defines a density in the fibers of C-~IV/C. Furthermore N/C is a symplectic 

manifold, for the tangent space can be identified with the tangent space of N at some 

point modulo the direction of the Hamilton field there. (See also section 3.3, p. 161). The 

fiber product de(p) of the two densities is the required density in C. Note that  if Pl and :P2 

are the liftings of p to (T*(X)~O) • (T*(X)~0) by the two projections, then the Lie 

derivatives .L~'Hj, dc(p) =0. In  the particular case where P = D n we can identify N/C with the 

cotangent space of R n-1 (which again proves that  N/C is symplectic in view of Proposition 

6.1.3). If  we use the parametrization (6.1.3) of C then de is dx'dOdxndyn. 
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The definition of do(p) is obviously invariant under canonical transformations. We 

shall now consider the effect of replacing p by q =ap where a is real valued and =~0. This 

does not change C but since H q  = aHp on the characteristics the parameters on the bicharac- 

teristic strips arc affected. If  t and s denote the parameters on the bicharacteristic strips of 

p and q then ~/~s =a~/~t or equivalently ~t/~s =a. On the diagonal A N of N • N we therefore 

have 

de(q) =a-2dc(p), that  is, Vdc(q)= ]a[ -11~de(P) �9 (6.6.5) 

I/dc(p) is a homogeneous section of glt(C) of degree (n-1) /2-(m-1) .  In  fact, by (6.6.5) 

it suffices to prove this when m = 1. Since the Hamilton field is invariant under multiplica- 

tion by positive scalars the statement follows then from the fact that  the symplectie 

measure in a conic symplectic manifold of dimension 2k is homogeneous of degree k. 

We shall now verify that  the bundle L c is trivial (even as a Z bundle). Since A N is a 

deformation retract of C it suffices to prove this for the restriction of Lc to AN, and we may 

assume that  P is of degree 1. When P = D,  we want to have the trivialization given by 

the phase function < x ' - y ' ,  0> occurring in Proposition 6.1.2. In  addition we want to have 

a trivialization which is invariant under canonical transformations. If (x0, ~o) 6N  we there- 

fore take according to Proposition 6.1.3 a canonical transformation from a conic neighbor- 

hood of (Xo, ~:0) to a conic neighborhood of (X0, ~0) 6 T*(Rn)~0. Let F(x, X, 0), 0 6Rn~0 ,  

be a phase function defining this canonical transformation. The proof of Theorem 4.2.2 

shows that  near (x0, ~0, x0, ~0) the canonical relation C is defined by the phase function 

~(x, y; X, Y, Oz, Or, 0) =V(x, X, Ox) + ( X ' -  Y', O)-~(y, Y, Or) 

where a = ( X ,  @x, O, Y, |  5n-: is to be considered as the fiber variable, and (x, y)e  

X • X. We have written X = (X', Xn) and Y = (Y', Yn). Thus 

! I ! ! ! ! ! O ~ CD{(x ,  ~ , y ,  - ~ ) ;  (px=(Pe =~e=(p:,=(pe~ = i .  

! 

When x = y is near x 0 and ~'x = - ~y is near ~0 it follows from the preceding conditions that  

X = Y and Ox= Or. Since interchange of (x, X, Oz) and (y, Y, Or) changes the sign of 

it follows that  the signature of ~ ,  is equal to 0. Thus one can define O locally near A N 

by non-degenerate phase functions q~ (x, y, a) such that sgn q~, = 0 at  all points corre- 

sponding to A N. This proves the triviality of Lc. 
At a point in A N where p~4=0 the rank of the projection C-+X x X  is n + l  whereas 

it is n - 1 at points with p~ = 0. For the phase function constructed above we therefore have 

5n -  1 -rank ~'~o=2n- (n+ 1) =n~ 1 (Theorem 3.1.4). Thus we can always reduce the 

~umber of fiber variables as explained in sections 3.1 and 3.2 to n + l ,  that  is, by 4n-2  
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units. This can be done so tha t  the signature of the new phase function is also 0 whereas 

the rank is 0 or 2. Summing up: At A N we can define C by  non-degenerate phase func- 
t u 

tions qJ(x, y,O) with 0ERn+2~0 such tha t  x = y ,  q~=O,q~'x=q~y implies sgn~08=0 and 

rank ~0  = 0 or 2. The corresponding trivialization of L c (see the paragraph following 

Theorem 3.3.4) is invariant under canonical transformations and will be used throughout 

here. 

THEOREM 6.6.1. Let P be o/ real principal type in X and assume that X is pseudo- 

convex. The principal symbol o/S~ e I | -m(X • X,  C~) pulled back to C~ by the map C7~ C" is 

then in C~ equal to 
i Y ~ d c ( p ) a  (6.6.6) 

where a is the/unction on C which is equal to 1 on AN and satisfies the differential equations 

i-lH~la+cl a = O, i-lH~,a-c2 a = O. (6.6.7) 

Here pj and cj are the li/tings o/ the principal part p and the subprincipal part c (see 

(5.2.8)) to (T*(X)~0)  • (T*(X)~0)  by the projection to the first or second copy o~ T*(X)~O. 

I / / i s  a solution o/ the equation Hv/  +c=O and/ i  are the two liftings, then a = e x p  i(/1-/2 ). 

Proo/. We shall first prove tha t  (6.6.6) is valid with a = 1 on A N. By (6.6.5) this state- 

ment  is invariant under multiplication of P by  an elliptic factor with positive principal 

par t  so we may  assume tha t  P is of degree 1. Since in the proof of Theorem 6.5.3 the wave 

front  set of G ~ does not meet  AN the assertion follows by  inspection of tha t  proof and 

Proposition 6.1.2. To prove (6.6.6) off the diagonal we note that  PS~EC ~ and compute 

the principal symbol using Theorem 5.3.1. Since~eH~, ~ = 0 this gives 

ae tlq E i - lH~a+caES'~ -2, or H~,( - , ST -S , 

which completes the proof. 

When c is real the integral operator in B(x, ~) • B(x, ~), (x, ~) EN, with kernel equal to 

the function a in Theorem 6.6.1 is positive and of rank 1. This suggests tha t  S~/i might be 

a positive operator when c is real, tha t  is, when P* - P  EL'~-2(X). Here P* is the adjoint of P, 

(Pu, v) = (u, P'v);  u, veC~(X) .  

(Recall tha t  u, v are densities of order �89 so the sesquilinear scalar products used here are 

intrinsically defined.) However, the fact  tha t  the principal symbol only gives rise to an 

operator of rank 1 indicates tha t  the situation is highly unstable so tha t  lower order terms 

in P may  play a role. This is confirmed by  the following example. Let  X = R ~ and let P 
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have  the  symbol  ~n + ic[$'I -~ in  a conic ne ighborhood  of Sn = 0; c is a real  cons tan t  a n d  

a posi t ive  integer.  W e  can wri te  the  p a r a m e t r i x  E + modulo  a pseudo-di f ferent ia l  ope ra to r  

wi th  ~:~ :k0 in i ts  wave  f ron t  se t  as 

E+u(x) = f f et(~'-~"~ a+(xn, Yn, O) u(y) dydO. 

Here  a + (xn, yn, 0) = 0 for  x= < y=, a+(yn + O, y=, 0) = i and  

Dx, a+(xn, Yn, O) + ic IO]-~a+(xn, Yn, O) = O. 

This gives a +(x., Yn, 0) = i exp  (c(xn -- yn)[O I -r) xn > yn. 

Simi la r ly  we can cons t ruc t  E -  and  ob t a in  

(E + - E-)  u(x) = f f e~(Z'-~"O) a(xn, y~, O) u(y) dy i-1 dO 

where a(x=, y~, 0) = exp (c(x~- yn)]0] -~) for all  x~, Yn. Now choose u(y) = v(y') w(y~) where  

w is f ixed in C~ r and  ~w(x,)dx~=O, ~x~w(xn)dx~= 1. Then  

f /a(x~,  y=, O) w(xn) w(y~) dx~ dy~ i ol Y C 2 -~... 

where  do ts  ind ica te  a symbol  of o rder  - 3  v. Hence  

Re ((Z § - E - )  i - ~ ,  u) < - c~/2 Ilvl]5,)+ (Ru, ~) 

where  R has  a C ~ kernel  (see sect ion 2.2), so no opera to r  in  the  same class as ( E + - E - ) / i  

mod  C ~~ has  a posi t ive  real  par t .  This  mo t iva t e s  the  hypothes i s  t h a t  P is se l f -adjoint  in 

the  following theorem.  

T ~ O R E M  6.6.2. Let P be sel/-ad]oint and o/real principal type in X,  and assume that 

X is pseudo.convex. Then one can choose S~ anti-sel/.adjoint so that 

(i-lS~u,u)>~O, ueC~(X) .  (6.6.8) 

Proo/. Taking  the  ad jo in t  of the  equa t ion  P E  + = I +  R, where R has  a C ~ kernel ,  

we ob ta in  (E+)* p = I + R*. Since WF(E +) ~ A* U C + i t  follows t h a t  WF'((E+) *) c A* U C- 

so (E+) * -  E - E C  ~176 Tak ing  ad jo in t s  in (6.6.4) we therefore  ob t a in  

and  since t he  t e rms  have  d is jo in t  wave  f ront  sets each of t h e m  is in C% Hence  S~ can be 

normal ized  so t h a t  S~/i is self-adjoint .  
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The proof of the positivity is much harder except in the case P = Dn when we obtain 

from {6.1.1) 

where v(x') = f u(x', xn) dx~. (6.6.10) 

In  order to reduce the general case to this one we have to refine Propositions 6.1.3 and 

6.1.4 so that  we can construct $7~ in one stroke in a conic neighborhood in (T*(X)~0)  • 

( T * ( X ) ~ 0 )  of the inverse image in O of a neighborhood of any point in N/C. In  doing so 

we shall also obtain the tools for completing the proof of Theorem 6.5.8, for example, so 

at first we shall not require P to be self-adjoint. 

Let  A be an invertible elliptic operator of order (1 - m ) / 2  with homogeneous principal 

symbol and set Q =A*PA. Then the first order operator Q is of order 1 and has the same 

bicharacteristic relation as P; if P is self-adjoint so is Q. If  E ~ are distinguished parametriees 

of Q it follows tha t  AE•  * are distinguished parametriees of P. Since A and A* preserve 

wave front sets we obtain from the parametr ix differences $7~ corresponding to Q the ana- 

logous ones ASIA*  corresponding to P. Thus it suffices to consider the operator Q instead 

of P. In  view of condition (iv) in Theorem 6.4.3 it follows tha t  we can take the principal 

symbol of A so small at  infinity in X that  in the representation of h r given by  that  condition 

M' = M  0 • 1~. In  other words, the parameter  on every bicharacteristic strip of Q runs from 

- ~  to ~ .  This is a notational convenience only. 

Summing up, we shall assume in the following lemmas that  P is of order 1, and tha t  

the Hamil ton field H, on ~7={(x, ~)ET*(X)~O,  p(x, ~)=0) satisfies the conditions in 

Theorem 6.4.3 with M ' = M  o •  in (iv). 

LE~MA 6.6.3. For every (xo, Co) EN there is an open conic neighborhood U in T*(X)~O 

and a homogeneous canonical trans/ormation 

V ~  (x, ~)--~ Z(x, ~) = (Xl(X , ~) . . . . .  Xn(x  , ~), El(X , ~) . . . . .  En(x , ~ ) ) e  T * ( R n ) ~ 0  

mapping U bi]ectively on an open conic neighborhood" U' o/ Z(Xo, ~o)= (0, ~o), such that. 

(i) p(x ,  ~) = ,~,n(x, ~), 

(ii) U' f~ N' ,  where N'  = { ( X, 7~) E T*(Rn)~.0, ~ =0 }, is invariant under translations 

along the X n axis, and U' is symmetric with respect to the plane Xn =0 and convex in the 

direction o/the Xn axis. 

Since H~ is transformed to ~/8X~ by  Z' it follows from (ii) tha t  U 0 N is also invariant  

under H~. 
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Proo/. By Proposition 6.1.3 we can find a local canonical transformation with all 

the listed properties except that  UN N and U'f3 N '  are not invariant under the 

Hamilton fields. By integration along the Hamilton fields H~ and ~/~X. we can extend 

U, U' and X in the required way. In  fact, by hypothesis the integration gives a bijection 

between the flowouts of U fl N and of U' f) N '  and since exponentiation of the Hamilton 

field gives a canonical transformation we obtain a canonical bijection of a neighborhood. 

This proves the lemma. 

Let U 1 and U 2 be closed conic neighborhoods of (xo, ~0) such that  U1c U and U~ 

is in the interior of U 1 while Uj N N are invariant under the Hamilton flow. We may take 

U s so that U~ = z U j  are convex in the Xn-direction and symmetric about the plane X n =0.  

:By F s and F 2 we denote the graph of the restriction of Z to U s and to U~. 

LE~MA 6.6.4. There exists a Fourier integral operator A 6 I~  • R ~, F~) such that 

(i) A is non-characteristic in F~, 

(ii) F,N W F ' ( P A  - A D , )  = ~.  

;1/P is sel]-adjoint we can choose A so that in addition 

(iii) WF(A*A - I) N U~ = 0 

or which is equivalent 

(iii)' W F ( A A *  - I) f) U S = 0 .  

Proo/. The first part of the statement follows by inspection of the proof of Proposition 

6.1.4 since for every aES~(U~) one can find b6S~(U~) with ~b/OX~=a and b = 0  when 

Xn=O. When P is self-adjoint it follows from (ii) by taking adjoints that  

(ii)' I'ff ~ N WF' (A*P  - Dn A*) = ~) 

Hence it follows that 

U~ fl W F ( A * P A  - DnA* A ) = O ,  U~ N WF(A* P A  - A* A D , ) = O ,  

and so WF([A*A,  D,]) N U~ = O. 

Thus the full symbol of A*A is the sum of one term of order - co near U~ and one which 

does not depend on X n and is bounded from below near U' u. From the proof of Proposition 

2.2.2 it follows that one can find B 6L~ ~) properly supported with W F ( B ) ~  U~ such that  

W F ( B * B - A * A )  N U~ = (D and WF([B,  D,]) fl U~ = O. 

The proof of Proposition 2.5.1 shows that one can find A s EL~ ~) properly supported with 

W F ( A s ) ~  U~ and 
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Since 

this implies tha t  

V t - W . F ( I -  (AA~)*AA~) fi ~ -  0 ,  

From (ii) we now obtain 

J. J. D m S T E R ~ T  A ~ D  L. ~ 6 a ~ D ~ R  

W E ( A I B - I  ) (~ U~=O, hence W F ( B A ~ - I )  n U~=O. 

W F ( A ~ B * B A ~ - A * A * A A ~ )  N U~=O, W.F(AI[B, nn]A~) fl U~=O 

WF([&, D~]) n U~ = 0 .  

O =F~ A WF'(PAA1 - A D ,  A1) =F~ A W.F ' (PAA1-  AA1D,~) 

since F 2 N W$"(A[Dn, A1]) = O. The proof is complete. 

As shown in section 5.1 we can always choose BE I~ x X, (F~I) ') so tha t  

' 

W F ( A B -  I) n U~ = 0 ,  WE(BA - I) fl U2 = . 

In  the self-adjoint case we shall of course take B =A*, but  we do not make this hypothesis 

yet. Modulo C ~~ a one to one correspondence between pseudo-differential operators 

TEL~ and T'ELI~ ~) with W F ( T ) c  U 2 and W.F(T ' )c  U~ is obtained by  writing 

T = A T ' B ,  T'  = B T A .  (6.6.11) 

(We take all pseudo-differential operators properly supported.) In  fact, 

A ( B T A )  B - T = (AB - I) T A B  + T ( A B  - I) E C ~o 

and similarly B ( A T ' B ) A - T ' E C  ~~ For general T and T '  in L ~ it is still true tha t  

W F ( A ( B T A ) B - T )  N U~=O, W F ( B ( A T ' B ) A - T ' )  N U~=O. 

The correspondence (6.6.11) preserves algebraic operations: I f  T~ = B T j A ,  j =  1, 2, 3, then 

W.F(T1T 2 - Ta) N U s = 0 ~ WF(T~T~ - T~) N U~ = O. (6.6.12) 
In  fact, 

T'~T'2 - T~ = B T I A B T 2 A  - BTaA = B(TIT~ - Ta) A + BT~(AB - I)  T2A 

and the wave front set of the last term does not meet U~. Similarly, 

WF([T,  P]) n 2V n Us = O <~ WF([T' ,  D~]) N N '  O U~ ~ O. (6.6.13) 

In  fact, 

[T', Dn] = [BTA,  D,~] = BT(ADn - P A )  + B[T, P]A + ( B e -  DnB) T A .  

By (ii) in Lemma 6.6.4 the wave front set of the first term does not meet U~ and the same 
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is true for the last term since again by  (ii) W F ( P - A D ~ B ) N  U2=0,  hence W F ' ( B D -  

DnB) N F~ 1 = 0 .  

I f  S is the difference E+~-En which occurs in (6.6.9) and if U~NN is in the 

component ~ of N, then 
W F ' ( S ~ - A S B )  N (Us • U~) = O .  (6.6.14) 

Indeed, the proof of Theorem 6.5.3 shows tha t  WF'(AE~ B - E ~) does not meet the diagonal 

in (Us N N) • (U s 01V). Hence the same is true of W F ' ( A S B - S ~ )  which is also contained in 

C. However, 
P ( A S B - S ~ )  = ( P A - A D , ~ ) S B ,  

so W F ' ( P ( A S B - S ~ ) )  does not meet  U s • U s by  (ii) in Lemma 6.6.4. Hence it follows from 

Lemma 6.5.5 and the remark following it tha t  (6.6.14) is valid. This leads to an important  

step in the proof of Theorem 6.6.2: 

L ] ~ M A  6.6.5. I f  P is self-ad]oint, TEL~ and WF([T,  P])N N = O ,  then 

S~ TT* - TASA*T*  E C ~ (6.6.15) 

if W F ( T ) c  Uu and N N U~ is in the component ~. (The notations are those of Lemma 6.6.4.) 

Proof. Taking B =A* we have by  (6.6.14) and the invarianee of U s N h r 

SaTT* - ASA*  TT* E C ~. (6.6.16) 

Now introduce T' = A * T A  following (6.6.11). Then W F ( T ' ) ~  U~ and by  (6.6.13) 

WF([T"  D~]) N N ' =  0 .  

Thus the derivative with respect to xn of the symbol of T' is of order - oo in a neighbor- 

hood of 2V'. I f  we denote by  xu convolution by  the Dirac measure at  (0 ..... O, h), then 

S = ~%dh, and ,~ T'z_h -- T' is of order - co in a conic neighborhood of N' .  H u Eg~'(R ~) it 

follows tha t  
W F ( ~  T 'u  - T ' , h  u) N N'  = 0 

for N '  is invariant  under translations in the x~ direction. Since T '  is properly supported 

an integration with respect to h gives 

WF([S, T']u) N N' = 0 .  

On the other hand, WF([S, T ' ] u ) ~ N '  since W F ' ( S ) c N ' •  so we conclude that  

IS, T ' ]uEC% hence tha t  IS, T']EC% Thus 

A* T A S  - SA* T A  E C% 

and if we multiply by  A to the left and by  A ' T *  to the right we obtain 

TASA*T* - A S A * T T *  E C% 

In  view of (6.6.16) this proves (6.6.15). 
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By (6.6.9) the operator TASA*T*/i is positive. To prove Theorem 6.6.2 it therefore 

remains only to show that  the identity can be written as a sum of operators of the form 

TT* discussed in Lemma 6.6.5. In  doing so we again drop for a moment the hypothesis 

tha t  P is self-adjoint. We keep the notations of Lemma 6.6.4 and take in addition a closed 

conic neighborhood U 3 of (xo, ~0) contained in the interior of U2 such that  U a (~ N is also 

invariant under the Hamilton flow. 

LEMM.~ 6.6.6. There e~=ists an operator TELl(X) with WF(T)= U S such that T has a 

non-negative homogeneous principal symbol equal to 1 in U 3 and 

WF([T, P]) f) N = O. 

Proo/. Introducing T = A T'B as in (6.6.11) we reduce the proof to finding T'  E L ~ (It ~) 

with W~'(T')c U~, such that  the principal symbol is homogeneous and equal to 1 in 

U~ = Z Ua, and 
WF([T', n , ) ]  N N' = ~.  

In the proof we need another closed conic neighborhood V of (0, E0) such that  V f~ N'  

is invariant under the vector field b/Ox, and U~ (resp. V) is in the interor of V (resp. U~). 

Choose a non-negative C ~ function ~%(x', ~) which is homogeneous of degree 0, vanishes 

outside {(x', ~); (x', 0, ~)e V} and is 1 in a neighborhood of {(x', ~); (x', 0, ~)e U3}. Then 

choose ~l(x, ~) homogeneous of degree 0, equal to 1 in  a neighborhood of V and 0 outside 

U~. The product ~0(x, ~)=~%(x', ~)~01(x , ~) is independent of x,  in a neighborhood of N'  

so a pseudo-differential operator T' with symbol ~0 has the required properties. 

End o/proo] o/ Theorem 6.6.2. Choose a countable number of triples of closed cones 
i 1 t U1 ~ U ~  Us and corresponding operators Aj as above so that  UJ 0 N c ~  for every ~ and 

(J U ~  ft. In addition we require that  the projections ~Uj  in X have closed neighborhoods 

F~ such that  the sets F~ are locally finite. Choose corresponding operators Tj~L~(X)with 

WF(Tj )c  U~ according to Lemma 6.6.6, thus WF([P, Ts] ) n 37= ~.  We can take Tj so 

that  the kernel vanishes outside Fj  • Fj. Then the sum 

G = 5 Tj 

is defined, the principal symbol of G is positive in a neighborhood of ~ and WF(G) N N =~. 

Moreover, WF([G, P])f~ N = ~ .  Proposition 2.2.2 or rather its proof shows that  we can 

find a self-adjoint R EL~ with non-negative principal symbol and WF(G-RR*) N N = 0. 

We claim that  
WF([R, P]) A N - O. 

This is obvious if P =  D,  for WF([G, D,])fl N = ~  means that  some symbol~of T is inde- 
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pendent of xn in a neighborhood of the characteristic set and it is obvious tha t  the sums 

used to define R will have the same properties. (Note tha t  the conditions on R determine 

the symbol rood S - ~  in a conic neighborhood of N.) By the remarks following Lemma 

6.6.4 we obtain the same conclusion for a general P. 

Now choose R I ~ L  ~ so tha t  W . F ( R R t - I  ) fl ~ = ~ .  Then it follows tha t  

WF([R. P]) n ~ = ~. 

I f  ~ = R 1 Tj it follows tha t  

WF@j) n N =  ~, w F ( t -  5~j~*) n a =  ~, wF([P, ~j]) n iv= O. 

Using Lemma 6.6.5 we obtain with congruences modulo C ~ 

~ , ~ , 

Hence we can define S~ to be the right hand side, and since every term there is positive 

after division by  i, the theorem is proved. 

We shall now give a supplement to Lemma 6.5.9 which will show tha t  (6.5.10), (6.5.11) 

can be fulfilled and therefore completes the proof of Theorem 6.5.8. (The reduction to 

operators P satisfying the hypotheses made here is left for the reader.) 

L~M~A 6.6.7. Let N 1 ,  . . . ,  z~rk be closed conic subsets o/ N with union N which are all 

invariant under the Hamilton /low, and let �89 <~ < 1. Then one can /ind T 1 ..... T~EL~ 

with TI +... + Tk= I and 

W F ( T j ) N N = N ~ ,  WF([P, T + ] ) N N = O ,  ? '=1  .... .  k. 

Proo]. I f  P = D  n the assertion follows at once from Lemma 6.5.9 applied to F j =  

{(x, ~); (x, ~', 0) EN~U 0}. In  fact, we can take the operators in Lemma 6.5.9 of the form 

a~(x', D) then so the commutator  with D~ is 0. In  the general case we can transplant  such 

operators to the manifold using (6.6.11) and obtain T 1 ..... Tk with W F ( T j ) N N = N j ,  

WF([P, Tt] ) fl N = ~  and 

W F ( I  - T 1 - . . .  - Tk) N U s = 0 .  

Now choose a covering of N as in the proof of Theorem 6.6.2 but  with ~ replaced by N, 

and choose corresponding operators TjEL ~ with W F ( ~ ) =  U~ and W E ( I - ~ .  ~ ) N  N =  0 ,  

WF([P, ~ ] ) n  N = ~ .  For each ~ we can choose T{ ..... T~ as above. I f  we set 

T ~ = ~ T ~ ,  i = l  . . . . .  k, 

i t  follows that  T 1 . . . . .  T k have all required properties except tha t  only W F ( I  - ~ T~) N N = 

O instead of I = E  T~. However, if we replace T 1 by  I - E ~  T~ the proof is complete. 

1 6 -  7 2 2 9 0 9  Acta mathematica 128. I m p r i m d  le 28 Mars  1972. 
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Finally we shall supplement Proposition 6.5.11 with a result which shows tha t  there 

are many  parametrices with wave front set contained in the set given by  (6.5.12 c)unless 

it is the wave front set of a distinguished parametrix.  

PROPOSITION 6.6.8. Let P satis/y the hypotheses o/ Theorem 6.5.3. For arbitrary 

(xj, ~3)E2V, j = l ,  2, one can choose K ~ ' ( X  • so that WF'(K) is the cone generated by 

B(xl, ~1) • B(x2, ~)  and P K  ECOO, KPECOO. 

Proo/. For ?" = 1, 2 we choose conic neighborhoods U~, U~ of (x s, ~j) and operators A~, B[ 

as in Lemma 6.6.4 and the following discussion. Let  (0, ~J0)E T*(Rn)~.0 be the point cor- 

responding to (xj, ~j), thus ~J0 = (0j, 0) where 0j E R n - I ~ 0 .  Now choose K 1E ~ ' ( R  n- i  • R n-l)  

with WE'(K1)={(O, t01; O, tO,), t>0}.  I f  K is regarded as a distribution in R n •  n 

independent of the nth  coordinates, Theorem 2.5.I1' shows tha t  

WE'(K~) = {(0, X. ,  tE~; 0, Y~, t E~); t >0,  X~, Yn ER}. 

Since D~K 1 =K1D n =0  the composition K =A1K~B ~ has the required properties. 

We shall end this section with some brief additional comments. 

Remark 1. All solutions of the equation D~u =0  can be written in the form u = (En + - 

E;)v  for some v such tha t  the projection of supp v on the plane xn = 0  along the x~ axis is 

proper. The quadratic form (Sv, v)/i only depends on u and not on v and may  be thought 

of as the energy of u. Using the partitions of unity above it is easy to show that  if Pu = 

/ECoo and WE(u)=~ then we have u : S ~ v  rood Coo for some v. We leave for the reader to 

supply the proofs and the precise conditions on the supports of v and S~. 

Remark 2. I t  is usually necessary to work rood C ~ to obtain the results proved above, 

even if there is a natural  choice of E,  +. For example, if m 2 is replaced by - m 2 in the Klein-  

Gordon equation the E,  + are unambiguously defined but  they are all linearly independent, 

the differences corresponding to S~ do not only depend on ~, they are not skew adjoint and 

do not  have positive imaginary part .  This follows easily b y  writing down Fourier integral 

representations of E +. Again we leave the details for the reader. 

VII. Pseudo-differentlal operators with complex principal symbols 

7.0. Introduction 

In  this chapter we shall s tudy pseudo-differential operators PELT(X) where X is a 

C ~ manifold, assuming tha t  P has a homogeneous principal symbol p. According to [17, 

Chap. VI] it is necessary to require tha t  
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{p, 25} = 0 when p = 0  (7.0.1) 

in order to have even local existence of solutions of the equation Pu = / w h e n  P is a diffe- 

rential operator. In  the case of pseudo-differential operators the same condition is necessary 

in order to have an existence theorem both for P and for tp. (See [42].) We shall therefore 

always assume that  (7.0.1) is fulfilled. In addition we shall assume that  the Hamilton 

fields HRtv, HIrav are linearly independent when p=O. (For many local results it is of 

course sufficient to make these assumptions locally.) From (7.0.1) it follows then that  

{Rep, I m p ) = a  R e p + b  I m p  for some smooth a and b. In  view of the Jacobi identity 

this implies that 

[Hack, Himv]= aHaev + bHimp when p = 0. (7.0.2) 

By the Frobenius theorem we therefore have through every characteristic point a two- 

dimensional manifold contained in the characteristics and tangent to the vector fields 

Haev and Himp. In  analogy with the real case the manifold will be called a bicharacteristie 

strip. This is natural since we prove theorems on existence and regularity of solutions which 

then become very close to the corresponding results in the real case. The main difference 

is from the analytic point of view that  for solutions of Pu =] ~ C OO the order of differenti- 

ability is no longer constant along the bicharacteristics but instead a superharmonie 

function with respect to the analytic structure defined by the Hamilton field H~. 

Geometrically the new features are caused by the fact that  we have to consider two dimen- 

sional foliations and these may have a much more complicated (scmi-)global behavior than 

one dimensional foliations. 

In  section 7.1 we begin with a local and (semi-)global discussion of first order differ- 

ential operators satisfying the preceding conditions. Using a local transformation of a gene- 

ral operator to the Cauchy-l~iemann operator with parameters we extend in section 7.2 

the local results to theorems on the propagation of singularities of solutions of the 

equation Pu =/.  From these we also derive sufficient conditions for local or (semi-)global 

existence theorems. In  section 7.3 we then resume the discussion of first order differential 

operators. In  particular we study the case of cone manifolds which is required for differential 

equations involving symbols. This prepares for the construction in section 7.4 of solutions 

of Pu =/ECoo with given superharmonic degree of differentiability in the wave front set, 

which is the cone generated by a bicharacteristie strip, and for the construction of para- 

metrices in section 7.5. In  contrast to the real case the existence theorems obtained via a 

parametrix are weaker than those obtained from the local arguments in section 7.2. Also 

in other respects the results in this chapter are not as complete as those in chapter VI. 

For example only right (or left) parametriees are constructed. 
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7.1. First order differential operators 

Let  M be a C ~ manifold and let L be a complex C ~ vector  field on M, i.e., L =L x +iL2 

where L I and  L 2 are real C ~ vector  fields on M. We assume tha t  

ILl, L~] (x) is a linear combinat ion of Ll(x ) and L~(x) for all x EM, (7.1.1) 

Ll(x ) and L2(x) are linearly independent  for every x EM. (7.1.2) 

These conditions are invar iant  under  multiplication of L b y  a non-vanishing complex 

valued function. I f  more generally L is a first order differential operator  f rom complex 

valued functions on M to  sections of a complex line bundle on M and L1 = 0  conditions 

(7.1.1) and (7.1.2) can therefore still be applied to L. All t h a t  follows remains valid in this 

slightly more general context.  

Our purpose is to  discuss the existence of smooth  solutions u of 

Lu  = /  (7.1.3) 

when / is smooth.  Condition (7.1.1) is necessary for the local existence even of a distr ibution 

solution as remarked in the introduction. Together  (7.1.1) and (7.1.2) are sufficient for the 

local existence of a smooth solution. To see this we first note  t h a t  by  the Frobenius theorem 

one can choose local coordinates near 0 for example so t h a t  L 1 and L 2 are linear combinations 

of ~/axn_l and ~/Oxn. Thus 

L = a n _ l ~ / ~ x a _  1 +an~/~xn 

can be regarded as an  elliptic operator  in the  variables x " =  (xn-1, xn) depending on the  

parameters  x'-= (x I ... .  , x,~_~). I t  follows tha t  there is a parametr ix  

E/(x)=(2~)-~ffe"~'-2".~ (7.1.4) 

in a neighborhood U of 0. Thus L E / = / - R / ,  ]eS ' (U) ,  where R has a C ~ kernel. I f  

I~EC~(R n) is equal to 1 in a neighborhood of 0 and X~(x)=~(x/e) we obtain a solution of 

(7.1.3) near 0 by  taking u = E g  where g - : ~  R g = x J .  For  small e it is clear t ha t  the 

Neum a nn  series 
r 1 6 2  

0 

converges to a funct ion in C~(U) which proves the local existence of solutions of (7.1.3). 

(This is of course a special case of the theorems concerning operators of constant  s trength 

in [17, Chap. VIII . )  
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From (7.1.1) and (7.1.2) it follows that for some A6C~~ 

[L, L] = 2L - IL .  (7.1.5) 

I f / z  is a (local) solution of Lfi = t and L ' =  d'L, then 

[L', L'] = e~a'"([L, L] + (Lfi)L - (L#)L)  = O. 

An application of the Frobenius theorem now gives local coordinates such that L ' =  

~/~xn_l+i~/~xn so we have proved 

LEMMA 7.1.1. At  every point in M there i~ a local coordinate system such that L =a~/~5 

where a E C r is di//erent /rom 0 and ~ / ~  = ( ~ / ~ - 1  + i~/~x~)/2 is the Cauchy-Riemann opera- 

tor in xn_ 1 + ix n. 

If  Yl, ..., Y~ is another local coordinate system for which L takes this simple form, then 

y' is a function of x' and Yn-I + iyn is an analytic function of x n 4  + ix,~ when the other vari- 

ables are fixed. Thus there is a natural analytic structure in the leaves of the L1, L2 folia- 

t i o n - o r  L foliation for short. (For basic definitions and facts concerning foliations see 

Haefliger [40].) This analytic structure allows us to consider differentials of type (], b) 

along the foliation for arbitrary ] and/c; in terms of the local coordinates in Lemma 7.1.1 

these are of the form adz j d~ ~ with a 6 C ~. Here dz and d5 shall anticommute. When ] = 0 

(or k=O)  we make the invariant definition ~(adSk)= ~a/~zdzd~ k (resp. -~(adzJ) = 

~ a / ~  dSdzJ). Now we can write 
L = a~ (7.1.6) 

where a is a differential of type (0, - 1 )  with no zeros. (The existence of such a differential 
is a topological restriction which could be avoided by allowing the range of L to consist of 

sections of a line bundle.) From (7.1.6) and L = 5 ~  we obtain 

where b is a function which in view of (7.1.5) must be equal to - 2 .  Hence 

a5~ = (L+~)L = (Z+~)L. (7.1.7) 

H q~ is defined in an open subset of a leaf of the foliation we recall that  ~ is called sub- 

harmonic if ~ is upper semicontinuous and ~ ~>0 in the sense of distribution theory (unless 

= -  ~ identically). By (7.1.7) this is equivalent to either of the conditions (L+ 1)L~ ~> 0 

or (L+I)L~>~0. When ~6C  2 we say that  ~ is strictly subharmonie if strict pointwise 

inequalities are valid. When ~ is defined in M we say that  ~ is subharmonie if ~ is upper 
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semicontinuous in M and the restriction to each leaf is subharmonic. Finally ~ is called 

superharmonic if - ~  is subharmonic. 

The local description of L in Lemma 7.1.1 leads easily to a rather precise description of 

the singularities and the supports of solutions of (7.1.3). To measure the smoothness of a 

distribution u in M we set 

su(x) = sup (tER; uEH(~) in a neighborhood of x}. 

(In section 7.2 we shall also consider an analogous function in the cotangent bundle.) 

Note tha t  Su is lower semicontinuous by definition. 

L~MMA 7.1.2. I / u E ~ ' ( M )  and L u = / ,  then rain (su, s) is a superharmonic /unction i / s  

i8 superharmonic and si>~ s. 

Proo/. The statement is local so in view of Lemma 7.1.1 we may assume that  M is 

an open subset of R ~ and that  L = ~ / ~ ,  z = x ~ _ l §  ~. We just have to prove that  if h is a 

harmonic function in C such that  

min (Su, s) (0, z) > h(z), I z I = r, 

then the inequality is valid when Iz] <~r if (0, z ) e M  then. I t  is obvious that  s(0, z)>h(z)  

when [z] <r.  If  v = z i Z 2 u  and z l e C ~ ( R  ~-2) has support in a small neighborhood of 0, 

ZI(0) =1, while z2eC~(C) is 1 for Izl ~<r and 0 outside a small neighborhood, then ~v/~5=g 

and sg >h  since 

Let F be an analytic function in C with Re F = h and denote by Q the pseudodifferential 

operator (1 § ]DI2)~(~)~2. Then we have ~(Qv)/~5 = Qg, and Qg e L~or since for every x and 

~<1  we have QEL~ in a neighborhood of x if h(x") <t. If zEC~(R ~) is equal to 1 in a neigh- 

borhood of supp v we conclude that  ~w/~5 EL 2 if w =zQv. An application of Cauchy's integral 

formula (or Fourier transformation) now shows that w E L  2, hence that Qv EL~oo. I t  follows 

tha t  v E Ha) in a neighborhood of x if t < h(x). Hence Su >~ h at (0, z) when I z I ~< r which proves 

the lemma. 

Remark. If aEC~176 and ( L §  the same conclusion is valid. In  fact, the asser- 

tion is local and if b is a local solution of Lb = a we can apply the lemma to the equation 

L(ue ~) = ]e b instead, 

When /E C ~176 we can take s = + ~ and conclude that  s u is superharmonic. I t  will be 

shown in section 7.3 that  this conclusion cannot be improved, and a general version of the 

lemma will be given in section 7.2. 

In  the following propositions a denotes a function in C~~ 
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PROPOSITION 7.1.3. Let uE~' (M)  and (L+a)u=f .  Then sing supp u ~ s i n g  supp f 

is invariant under the L-foliation in ~ sing supp ], i.e., i /xEsing supp u ~ s i n g  supp ] then 

the whole lea/ through x o/the L-foliation in ~ sing supp f is contained in sing supp u. 

Proof. The statement  follows by  applying Lemma 7.1.2 in M 1 = ~ sing supp ] and noting 

tha t  a superharmonic function which is equal to + co in an open subset 12 must  be equal to 

+ ~ in each leaf through 12. 

PROPOSITION 7.1.4. Let uE~' (M)  and (L+a)u=]. Then supp u ~ s u p p  f is invariant 

under the L-foliation in ~ suppf .  

Proof. This follows from the classical theorem on unique continuation of analytic 

functions since we obtain smoothness from Proposition 7.1.3 and can remove the te rm a 

as in the remark above. 

Remark. The preceding propositions follow from Theorems 8.8.1 and 8.9.1 in [17] but  

we have preferred to give direct elementary proofs making this paper selfeontained. 

We shall now show that  the preceding results lead to semi-global and global existence 

theorems for the equation (7.1.3). 

TItEOR~M 7.1.5. Let K be a compact subset o / M  and denote by C~(K) the quotient of 

C~~ by the subspaee of elements vanishing o/infinite order on K. Then the following condi- 

tions are equivalent: 

(a) LC~(K)=C~176 

(b) (L § a) C~(K) = C~(K) ]or every a E C~(K). 

(c) LC~176 and (L§ ~)C~(K) are dense in C~(K), where ,~ is the ]unction in (7.1.5). 

(d) There exists a ]unction q~ e C~176 which is strictly subharmonic in K. 

(e) No lea/ o/the L-foliation is contained in K. 

Proof. I t  is trivial tha t  (a) ~ (b) ~ (e). I f  (c) is vahd we first choose ]EC~(K) with 

(L+%)] so close to 1 tha t  Re (L+2) ]> � 89  on K. Then choose qgEC~(K) with L~ so close to ] 

tha t  Re ( L + ~ ) L q > 0  on K. By (7.1.7) it  follows tha t  (d) is valid for Re ~. (Note tha t  (c) 

means tha t  the ~ operator has a dense range when acting on smooth functions as well as on 

smooth (1, 0) forms on K so the condition is quite natural.) 

Now suppose tha t  (d) is valid and let B be a leaf of the L-foliation. If B ~ K  then 

~ c  K and B contains the leaf through any one of its points. At a point in B where q is 

maximal  the .strictly subharmonic function ~ has a max imum on the corresponding leaf 

which is a contradiction.  
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Finally assume that  (e) is valid. Then (a) follows by repetition of the proof of Theorem 

6.3.1 if we show that  
veS ' (K) ,  f L y = 0  ~ v = 0 ,  (7.1.8) 

vEt ' (K) ,  tLv =1, sr>~ tER =~ su >~ t. (7.1.9) 

Here % is the adjoint of L with respect to some C ~ density in M so tL = - ( L + a )  for some 

a EC ~~ Condition (e) gives (7.1.8) when combined with Proposition 7.1.4. By Lemma 7.1.2 

and the remark following its proof the hypotheses in (7.1.9) imply that  S = m i n  (s~, t) 

is superharmonie and that  S ~<t with equality in CK. Thus the upper semi-continuous func- 

tion S assumes its minimum at some point x E K and S is therefore constant in the leaf B 

containing x. By (e) some point in C K is in B so rain S = S(x) = t which proves (7.1.9) and the 

theorem. 

Theorem 7.1.5 shows that  semi-global solvability, i.e. LC~(K)=C~(K)  for every 

compact set K ~  M, is equivalent to 

No leaf of the L-foliation is relatively compact in M. (7.1 .lO) 

Now suppose that  we have semi-global solvability. Then a slight modification of Th6or~me 

2, p. 328 in Malgrange [48] shows that  LC~(M)= C~(M) if and only if 

For each compact subset K of M and integer k ~> 0 there is a compact 

set K ' c  M such that  v eS'(M),  tLveS'k(K) implies v ES'(K'). (7.1.11) 

In  view of Proposition 7.1.4 the condition (a) in the next  theorem together with {7.1.10) 

is therefore sufficient for global solvability. 

TH]~OR]~M 7.1.6. Suppose that L C~(K)=Cr176 /or every compact set K c  M. Then 

the /o/lowing conditions are equivalent: 

(a) For each compact set K c  M there exists a compact set K'  c M such that i / B  is a lea/ 

o/the L./oliation and C a component o/ B N C K in the lea~ topology which is relatively compact 

in the M-topology, then C c  K'. 

(b) For each compact set K ~  M there exists a compact set K ' c  M such that/or every 

x ~ K'  there is a solution /E C~(M) o / L / =  0 with the property 

I I >:up II(y) l. 

(c) There exists a subharmonic /unction q)EC~(M) such that (x; q~(x) ~c} is compact in 

M / o r  every c E R. 
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Proo I. Suppose that  (a) is valid and choose K, K'  as in (a). Suppose that  x ~K' and that  

for all /E C~(M) with L/= 0. By the Hahn-Banach theorem it follows that  there is a measure 

# with support in K such that  fl(/)=/(x) for all/EC~ with L/=O. Thus ~z-~u is ortho- 

gonal to Kcr  L in C~(M), hence (~ - #  is in the closure of Im tL in 8'(M). (As before we take 

the adjoint with respect to some smooth positive density which is also used to identify 

measures with distributions.) 

As already pointed out (a) implies that  L C~176 and because C~(M) is a 

Frdchet space this implies that  Im ~L is closed in ~'(M) (see Dieudonn4-Schwartz [35, 

Th. 7]). Hence there exists a distribution vES'(M) such that  ~z - ju  =tLv. Let  B be the leaf 

through x and C the component of x in B ;~ CK in the leaf topology. Because x SK', C is not 

relatively compact in M. The same is true for C~{x}  which is a component of B N C(K O {x}) 

in the topology of B. Since (supp tZv) N (C~{x}) = O and supp v is compact, Proposition 

7.1.4 shows that  supp v0 ( C ~ { x } ) = ~ .  But this means that  for some neighborhood eo 

of x we have tLv=6 x in ~o and (supp v)N co ~ {x} which is obviously impossible. This 

proves (b). 

(b) ~ (c). Since I/I ~ is subharmonic if L / = 0  the proof of Theorem 5.1.6 in 

t t5rmander [41] can be applied with no change. 

(c) ~ (a). We have the following maximum principle for subharmonic functions: 

If K is compact in M and ~ is subharmonic in a neighborhood of K then 

sup ~(x)= sup ~(x) (7.1.13) 
�9 " e K  XGO'K 

where 8'K is the boundary of K in the leaf topology. For let the supremum in the left hand 

side be attained at y E K and denote the leaf through y by B. If  y is on the boundary of the 

closed set B ~ K (in the leaf topology) the assertion is obvious. Otherwise ~ is constant in 

the component of the interior of B ~ K (in the leaf topology) containing y. This ease is ruled 

out if using Theorem 7.1.5 we choose a strictly subharmonic function y~ near K and replace 

by T§ Thus (7.1.13) is valid for q~§ and letting ~-~0 we obtain (7.1.13). 

Now suppose that  ~ satisfies (c) and that  K is compact in M. Define K'= {xEM; 

~(x) ~<c} with c =sup {~(y); yEK}. Then K '  is compact in view of (c). If  C is as in (a) then 

the closure C in the M-topology is compact and a'C o K .  Therefore qg(x)~<c in C, hence 

C c  K'. The proof is complete. 

Semi-global solvability and condition (c) of Theorem 7.1.6 together are equivalent to 

There exists a strictly subharmonie function ~ E C~176 such that  

{xEM; ~(x)<c} is compact in M for every cER. (7.1.14) 



248 J .  J .  DUISTERMAAT A ~ D  L. HORMAI~DER 

Indeed, since semi-global solvability and (c) imply global solvability the proof of (d) in 

Theorem 7.1.5 gives the existence of a strictly subharmonic function W EC~(M). If ~v is 

the subharmonic function of condition (c) in Theorem 7.1.6 it follows that  q l = ~ + e ~  

has the properties stated in (7.1.14). Conversely, (7.1.14) implies condition (d) in Theorem 

7.1.5 and condition (c) in Theorem 7.1.6. 

In  analogy with the terminology in complex analysis the manifold M will be called 

pseudo-convex with respect to L if (7.1.14) is valid. As we have seen pseudo-convexity is 

equivalent to the conjunction of (7.1.10) and condition (a) in Theorem 7.1.6, and it implies 

global solvability of L u = / w i t h  C ~ solutions. (That (7.1.14) implies global solvability is 

also easily proved by means of Carleman estimates.) We do not know if the converse is 

true but  we can give a somewhat weaker result: 

PROPOSITION 7.1.7. Let LCw(M)=C~176 and let K be a compact subset of M. Then 

there exists a compact subset K'  of M such that, if B is a leaf of the L-foliation and C a compo- 

nent of B N ~K in the leaf topology which is relatively compact in the leaf topology, it follows 

that C~ K'. 

Proof. Let ~ be a positive C ~ density on B in a neighborhood of C. Then tL(vQ)= 

(Lv + av)~ in a neighborhood of ~ for some a E C~(M). Choose b e C~~ so tha t  Lb + a =0 

and let u be the product of eb~ and the characteristic function of C. Then uEs176 

C~supp  u and supp t L u ~ K  so the proposition follows from (7.1.11) with k = l .  

If every open connected subset of a leaf B which is relatively compact in the M- 

topology is also relatively compact in the B-topology it follows from Theorem 7.1.6 and 

Proposition 7.1.7 that  pseudo-convexity is necessary and sufficient in order that  LCc~(M) = 

C~(M). In our applications of Theorem 7.1.6 to parametrix constructions we shall have 

to make much stronger geometric hypotheses than the preceding one for other reasons so 

the question left open here will not be important. 

7.2. Propagation of singularities and existence theorems 

Let  X be an n-dimensional manifold and P EL~(X) a properly supported pseudo- 

differential operator with homogeneous principal part  p. Let  Nc be the set of all 

(x, ~)E T*(X)~O such that  p(x, ~)=0 and H~r v, Hr~v and the direction of the cone axis 

are hnearly independent. This is a C ~ manifold of codimension 2. The interior relative to 

2V c of the set in ~V~ where the Poisson bracket {p, 73} vanishes we shall denote by  h r. As 

pointed out in the introduction the vector fields HR+v, Hn=v are tangent to h r and the tangent 

system on N spanned by them is integrable. The corresponding foliation will be called the 
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bicharacteristie foliation and the leaves bicharacteristic strips. The projection of a bieharac- 

teristic strip in X will be called a bicharacteristic. Note that  the projection is non-singular 

only in the open subset of N where d~ Re p and d~ I m p  are linearly independent. 

I f  u E ~ ' ( X )  and (x, ~ )ET*(X)~O we shall write 

s* (x, ~ ) =  sup {t; u e//(~) at (x, ~)}. 

That u EH(~ at (x, ~) means that  u = u I + u~ with u~ EH(t) and (x, ~) (~ WF(u~). The function 

s*(x, $) is lower semi-continuous and homogeneous of degree 0, and the proof of Theorem 

2.5.3 shows that 
s~ (x) = inf s* (x, ~) 

where s u is the function occurring in Lemma 7.1.2. 

THEOREM 7.2.1. Let u E~'(X) ,  Pu  =], and let s be a positively homogeneous ]unction in 

an open conic subset ~ o / N  with s <~s r. Then it ]ollows that min (s*, s §  - 1) is superharmonic 

in ~ i / s  is superharraonic in ~,  and that rain ( s*-s ,  m - l )  is superharmonic in ~ i] s is 

subharmonic in ~ (with respect to H~). In  particular, s* is superharmonic in ~ i/~2 N W F(]) = ~.  

COROLLARY 7.2.2. I] UE~' (X)  and P u = / ,  then (N;) W F ( u ) ) ~ W F ( ] )  is invariant 

under the bicharacteristie /oliation in N ~  WF(]). 

The corollary follows as Proposition 7.1.3 by taking s =  § co and ~ = N ~ W F ( ] )  in 

Theorem 7.2.1. The proof of Theorem 7.2.1 is parallel to that of Theorem 6.1.1 so we shall 

first consider the operator 8/85 in R n, z=x~_~§ and then pass to the general case by 

means of Fourier integral operators. 
$ 

First we shall prove that  Lemma 7.1.2 remains valid if s~, sf are replaced by 8u, s~ 

and s by a function of x and ~ which is homogeneous of degree 0. In  doing so we may assume 

that  uEe'(R~). If  a(~) is a homogeneous function of degree 0, then 8u/OS=f implies 

~(a(D) u)/~5 =a(D)]. We shall apply Lemma 7.1.2 to such equations noting that  for every 

~ 0 e t t ~ \ 0  one can choose aj with %(~0)=1 vanishing outside closed cones Fj which 
__> $ decrease to the ray through ~0 as i-~ c~. If uj = %(D)u we have suj(x) s~(x, ~0)so the 

superharmonicity of 

min (suj, sj), where sj (x) = inf s(x, ~), 
SeF~ 

gives in the limit that  min (s*, s) is superharmonic. This proves the first statement in 

Theorem 7.2.1 for the operator 8/~.  To prove the second we first note that  it is equiva- 

lent to the first if s is harmonic. Hence the second part follows if s is the supremum of 
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a family of harmonic functions. If  s E C 2 is strictly subharmonic,  then s(x', z, ~) >~ h(x', z, ~) 

in a neighborhood of (x', w, ~) with equal i ty  at  (x', w, ~) when h is the harmonic func- 

t ion 

h(x', z, ~) = s(x', w, ~) + Re ( 2 ( z -  w)~s(x', w, ~)/~w + (z - w) 2 a2s(x ', w, ~)/~w2). 

I n  view of the  local character  of superharmonici ty  this proves the second s ta tement  in 

Theorem 7.2.1 when s is str ict ly subharmonic and the  general case follows by  approximat ion  

of s with such functions. 

I n  order to  pass f rom ~]8~ to  P we shall use Fourier  integral operators corresponding 

to a canonical t ransformat ion obtained f rom Proposi t ion 6.1.3 with Pl  = Re p and P2 = 

] m p .  However,  this requires t ha t  {p, 15} =2i  {Re p, I m  p} vanishes not  only on ~V but  in 

a neighborhood in T * ( X ) ~ O .  The following lemma gives a reduct ion to t ha t  case. 

L]~MMA 7.2.3. I] (Xo, ~o) e N  one can find a homogeneous C ~ ]unction a o/degree 1 - m  

with a(x o, ~o) :#0 such that {q, ~} =0 in a neighborhood o] (x o, ~o) i/ q =ap. 

Proo]. We m a y  assume wi thout  restriction tha t  m = 1. H~ can then  be regarded as a 

complex vector  field on the cosphere bundle so there exists a fixed conic neighborhood V 

of (x 0, ~0) such tha t  the equat ion 
(H~ + a ) w  = / 

has a C ~~ homogeneous solution of degree 0 in N N V for all such a a n d / .  The same is t rue if 

w and ] are taken homogeneous of any  degree/~, for we can introduce w =bwl, /=b/1 with b 

homogeneous of degree # and different f rom 0 and obtain an equation of the same form 

for w 1 and /1. The proof now proceeds in three steps. 

1) Assume t h a t  {p, 75} vanishes of order k>~l in V when p=O.  By Taylor ' s  formula  

we can then write 
k 

where we can choose aj so tha t  5~ = - a k _  s since (p, 15} is purely imaginary.  We claim tha t  

it is possible to choose w vanishing of order ]r - 1 w h e n p  = 0  so t h a t  if q = p  exp ~ the Poisson 

bracket  {q, ~} vanishes of order k + 1 in V when i~ =0 .  To prove this we note t h a t  

{q, e = {p, + p{p, w} + + pp{ , w}. 

The last te rm vanishes of order 2 + max  (2 k - 3, 0) >/k + 1 so it  can be ignored. Wri te  

k - I  

w =  ~ w j p ~  ~-l-j. 
0 
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k-1 
T h e n  (p, W} = ~ {p, Wt} p t ~ k - l - t _ ~  O(pr) 

0 

where r = max  (k - 2 + k, 1) ~> k. Thus we mus t  make  sure tha t  

k-1 k - l _ _  k 
(H, wj)pJ~ k -~-  ~ H~,wlp~-J~ + E a t p ~ - ' =  O(p~+~), 

0 0 0 
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t h a t i s ,  H~,w~-H~wk_j+aj=O in /VN V for j = 0  . . . . .  k. 

Here w k should be read as 0. Since 5j = - a k _  ~ these equations follow if in N N V 

H~wj+aj  = 0 when i<k/2, w~=0 when ~>k/2, Hpwt+aj/2=O if ~=k/2. 

�9 This proves the assertion. 

2) We have now proved tha t  there exist functions wo, w 1 . . . .  homogeneous of degree 0 

and defined in a fixed neighborhood V of (x0, ~0) such tha t  if q~ = p  exp (w0 +---+u~z) 

then {qk, qk} vanishes of order k + 2 in N N V. Moreover, w, vanishes of order k in N N V. 

B y  a classical theorem of E. Borel we can choose a homogeneous C ~ funct ion w such tha t  

w - w o - . . . - w  ~ vanishes of order k + l  in N ; / V  for every k. I f  q = p  e x p ~  it is clear t h a t  

{q, ~} vanishes of infinite order when q =0 .  

3) We have now reduced the proof to the ease where {Re p,  I m  p} vanishes of infinite 

order when 19=0. Write  p = p l + i p 2  with real Pl, P~ and set {px, p~}=,~lPl§ where 

2~ E C ~ vanishes of infinite order in N N V. Mow choose a func t ion /1  such tha t  in a conic 

neighborhood of (x0, ~0) 

{ e f l , ~  �9 "1, P~} = e1'22P~, i .e.,  {/1, P2} -~ ~1 = 0. 

There is a unique solution with initial d a t a / 1 = 0  on a conic hypersurface transversal  to 

H~2 at (x0, ~0) and it is homogeneous of degree 0. Since N is invar iant  under  the vector field 

H~: it is clear t ha t  /1 vanishes of infinite order when p =0 .  ~ e x t  note t ha t  

{e1'pl, e1~pe} = 0 if {e~'pl, ]3} + efl2, = O. 

This equat ion also has a solut ion/~ vanishing of infinite order when p =0 .  Thus 

a ~- (eI'pl + ieS*p~)/(p 1 + ip2 ) = 1 + ((e I '  - 1) Pl + i( e~* - 1) P2)/(Pl + ip2) 

is infinitely differentiable and a -  1 vanishes of infinite order when p = 0. Since q = ap = 

erlpl +ier~p2 the lemma is proved. 
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End o] proo/o/  Theorem 7.2.1. Let (xo, ~0) E~.  Using Lemma 7.2.3 we can choose an 

elliptic operator E of order 1 - m  such tha t  for the principal symbol q of Q = E P  we have 

{l~e q, I m  q } = 0  in a neighborhood of (x 0, ~0)- Since Q u = E ]  and s ~ f = s ~ + m - 1  by  the 

regularity theory of elliptic operators it suffices to prove the theorem for the operator Q 

instead of P. By Proposition 6.1.3 we can find a homogeneous canonical transformation Z 

from a conic neighborhood of (x 0, ~0) to a conic neighborhood of (X0, F.0)eT*(R~)\0 
such tha t  q is the pullback of Z~-I +iZ~ by the map  Z. As in Proposition 6.1.4 we can then 

find a corresponding Fourier integral operator with the properties stated there except tha t  

D~ is replaced by  ~/~5 in (iii), z=X~_~+iX~. In  fact, the only change is tha t  to satisfy 

(6.1.12) with D~ replaced by  ~/a~ we have to solve a Cauchy-Riemann equation in each 

step. This can be done by Cauchy's integral formula. The proof of Theorem 6.1.1 now serves 

again to deduce Theorem 7.2.1 for the operator Q from the special case of the operator 

~/02 already established, and we do not repeat the details. 

We shall now derive existence theorems from Theorem 7.2.1. In  doing so we assume 

for simplicity tha t  the set N there is equal to the characteristic set p-~ (0) although it would 

be easy to consider a mixture of this case and the one discussed in Chapter VI. 

T ~ O ~ E ~  7.2.4. Assume that PEL~(X)  has a homogeneous principal symbol p, that 

{p, ~} =0 and that HRep, Hm~ and the cone axis are linearly independent when p =0. Let K 

be a compact subset o/ X such that no bicharacteristic strip o] P stays over K. I] s is upper semi- 

continuous in T*(X)~O and subharmonic in p-l(0), it ]ollows that 

The space 

t u E ~  ( K ) , P u = / ,  s~ >~s ~ s u > ~ s + m - l :  

N(K) = {v E,C(K); tpv = 0} 

(7.2.1) 

(7.2.2) 

is a /inite dimensional subspace o/ C~(K). I /  S is a lower semi-continuous /unction in 

T*(X)~O which is superharmonic in p-l(0), i/ /E@'(X), s~>~S, and / is orthogonal to N(K), 

then one can lind u E ~ ' ( X )  with s*~>~S+m-1 so that P u = /  in a neighborhood o~ K. 

s *u >~ s + m Proo/. Let  n be as in (7.2.1). By the elliptic theory in the complement of 

p-l(0), and by  Theorem 7.2.1 we know tha t  ~o =rain ( s * ~ - s - r e + l ,  0) is superharmonic in 

p-l(0). We can now argue as in the proof of (e) ~ (a) in Theorem 7.1.5: Let  the minimum 

of ~ in p-l(0) be taken at  (x, ~). Then ~ is constant in the bicharacteristic strip through 

(x, ~) which by  hypothesis contains points over CK. There s* = + ~ so ~ ~0.  Hence ~ ~>0 

everywhere and (7.2.1) is proved. 

The hypotheses on P are also fulfilled by tp. Replacing P by tp in (7.2.1) we conclude 

tha t  N ( K ) c  C~ and therefore by  Fredholm theory that  dim N ( K ) <  ~ .  
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The existence theorem is now obtained by  standard functional analysis as in the 

proof of Theorem 6.3.1: Let  F = { u E ~ ' ( X ) ,  s*>~S) which is a Frdchet space with the 

topology defined by the seminorms u--> []AuIIL, where A ELf(X) has a kernel of compact 

support and t < S  in WF(A).  The dual space consists of all v E t ' ( X )  with s * > - S .  Since 

*> - S - m + l  =~ s*> - S ,  vES'(K),  tPv=g, sg 

the functional analytic arguments at the end of the proof of Theorem 6.3.1 can be applied 

with C ~176 replaced by  F. The details are left for the reader. 

T ~ O R W M  7.2.5. Assume that PELT(X)  has a homogeneous principal symbol p, that 

(p, ~} =0 and that HRe~, Him p and the cone axis are linearly independent when p=O.  

Assume that no bicharacteristic strip stays over a compact subset o/ X .  Then we have 

(a) ~ (b) ~ (c) where 

(a) For every compact set K c  X there is another compact set K'  c X such that/or each 

bicharacteristic strip B and each component Co] B N Cz-I(K) which has relatively compact 

projection in X we have CcT~-I(K'). 

(b) For every compact set K ~  X there is another compact set K ' ~  X such that 

vES'(X),  sing supp t P v c K  ~ sing supp v c K ' .  

(c) P de/ines a 8urjective map ]rom ~ ' (X)  to ~ ' (X) /  C~(X). 

Proo/. (a) ~ (b) follows from Corollary 7.2.2, for the projection in X of the wave 

front set is equal to the singular support. (b) ~ (e) follows from [46, Theorem 1.2.4], for 

we can take K' = O  when K = O  because no bicharacteristic strip stays over a compact 

subset of X. 

After constructing solutions with wave front set in a bicharacteristic strip we shall 

see in section 7.4 under additional hypotheses concerning P tha t  (c) implies (a). (See Theo- 

rem 7.4.2.) 

I t  is easily verified that  no bicharacteristic strip stays over a compact subset of K 

if and only if no leaf of the bicharacteristic foliation in the cosphere bundle stays in a com- 

pact set. Secondly condition (a) in Theorem 7.2.5 is equivalent to condition (a)of  Theorem 

7,1.6 for the bicharacteristic foliation in the eosphere bundle. For this reason the manifold 

X will be called pseudo.convex with respect to P if condition (a) of Theorem 7.2.5 is fulfilled 

and P is of principal type in the sense of Definition 6,3.2 which applies with no change in 

the present situation. 



254 J .  J .  DUISTERMAAT AND L. H()RMANDER 

7.3. First order differential operators (continued) 

As in section 7.1 we shall consider a homogeneous first order differential operator L 

in a C ~ manifold M such that  L satisfies (7.1.1) and (7.1.2). Before constructing parametrices 

we have to discuss the properties of the corresponding relation R ~  M • M consisting of 

pairs (x, y) of points in the same leaf of the L-foliation. The foliation is called regular in 

M if R is a Coo submanifold of M • M. (This terminology follows Palais [47]. Haefliger 

[40] uses the term simple.) When the foliation is regular the quotient topology in the leaf 

space M/R is Hausdorff if and only if R is closed but in any case regularity implies that  

every point in M/R is the intersection of a fundamental system of neighborhoods with 

manifold structure inherited from M. Thus M/R is a Coo manifold when R is a closed Coo 

manifold. 

In  contrast with the real case there is no relation between the condition that R is a 

C ~ (closed) submanifold of M • M and the solvability properties of the equation Lu=/.  

Example 7.3.1. Let L 0 be a real vector field without zeros on a manifold M 0 and let L 

be the vector field L o + i~/~t on M 0 • R where t denotes the variable in R. Then there is 

global solvability for L since there are no relatively compact leaves for the L-foliation 

and condition (a) of Theorem 7.1.6 is fulfilled with K =K' if K is convex in the direction 

~/~t. The relation R L for L is closed (a manifold) if and only if the relation RL, for L 0 is. 

When Lo= ~/~x 1 in R ~ ( 0 }  it follows that  RL is a manifold but not closed and when 

Lo=~/~O§ (with polar coordinates) in R2~(0}  it follows that  R L is neither 

closed nor a manifold. 

Example 7.3.2. Let L = a/~x 1 + ia/~x~ and M = Ra~(0}.  Then R is a closed submanifold 

of M • M, no leaf of the L-foliation is contained in a compact subset of M but we do not 

have global solvability on M. 

If R is a closed C ~176 submanifold of M • M, then the vector field (L, 0) in M • M 

defines a vector field L' on R. The corresponding relation RL.c R • R is obviously a closed 

submanifold. 

PROPOSITIO~ 7.3.3. The L'-/oliation has no relatively compact leaves i/ a~l only i/ 

this is true/or the L-/oliation, and condition (c) in Theorem 7.1.6 is/ul/illed by L' i] and only 

i/ it is/ul]illed by L. 

Proo]. The first statement is obvious and the second follows immediately if we note 

that ](x) +g(y) is a (L, 0) subharmonic function of (x, y) EM • M if / is L subharmonie, and 

that  /(x, y(x)) is L subharmonic if /(x,  y) is L '  subharmonie in R and y is constant as 

x varies in a leaf. The existence of such y(x) locally over M/R and the existence of parti- 

tions of unity in M/R leads to the desired subharmonic functions on M. 
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We shall now discuss some properties of regular foliations near a compact  subset of a 

leaf. This is required for the construct ion of solutions with given singularities and will also 

elucidate the meaning of the regulari ty condition. (See also Haefliger [40] for a much more 

thorough discussion.) 

At  first we consider an arbi t rary  k dimensional foliation 0 of an n dimensional manifold 

M. For  every x E M we can choose neighborhoods V such tha t  the restriction of @ to V 

is a f ibration with base and fiber diffeomorphic to a ball. The germ M~ of the base at  the  

projection of x is independent  of the choice of V. I f  y E V is in the same local leaf as x we 

obtain a well defined germ of diffeomorphism qby.z: M'-~M~. For  every continuous curve 

7: [0, 1 ] E M  which remains in a leaf we can now define a map (I)v: M'~(o)-~M'~(1), the  

Poincard map of ~, as a composition of maps  (I)r(k/N).y((k--1)/N), k = 1 .. . . .  N, when N is suf- 

ficiently large. The map  only depends on the h o m o t o p y  class of curves ~ with fixed end 

points and contained in a leaf of O. I f  ~(0)=x0, ~ ( 1 ) = x  1 the relation R must  at  (x0, xl) 

contain all (x, y) nearby  such tha t  (I)vx' = y '  for the corresponding projections in M~~ and 

M'x,. These points (x, y) form a germ of manifold of dimension n - k  + 2k = n + k. Al together  

there are at  most  countably  m a n y  curves to  consider in order to obtain the full relation R 

at  a given point  so R must  be of dimension n + k  if it is a manifold. (This could have been 

included in the definition of regularity.) Thus  regular i ty means t h a t  the relation R near 

any  point  (xo, xl)E R is obtained as just  explained from any  choice of a curve ~ from x 0 

to x 1 in the leaf of 0 th rough  these points. This shows tha t  regulari ty of 0 in M implies 

regulari ty of the restriction to  any  open subset M 1 c  M. We shall say tha t  0 is semi- 

regular in M if any  compact  subset of a leaf has a neighborhood in M where the restriction 

of @ is regular. I t  is clear t ha t  semi-regularity implies t ha t  (I) v only depends on the end points  

of ~ or, equivalently, tha t  CPv is the ident i ty  M'z->M'x for every y in the leaf th rough  x 

which starts and ends at  x. We shall prove the converse below. In  general the set of all 

such (I) v defines a g roup  of germs of diffeomorphisms in M" called the holonomy group 

of 0 at  x. I f  y is in the same leaf B as x, an  isomorphism between the ho lonomy groups at  

x and at  y is given by  any  curve from x to y in B. Up  to isomorphism the holonomy group 

therefore only depends on the leaf so we shall ta lk  about  the ho lonomy group of a leaf also. 

I t  is of course a quotient  of the  fundamenta l  group. 

PRO~OSITIO~  7.3.4. Let B be a lea/ o/ the /oliation @ in M such that the holonomy 

group o/ B is trivial. Eor every compact set K c  B it is then possible to choose a neighborhood 

W in M and a di//eomorphism W-~ U • T which trans/orms the leaves o] @ to the fibers o/ 

tToe projection U • T ~  T. In  particular, 0 is regular in W. 

Proo]. Since every compact  subset of B has a neighborhood in M which is diffeomorphic 

17 - 7 2 2 9 0 9  Acta mathematica 128. I m p r i m 4  le 28 Mars  1972. 
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to the  no rma l  bundle  of a ne ighborhood  in B, we m a y  assume t h a t  M is a real  vec tor  

bundle  wi th  base B and  R i e m a n n i a n  s t ruc ture .  I f  x E B we denote  the  f iber  a t  x b y  M x. 

Le t  U be a connected  r e l a t ive ly  compac t  ne ighborhood  of K in B wi th  h o m o t o p y  group 

genera ted  b y  f in i te ly  m a n y  closed curves Yt . . . .  , ~k with  base po in t  x 0 E U. If  ~ is a cont inuous  

curve in B the  Poincar6  m a p  (I)e is now a m a p  of a ne ighborhood of 0 in My(0 ) to a neighbor-  

hood  of 0 in  Me(~). B y  hypothes i s  we can choose a bal l  TcMzo  with  center  a t  0 such t h a t  

qbyj is the  i d e n t i t y  T ~ T  for ?'= 1 . . . .  , k and  (I)v is def ined on T for every  curve in U 

s t a r t i ng  a t  x 0. I f  (x, y) E U • T and  ~ is a curve in U f rom x 0 to  x wr i t ing  F(x, y) =(I)ryEM ~ 

gives a unique  def ini t ion of a d i f feomorphism from U • T to  a ne ighborhood  of U in  M 

which has  the  requ i red  proper t ies .  

I n  the  case of the  L-fo l ia t ion  the  ana ly t i c  s t ruc tu re  in t he  f ibers of U • T-+ T def ined 

b y  L migh t  v a r y  wi th  the  p a r a m e t e r  t E T. However  th is  can Mways be avo ided  when K 

is no t  an  ent i re  leaf. I n  fact ,  there  arc  no non t r iv ia l  deformat ions  of the  ana ly t i c  

s t ruc tu re  on a compac t  subse t  of a Ste in  mani fo ld  as shown in a recent  manusc r ip t  b y  R.  S. 

Hami l t on .  W e  shall  out l ine  a proof  in  t he  case we need: 

PRO]~OSITIO~ 7.3.5. Let B be a lea/o/ the  L-/oliation in M such that the holonomy 

group o/ B is trivial, x~or every compact set K c B i t  is then possible to choose a neighborhood 

W in M and a di//eomorphism W ~  U x T which trans/orms L to the/orm c(Ltr, O) where Lt~ 

is a / i rs t  order di//erential operator in U and cEC~(U • T). 

Proo]. B y  Propos i t ion  7.3.4 we m a y  assume t h a t  M = U • T where U is connected and  

non-compac t ,  T is a ne ighborhood  of 0 in R n-~, B is the  f iber  of U • T--> T a t  0 and  L can 

be  considered as an  opera to r  L~ in U depending  on t. I f  U '  is a r e l a t ive ly  compac t  neighbor-  

hood of K in U, which is no t  compact ,  we can choose /1  . . . .  , /N with  Lo/s=O, ? '=1 . . . .  , N 

so t h a t  
v ' ~  x -~  (h(x) . . . . .  /N(x)) 

is an  embedd ing  of U '  in  13 N as an  ana ly t i c  curve F. This is possible since U '  lies in a Ste in  

manifold .  Now choose u~EC~176 U • T) so t h a t  u/(x, O) =0 and  

L~us(x,t)=L~/s(x), xEU, tET.  

The exis tence of u s follows f rom Theorem 7.1.6 if we f irst  no te  t h a t  

L~/,=Zt, gs,(x,t), g~EC~(U • T), 

since Lof s = 0 ,  and  t hen  solve t he  equa t ion  wi th  gsv in  the  r igh t  h a n d  side. W r i t e  Fs(x, t)= 

]j(x)-us(x, t). Then 
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(x, t) -~ ( F l ( x ,  t) . . . . .  FN(X,  t ) ) e C  N 

gives for small t an analytic embedding of U~ = U' • (t} in C N, close to F. Let  us admit  for 

a momen t  t ha t  there exists an analyt ic  retract ion qb of a neighborhood of F to r .  Then 

(~ l (x ,  t) . . . . .  ON(x, t)) = r  t) . . . .  , FN(x ,  t)) 

�9 is an N-tuple  of C ~ functions near K • (0} such tha t  LtGj=O and Gj(x, t)=/j(cf(x, t)) 

where ~ E C  ~176 and ~(x, 0 ) = x .  Thus the map  (x, t)-->(cf(x, t), t) carries a neighborhood of 

K • {0) into U" • T '  and L into L '  so tha t  U" is still a neighborhood of K and L~/j(x) = 0  

for all x E U" and t E T' .  Bu t  then it follows tha t  L '  has the desired form. 

The existence of (I) follows if we show tha t  t ha t  on F there is an analytic funct ion 

P with values in N • N matrices such tha t  P(z) projects ~v on the tangent  T z of F at  z 

for every z E F. I n  fact, we can then  use the implicit funct ion theorem to show tha t  (I) 

is defined in a small neighborhood of F by  P(~9(z))(z-~P(z)) =0.  Finally, the existence of P 

is trivial locally. As pointed out  to us by  M. F. At iyah  the global existence then follows 

f rom the fact  tha t  the difference between two local choices of P is any  analyt ic  section of the 

analyt ic  vector  bundle W on F such tha t  Wz, zEF, is the set of N •  matrices mapping  

i3 N into T~ and T~ to 0. Indeed,  the first eohomology group with values in the sheaf of germs 

of sections of W is trivial by  Theorem B of Car tan (see e.g. [41, Chap. VII) .  The proof is 

complete. 

I n  our applications to  pseudo-differential operators we want  to solve equations of the  

form Lu = / w h e n  u and ] are in the symbol spaces S~. Let  M be a cone manifold, L a com- 

plex C ~ vector  field on M commuting  with multiplication by  positive scalars. Denote by  

Ms the quotient  of M by  the action of R+ and let L~ be the vector  field on M8 induced by  L. 

PROPOSITION 7.3.6. The /ollowing conditions are equivalent: 

(i) -For every /EC~176 there exists a solution uEC~176 o / L s u = / .  

(ii) _For every m E R  and every/EC~176 which is  homogeneous o/degree m there exists 

a solution uEC~176 o / I / a = /  which is homogeneous o/ degree m. 

Proo]. (ii) is (i) for m = 0. I f  g is positive and homogeneous of degree m, introducing 

u=gu  1 and /=g/1 in (ii) reduces L u = /  to  the form Lul+cux=/1  where c, u 1 and /1 

are homogeneous of degree 0. This can be interpreted as an  equat ion Lsu 1 +cu 1 =/1 on M s 

which has a solution by  condition (i). Hence (i) ~ (ii). 

Denote by  S~om(M) the set of all aES'~(M) which are asymptot ic  sums of homo- 

geneous symbols. I f  condition (i) in Proposi t ion 7.3.6 is fulfilled it follows tha t  for every 

/ES'~om(M) one can choose uES~om(M) with L u - / E S - %  This simple existence theorem 
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would be satisfactory for our purposes but we shall give other existence theorems in the 

spaces S~ n anyway since they follow from a s tudy of the relation defined by L which is 

indispensible even if we only consider homogeneous symbols. 

We shall now examine the relations between various properties of L and of L~. In  doing 

so it is convenient to note tha t  there exists a diffeomorphism M ~ M s  • R+ commuting with 

multiphcation with positive scalars (acting trivially on M~). In  fact, since M is a fiber 

bundle with affine structure in the fibers R+, we can construct a global section of M by  

means of a partition of unity in M~. From now on we therefore assume tha t  M = M  s • It+ 

and denote points in M by  (y, r) where yEM~ and rER+. Then 

where c E C~~ 
L = L , + c r ~ / ~ r  (7.3.1) 

PROPOSITION 7.3.7. Condition (7.1.1) is/ul/illed by L i~ and only i / i t  is/ul/il led by 

L~ and in addition to [L~, i s ] = l L s - ~ L  ~ we have 

L s 6 -  Lsc = ),c - ~5. (7.3.2) 

Condition (7.1.2) is/ul/iUed by Ls i/ and only i/ Re  L, I m  L and the direction o/ the cone axis 

are linearly independent. When this is so and we write Ls=asO s as in (7.1.6), b=ca~ 1, the 

condition (7.3.2) reduces to 
~sb + ~85 = 0 (7.3.2)' 

which means that the real di/[erential form b + b is closed in each lea /o /L~ .  

Proo]. 0nly  the equivalence of (7.3.2) and (7.3.2)' requires discussion. We can write 

(7.3.2) in the form (L~+2)5=(L~+2)c and the discussion which led to (7.1.7) shows tha t  

(L~+X)c= a,5~8~a[lc, hence by  conjugation ( L ~ + ~ ) 5 = - 5 , a , ~ 5 .  

I t  is obvious tha t  (7.3.2) can be violated by  a suitable choice of c, However, in our 

applications we will only be interested in the case where L is the Hamil ton field Hv on the 

manifold p = 0 for a function 19 on the cotangent bundle of some manifold X. In  this case 

we have 

PROI'OSlTIO~I 7.3.8. Let p be homogeneous o~ degree 1 on an open conic subset o/ 

T* (X)~ O and suppose that Re 19, I m  19 have linearly independent di//erentials when 19 =0.  

Let M be the mani/old 19 = O, L the Hamilton field H v on M.  I / t he  operator L s on M~ satisfies 

(7.1.1) it follows then that {Re19 , Im19}=0 when 19=0, hence that L satisfies (7.1.1). 

Proof. The projection of [L, L] in M s is equal to [L~, L~] as is immediately seen by letting 

[L, L] operate on functions which are homogeneous of degree 0. Hence [L, L] =aL - S L  + c~ 
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where ~ is the vector field in the direction of the cone axis. Taking the symplectic scalar 

product with ~ noting that  [L , -L ]=H .~ by the Jacobi identity, we obtain (p, ?5}=0 

when p = 0  by  Euler 's identity for homogeneous functions. 

Assuming tha t  L satisfies (7.1.1) and (7.1.2) we shall now examine when it is possible 

as in Theorem 6.4.3 to find an isomorphism M-->M~ • R+ such tha t  L becomes equal to 

Ls. Obviously this requires tha t  L~ satisfies (7.1.2) and also tha t  the projection 

7es: M ~ M s  is injective on any leaf B of L. The projection B~=Te~B is then a leaf of L s. 

Using an isomorphism of M and M~ • R+ as above we must therefore for any Bs by  able to 

find a positive C ~ function R in B~ such that  B~ 9 y-~ (y, R(y)) is a leaf of L, tha t  is, L~ R 

cR on B~. Wri t ing/~  =e" this means tha t  v shall be real and that  L~v =e or ~ v  = b with 

the notations in Proposition 7.3.7. I t  follows tha t  ~ v = $  or equivalently tha t  dv=b+b 

where d is the exterior differential in B~. Thus we have proved 

PROPOSITION 7.3.9. Assume that L satisfies (7.1.1) and that L~ satisfies (7.1.2). I /  B 

is a lea] o / L  it/oUows that the projection B--> Bs=x~B is in~ective i /and  only i / the closed 

differential ]orm b-bb in Proposition 7.3.8 is exact in B~. 

I f  there exists a properly embedded leaf B~ with trivial holonomy group and 

HI(Bs, It)=~0, then one can find eeC~(M~) so tha t  the projection B ~ B ~  is not injeetive 

although (7.3.2) is valid near Bs. However, for regular Hamil ton fields this situation 

can not occur: 

PROPOSITIO~ 7.3.10. Let p be homogeneous o/ degree 1 on an open conic subset o/ 

T*(X)~0 ,  and suppose that Hue ~, Hzm p and the cone axis are linearly independent when 

p = 0 .  Let M be the mani/old p=O and L the Hamilton field H~ on M. I /  L~ eatisfies (7.1.1) 

and the L s/oliation is semi-regular, it/ollows that the projection z~: M---> M~ is in]ective on the 

leaves o/ the L-/oliation, and the L-/oliation is semi-regular too. 

Note tha t  by Proposition 7.3.8 it  follows tha t  L satisfies (7.1.1) so the/)-fol iat ion is 

defined. 

Proo/. Let B be a leaf of L and y a curve in B starting at (x0, ~0) such tha t  7e~$ is 

closed in M s. We shall prove tha t  y is closed in M also. To do so we note tha t  the local leaf 

spaces M('x.~) introduced above are symplectic manifolds with symplectic form inherited 

from the one in T*(X)~O. This follows from the fact tha t  Haep and H ~  are orthogonal 

to the tangent space of M. (See also sections 3.3 and 6.6.) The Poincar~ map (I)v is canonical 

since this is obviously true for curves which stay in a sufficiently small neighborhood of a 

point. But  the fact tha t  the L~-foliation is semi-regular shows tha t  (I) r must  project to the 

identity in M8 so (I)v(x, ~) = (x, ~(x, ~) ~) in a neighborhood of (x0, ~0), ~ >0.  Thus (I)~ multi- 
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plies the symplectic volume element by T "-u which implies that ~=  1 and that O r is the 

identity. The proposition is proved. 

PROPOSITION 7.3.11. Let M be a cone manifold, L an operator commuting with 

multiplication by positive scalars such that L satisfies (7.1.1), L s satisfies (7.1.2) and the L~ 

foliation in M s is regular with separated lea/ space. Then there is a di//eomorphism 

M-~M~ • R+ commuting with scalars which transfor~v~ L to Ls if (and only if) the projection 

7es: M ~ M ~  is infective on the leaves o / L .  

Proof. The problem is to find a section Ms-+M consisting of leaves of the L-foliation. 

If  we choose a diffeomorphism M-+M~ • R+ and the corresponding representation (7.3.1) 

of L, the proof of Proposition 7.3.9 shows that this is equivalent to the existence of a real 

solution v E C~(Ms) of the equation Lsv =c, and Proposition 7.3.9 shows that  this equation 

has a unique solution in each leaf apart from an additive constant. I f  we choose v =0  

on a manifold transversal to a leaf of the L~-foliation we obtain a C oo solution v in the 

union of all leaves in a neighborhood. By means of a partition of unity in the leaf space 

M~/R s we can piece these solutions together to a solution in Ms. 

Note that  Proposition 7.3.10 shows that  Proposition 7.3.11 is applicable in the 

tIamiltonian case. This is the case which will occur in the construction of parametriccs. 

When L can be put in the form of Proposition 7.3.11 the equation L u = ]  can be 

solved for symbols u and / by regarding them as functions on Ms depending on the 

parameter r e R+. To do so we must only show that  there is a continuous linear way of 

choosing solutions of the equation L~u =f. For the sake of completeness we discuss this 

question in the next three propositions although it is not essential later. In  the first two 

propositions we write L instead of L s. 

PROPOSITION 7.3.12. Let L be a first order differential operator on M satisfying (7.1.1) 

and (7.1.2), and assume that the L-foliation is regular. Let K be a compact subset o / M  such that 

no lea/o / the  L-foliation is contained in K. Then there exists a mapping E: Co(K)~C(M) 

such that 

(i) E is continuous/rom C~(K) to Ck(M) /or k=O, 1, 2 . . . .  

(ii) E commutes with multiplication by C ~~ functions which are constant on the leaves 

of the L-foliation in a neighborhood V o / K .  

(iii) L E ] = /  /or a l l /6Co(K ). 

Proof. First note that  the regularity of the L-foliation implies that  K N B is compact 

for every leaf B. In  fact, if x 6 K N  ~ (closure of B in M) and if V is a neighborhood of x 
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such that  R is a manifold in V • V, then B n V is closed in V so x E B and the B topology 

and M-topology agree on B N V. 

By Proposition 7.3.5 it suffices to consider the case where M = U • T and U is of dimen- 

sion 2 with L tangent to the fibers of U • T-~ T. For using a partition of unity near K 

consisting of functions constant on the leaves of the foliation near K we can pass to the 

general case. Clearly it suffices to consider the case M = U and the statement is very well 

known then. (A direct proof is obtained by taking a positive density in U and writing E 

locally by means of Cauchy's integral formula in a system of local coordinates. Piecing 

together one obtains E 1 with the desired properties except that  

L E 1 / = / +  R/, R/(x) = f R(x, y)/(y)dy, /EC~(K). 

Here R E C ~176 so we can choose S so that  LxS(x , y)= R(x, y) in a neighborhood of K • K. 

Thus El = E 1 / - S / h a s  the required properties.) 

P R 0 P 0 S I T I 0 N 7.3.13. Let L be a/irst order di//erential operator on M satis/ying (7.1.1) 

and (7.1.2), and assume that the L-/oliation in M is regular with separated lea/space (i.e. the 

relation .R is a closed submani/old o/ M • M). In  addition assume that M is pseudo-convex 

with respect to L. Then there exists a mapping E: Co(M)~C(M ) such that 

(i) E is continuous C~(M)~Ck(M) /or k-~O, 1, 2 .... 

(ii) E commutes with multiplication by/unctions which are constant on the leaves o/ the 

L-/oliation. 

(iii) L E / = /  /or al l /ECo(M ). 

Proo/. By piecing together operators given by Proposition 7.3.12 we obtain all the 

required properties except that  L E / = ] + S /  where S is an integral operator along the 

leaves of the foliation with C ~~ kernel, defined on R. Using the existence theorem for the 

operator L' induced by L on R (see Proposition 7.3.3) we can eliminate the error term S. 

PROPOSITION 7.3.14. Let L satis/y the conditions in Proposition 7.3.12 ( resp. 7.3.13) and 

set M' = M  x R+. / / / 6 S ~ ( M ' )  and s u p p / c  K • R+ (resp. supp /  has a compact projection 

in M) then u(x, r)= Ex/(x , r) is also in S~(M) and Lu = / i n  K • R+ (in M'). Moreover, the 

map/--~u commutes with multiplication by/unctions which are constant on the leaves o/ the 

L-/oliation in M'. 

Proo/. Tha t /ES~  means that  for every semi-norm q in Ck(M) and every ?" >~0 we have 

q(OJ //Or j ) = O(rm-~J+(1-q) k) 

as r-~ c~. Application of E does not affect this condition in view of the continuity C~-+ C k. 
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As a preparation for the constructions in section 7.4 we shall now prove results similar 

to Proposition 7.3.14 where m varies but is a subharmonic function. The first case to con- 

sider is the ~ operator on a Riemann surface where we can use well known Carleman 

estimates. 

LEM~A 7.3.15. Let B be a C ~ compact connected Riemann sur/ace with nonempty 

boundary and let q~C~~ be strictly subharmonic. Fix  a Hermitian metric in B. I~ / is a 

square integrable (0, 1)/orm in B, the equation ~u =/has  a unique solution u = E(x) / such that 

is minimal, db denotinff the Riemannian volume eleme,rd. Then E(x) is a C ~~ /unction o/ x 

and /or the operator norm [ [~ corresponding to the L 2 norms with weights e - ~  we have 

lE(k)(x)l~ < c~v-~, T > 1, k = 0 , 1 ,  2 . . . .  (7.3.3) 

Proo/. The existence of u and the bound (7.3.3) for k =0  can be found in HSrmander 

[41] even in the case of Stein manifolds. The proof consists in noting that  in a local co- 

ordinate system the Hilbert space adjoint of ~/~5 is L~v = - O v / ~ z + 2  x aq~/azv +cv where 

c is independent of x. An integration by parts then gives when vEC~(int B) 

where dots indicate terms which can be estimated by /Iv// and [[~vl[. This leads to 

v[[v][~-.~C[[L~v][~,2 .< e v E C~ r (int B), and by duality the assertion follows. For the details 

we refer to HSrmander [41]. 

I f  we write u ~ = E ( T ) / t h e  definition means that  ~u~=] and that  

f u ~ e - 2 ~ d b  = O, yEA,  (7.3.4) 

where A is the space of square integrable analytic functions in B. In  particular we can take 

v=u~-u~+h and obtain 

By Cauchy-Schwarz' inequality this gives 

f lu~-u~+hl'e-'~db <~ f ]u~+h[%-2~[e-2h~- ll2db. 
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Thus (u~+h-u : ) /h  is bounded in L 2 norm as h ~ 0 .  I f  w is any  weak limit, then it follows 

f rom (7.3.4) t h a t  

f w~e-~db= f u~e-2~2cfdb, v~A, 

and since wEA this shows tha t  w is unique so tha t  E(T) is weakly differentiable. The pre- 

ceding formula can be wri t ten 

w -  2 9 u ,  = E(~) (~(w - 29u~))  = - 2E(~)  ( u , ~  + ~l)  

which leads to E'(T) ] = 2~E(~) ] - 2E(~) (0~0E(~) [ + ~[). 

I t  follows from this t ha t  E is infinitely differentiable and, by  induct ion with respect to k, 

t ha t  (7.3.3) is valid. 

When  applying the lemma we shall have to pass f rom L 2 norms to  max imum norms. 

To do so we note first t ha t  if u is defined in Dr={Z; zeC, [z[ < r}  then  

[D'u(O)[ < C~(r sup [D~Ou/OS[ + r -~-I~l 
Dr 

I n  fact, it suffices to prove this when r = 1 and then it follows immediately by  using a 

parametr ix  for ~/~5. I f  q EC x is real valued with given bounds for the first order 

derivatives it follows t h a t  for T > 1 

[D~u(O)[e -~(~ < C~(r sup [D~'Ou/~[ e -~(") + r -x-I~l Ilu~-Nl~,(~,) (7.3.5) 
Dr 

if r ~ < l .  I n  fact, q(z) =q(0)  +O([z[). 

Now take u=E (k)] and let K be a compact  subset of B which does not  meet  the 

boundary.  Then we have au/~5=] for k = 0  and ~u/8~=O for k > 0 .  Hence by  (7.3.3), (7.3.4) 

suplE<~'(v)lbe-'~<c~(T -1 sup[/be-'~+T'+�89 3 > 1 ,  (7.3.6) 
K B B 

where I ] J now stands for the sum of the derivatives of order ~< j computed  in terms of some 

sys tem of local coordinates. 

The nota t ion S~ n in t roduced in section 1.1 is also apphcable when M is a cone manifold 

and m is a funct ion on M which is homogeneous of degree 0. I f  a is a positive funct ion on M 

which is homogeneous of degree 1, then a m ES~ for 1 <Q < 1. I n  fact, the derivatives of order 

will behave as if a m were in S~ apar t  f rom a factor  (log a) t~j. (Symbols with this behavior  

were considered by  Unte rbe rge r -Bokobza  [51] before symbols of type  0, (~ were introduced.) 
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PROPOSITIO~r 7.3.16. Let M ' = T x B x R +  where T is an open set in R ~, and B is a 

twodimensional connected non-compact mani/old with a complex vector field L satis/ying (7.1.1), 

(7.1.2), which we regard as a vector/ield on M'.  Let q~EC~~ be a strictly subharmonic 

/unction which we also regard as a/unction on M'.  I / / E S ~ ( M ' ) ,  �89 <~ < 1, and i / / van i shes  

except over a compact subset K o / B  then one can find u E S~( M')  with Lu  =] over a neighborhood 

olK. 

Proo/. We denote the variable in T by  t, in B by  z and in R+ by  e ~. The hypothesis is 

tha t  over any compact set in T • B for ~ > 1 

I QII < c e'(~+~('-~)~ 

if Q is a differential operator in M '  of order ]c which is translation invariant in ~. With 

E(~) defined by Lemma 7.3.15 with B replaced by  a suitable neighborhood of K we set 

u(t, z, ~) -~ EO:)/(t, z, "~). 

The s ta tement  now follows immediately from (7.3.6). 

7.4. Solutions with prescribed singularities 

Recall tha t  in section 7.2 we introduced the subset N of p-l(0) where (7.0.1) is valid and 

HRe~, Him~ are linearly independent of the cone axis. The bieharacteristic foliation defined 

by  H~ in /V gives rise to a foliation in the image ~V s of N in the sphere bundle. In  fact, 

H ,  can be regarded as a vector field in hrs if the degree m of p is one, and in general the 

Hamil ton field of qp where q is of degree 1-m defines a foliation independent of the 

choice of q. 

T~EOREM 7.4.1. Let s be an open connected non-comlaact subset of a l ea /B ,  o/the bi- 

characteristic/oliation in N 8 and assume that the holonomy group o/ ~ is trivial. Let F be the 

closed cone in T * ( X ) ~ O  generated by ~ and F' the intersection o/ the closed cones generated 

by ~ s  when ~o is compact in ~ .  Let s be a lower semi-continuous/unction in T* (X)~O 

which is homogeneous o/degree O, § oo outside F and has a superharmonic restriction to ~ F ' .  

The one can find u E~ ' (X)  with 

$ gr 
W F ( P u ) c F ' ,  su >~s in F', su = s  in OF'. (7.4.1) 

In  particular, W F ( u ) ~ F ' = F ~ F ' .  

Proo/. We may  assume tha t  the order of P is one. As in the proof of Theorem 6.2.1 

we shall begin by proving a weaker result where s is replaced by  a compact subset K, s 

is a C ~ strictly superharmonie function in ~ and F, F '  are replaced by  conic neighborhoods 
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of K and ~'K. First note that  by Proposition 7.3.5 we can choose a connected neighborhood 

U of K in Bs, a neighborhood T~ of 0 in R 2n-s and a diffeomorphism 

U • Ts-~ W~ 

where Ws is a neighborhood of U in N~ such that  U• is mapped to U and 

if L=Hp then L~ restricted to Ws and pulled back to U z T s is proportional to the 

operator Lv in U lifted to U z T~. In  particular, the L~-foliation is regular in Ws so if 

W=z~ -1Ws (zs is the projection T*(X)~O-~S*(X)) it follows from Propositions 7.3.10 

and 7.3.11 that there is a diffeomorphism 

U x  T~ xR+-~ W 

commuting with multiplication by positive scalars such that  Hp restricted to W is also 

proportional to L U. 

As in the discussion of Poincar~ maps in section 7.3 it is clear that  T = Ts • It+ is a 

conic symplectic manifold of dimension 2 (n -2 ) .  Choose a conic Lagrangean manifold 

A r c  T containing 0 • It+ and a closed conic neighborhood A~c  Ar  of 0 z It+. Then the 

image A of U • Ar  in W is a Lagrangean manifold and U • AT maps to a closed subset 

containing K. Corresponding to the decomposition T = T8 • R+ we have a decomposition 

AT =ATs • R+ such that  H~ acts along Ars. 

Our purpose is to use a local version of Theorem 5.3.2 with ~ <0 < 1 and m' replaced by 

- s  -n /4 .  In  view of Proposition 7.3.16 it is clear that  Theorem 5.3.2 remains valid although 

m' is not a constant. What  remains is to discuss the choice of a principal symbol. First we 

choose a non-vanishing section co of L|189 in A which is homogeneous of degree - n / 4  

and satisfies the equation i-l.~Hp~O+Ceo=O. This is obviously possible since L|189 is a 

trivial line bundle and we have existence theorems for H v acting on symbols of degree 0. 

In  Theorem 5.3.2 we shall take a = ueo where the pullback v of u to U • AT vanishes outside 

K'  • AT, K '  a compact neighborhood of K in U, Lv v = 0 in a neighborhood of K • AT, 

vES-~(UzAr)  and v- IES  8 in a conic neighborhood of {Zo} • •  +, �89  Here z 0 

is any given point in K. To construct such a function v we first note that if s(z, Zo) is the 

analytic part of the Taylor expansion of s at z o to the second order, then s(z o, Zo)=s(z0) 

and s(z)=Re s(z, %)-e(z, Zo) , where e(z, Zo)>~b[z-%l 2 in a neighborhood 0 of z 0 for some 

positive constant b. Here we are working with local analytic coordinates at z o. Let Z E C~0(0) 

be equal to 1 near z o and set 

v(z, t, r) = Z(z) r-s(z'z~ -w(z ,  t, r), (z, t, r)E U • ATs • It+. 

The function w shall satisfy the equation 
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L v w ( z ,  t, r) = ( L v Z )  r -8(z'~') = / 

in a neighborhood of K • ATs • B+. Since for some e > 0 we have Re s(z, %) > s(z) § e in supp 0Z 

it  follows tha t  ]ES~ s-8. By Proposition 7.3.16 we conclude that  w can be found in S~ 8-~. 

Summing up, by applying Theorem 5.3.2 with the principal symbol just constructed 

we obtain for -~<~<1 an element uEI~s-n/4(X, K'XAT),  thus su~s ,  such that  P u e  

I~+l-q-~I4(X, ( K ' ~ K )  •  and * su~=s at  a given point in K. (Here we have of course 

used Theorem 5.4.1.) 

To finish the proof we can repeat the functional analytic arguments in Lemma 6.2.2. 

Briefly the argument is as follows: The definition of the Frgehet space F there is modified 

to be the set of all u E ~ ' (X)  such that  s* >~ s and W F ( P u ) c  F'. I f  T is a pseudo-differential 

operator of order s(zo)< ~ which is not characteristic at  % E ~ F ' ,  it follows from the 

preceding construction tha t  

{ueF; TueL~oo} 

is of the first category in F. For the proof it is important  to note tha t  on every compact 

subset of ~ F '  the function s is the supremum of a family of C ~ strictly superharmonic 

functions. The proof is now completed by the same arguments as in the proof of Theorem 

6.2.1. 

Remark. The proof of the preceding theorem would have been considerably simplified 

if s had been assumed to be harmonic. In  fact, it would not have been necessary to prove 

Proposition 7.3.16 then. However, since combination of Theorems 7.2.1 and 7.4.1 show tha t  

superharmonicity is exactly the right condition it seems worth while to accept these 

complications although they are not required in our applications. 

We can now prove the equivalence of the conditions in Theorem 7.2.5 when the 

bicharaeteristic foliation is semi-regular and the leaves are properly embedded. Note 

tha t  even in the case of first order differential operators we needed such hypotheses in 

section 7.1. 

THEOREM 7.4.2. Assume that PELT(X) has a homogeneous principal symbol p, that 

{p, ~} =0 and that H~op, Himp and the cone axis are linearly independent when p =0. Assume 

/urther that no bicharacteristic strip stays over a compact subset of X and that the bicharac- 

teristic /oliation is semi-regular. I f  P defines a surjective map/ tom ~ ' (X)  to ~'(X)/C~~ 

it/ollows then that/or every compact set K c X there is another compact set K'  c X such that 

/or each bicharacteristic strip B and each component U o/ B N C~-I(K) which is relatively 

compact in B we have z C c  K'. 

Proo]. Assume tha t  for some K no such K '  exists. Choose sequences of leaves B~, 
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components Cj of BiN ~-I(K) such that  Cj is relatively compact in B~, and points (xj, ~j) E Cj 

such that  x~-~ co in X. We shall then cons t ruc t /E~ ' (X)  such that P u - / i s  not in C ~~ for 

any distribution u. In doing so we may assume that  the cones generated by Cj are 

disjoint. 

Choose a compact neighborhood K 1 of K in X and let C~ be Cj with such a small 

neighborhood of (xj, ~j) removed that  ~(~'C~ [7 ~-~(CK))--> ~ as ] ~  c~. In  C~ we can find a 

harmonic function sj which is 0 on the part of the boundary which lies over K but is so 

large negative on the part of the boundary near (xj, ~j) that  s j < - ~  at some point in C~ 

which lies over K I. Let Fj be the closed cone generated by C~, let F~ be generated by the 

part of the boundary near (xj, ~j) and I~ ' be generated by the boundary over K. In  view 

of Theorem 5.4.1 we can choose u j ~ ' ( X )  corresponding to the function s~, which gives 

WF(uj) ~ Fj, s*j ~> 0 over K, inf s*j < - ?', Puj =/j + g~, 
K1 

wF(Ij) c r~, wF(gj) ~ rj. 

The support o f / j  can be chosen so close to sing supp/ j  that  the supports of the terms in 

the sum 
/=Zlj 

are locally finite. 

Assume now that  for some u E ~ ' (X)  we have Pu - / E C% Let u E Hcz ~ in K1, s ~ 0. Then 

W.F(P(u-  us) ) does not meet  Cj and u -  ujEH(s ~ at the boundary of C r If  Vj is the closed 

cone generated by Cj and A is a pseudo-differential operator with WF(A) close to Vj 

and W F ( I -  A) N Vj = O it follows from Theorem 7.2.4 applied to A(u - uj) that  u -ujEH(~) 

at every point in Cj. But since uj is not in H(_s) at some such point over K 1 whereas u E H(s) 

there, we obtain a contradiction when ] > - s .  The proof is complete. 

7.5. Construction of a parametrix 

Let P as usual be a properly supported operator ELy(X) with homogeneous 

principal symbol p such that  {p,/5} =0  and H~e~, Him ~ are linearly independent of the 

cone axis in N=p- l (0 ) .  Moreover, we shall assume that the bicharacteristic foliation in 

the image N s of N in the cosphere bundle is regular with separated leaf space. Assuming 

for a moment that m = 1 we obtain from Propositions 7.3.10 and 7.3.11 a diffeomorphism 

Ns • R+-->N commuting with the action of R+ such that L=H~ is just the operator L~ 

in N~. Since the relation C~ defined by the L~ foliation is by hypothesis a closed submanifold 

of Ns • N~ and the bicharacteristic relation C c N • N is identified with Ns z N,  • AR+ we 

conclude that C is a closed submanifold of T*(X • X)~O.  The proof of Proposition 6.5.2 
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shows tha t  C is in fact a homogeneous canonical relation. Naturally this is also true if the 

order m is not  equal to 1 for multiplication of P by an elliptic factor does not change C. 

In  the following theorem we assume for the sake of simplicity that  P EL~om (X), tha t  

is, tha t  the symbol is an asymptotic  sum of homogeneous functions all of which are of 

degree ~< m - 1 except p. 

T ~ E o R ~ M 7.5.1. Let P E/~om (X) be properly supported and have a homogeneous principal 

symbol p such that {p, ~} = 0  and HRep, Hm~ are linearly independent o/ the  cone axis in 

N =p-l(0) .  Further assume that the bicharacteristic/oliation in !V s is regular with separated 

lea/space and that X is pseudo-convex with respect to P. Then there exists a linear operator 

E: C~(X)-~C~(X)  such that 

(a) P E  ~ I + R where R is an integral operator with C ~ kernel. 

(b) W F ' ( E ) c A * U  C and E E I ; $ m ( X •  C') outside A*. 

(c) E is eontinuous /rom H~~ to H(s+,n-1)(X) ]or every sER.  

Proo/. For the operator ~/a5 in R ~, z=x~_ 1 +ixn the fundamental  solution 

= ~ - ~ f v ( x , ,  x ~ - ~ + Ev(x) Y )(Y~-~ iy~)-~dy ~, v e C ~ ( R  ~) 

has the preceding properties since C' is then the normal bundle of {(x, y) ER ~ • R n, x'  =y '} .  

As in the proof of Theorem 7.2.1 we can use Lemma 7.2.3 and Propositions 6.1.3, 6.1.4 

to construct E locally near a point in A*. Piecing together local contributions exactly as 

in the proof of Theorem 6.5.3 we obtain E with all the stated properties except tha t  (a) 

is weakened to 

(a)' P E -  I = RE I~o~m (X • X ,  C'). 

We now apply Theorem 5.3.2 where the hypotheses arc fulfilled for homogeneous symbols 

in virtue of Proposition 7.3.6 and Theorem 7.1.6. Thus we obtain EIEI~omm(X• C') 

with P E j  - R E C% Since Theorem 4.3.2 shows tha t  E 1 has the required continuity properties 

it follows tha t  E - E  1 satisfies all the conditions (a)-(c). The proof is complete. 
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