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1. Introduction. This paper is concerned with the reflection of solutions $u$ of the biharmonic equation $\Delta^{2} u=0$ across an analytic arc $\gamma$ when $u$ satisfies on $\gamma$ two linear analytic boundary conditions. If the coefficients are subject to proper regularity conditions, then the region into which $u$ can be extended is dependent only on the analytic arc and the original region on which $u$ is defined; i.e., it is dependent only on geometric quantities and therefore is what may be called "reflection in the large." The case in which the boundary conditions are nonlinear was treated in [3], but extension in that case is only local.

We consider two boundary conditions whose independence is stated by an inequality. It is shown that this inequality is satisfied automatically in the case of the first, second, and mixed fundamental boundary value problems of elasticity.

Finally, we shall give applications of the first boundary value problem, in which case the reflection is effected by quadratures, for a number of special geometrical configurations. In these cases the reflection of $u$ can be expressed explicitly.
2. Reflection across an analytic arc. Let the open analytic arc $\gamma$ be defined by the real analytic relation $F(x, y)=0$ where, for every point $(x, y)$ on $\gamma, F_{x}(x, y) \neq 0$ or $F_{y}(x, y) \neq 0$.

Let $\zeta=\xi+i \eta$ and $z=x+i y$ be two complex variables and consider:

$$
g(z, \zeta) \equiv F\left[\frac{z+\zeta}{2}, \frac{z-\zeta}{2 i}\right]=0
$$

where $g(z, \zeta)$ is an analytic function of $(z, \zeta)$ in a polycylindrical neighborhood of $\left(z_{0}, \bar{z}_{0}\right)$ for every $z_{0}$ on $\gamma$. For $z_{0}=x_{0}+i y_{0}$ on $\gamma$ :

$$
g\left(z_{0}, \bar{z}_{0}\right)=F\left(x_{0}, y_{0}\right)=0
$$

and, for $(z, \zeta)=\left(z_{0}, \bar{z}_{0}\right)$,

$$
\frac{\partial g}{\partial \zeta}\left(z_{0}, \bar{z}_{0}\right)=\left(\frac{1}{2}\right)\left\{F_{x}\left(x_{0}, y_{0}\right)+i F_{y}\left(x_{0}, y_{0}\right)\right\} \neq 0, \quad \frac{\partial g}{\partial z}=\overline{\left(\frac{\partial g}{\partial z}\right)} .
$$

[^0]There exists, by the implicit function theorem of complex variables, a unique function: $\zeta=G(z)$ which establishes a one-to-one correspondence between points $z$ in a neighborhood of $z_{0}$, and points $\zeta$ in. a neighborhood of $\bar{z}_{0}$ and for which $G\left(z_{0}\right)=\bar{z}_{0}$. Moreover, $G(z)$ is analytic in a neighborhood of $\gamma$.

Consider the function $\hat{z}=\overline{G(z)}$ and call the point $\hat{z}$ the reflection of $z$ across $\gamma$. For $z$ on $\gamma, \hat{z}=z$.

Consider a semi-neighborhood $\Omega$ of $\gamma$ in which $G(z)$ is analytic and univalent so that $G^{\prime}(z) \neq 0$ in $\Omega$.


Denote $\overline{G(\Omega)}$ by $\hat{\Omega}$ and assume $\hat{\Omega} \cap \Omega$ empty; set $\bar{z}=H(\hat{z}), \hat{z}$ in $\hat{\Omega} \cup \gamma$. Then $H(\hat{z})$ is analytic for $\hat{z}$ in $\hat{\Omega}$ and agrees with $G(\widehat{z})$ for $\widehat{z}$ on $\gamma$. Thus by analytic continuation, $H(\hat{z})=G(\hat{z})$ for $\hat{z}$ in $\hat{\Omega} \cup \gamma$. Finally, since $\hat{z}=\overline{G(z)}, z$ in $\Omega \cup \gamma$, we have

$$
\hat{\mathrm{z}}=\overline{G[\overline{G(z)}]}=z, \quad z \text { in } \Omega \cup \gamma
$$

and as easily verified, for $z$ in $\Omega \cup \gamma \cup \hat{\Omega}$. Thus $\Omega=\overline{G(\hat{\Omega})}, G$ is' univalent in $\hat{\Omega}$ and $G^{\prime}(z) \neq 0$ in $\hat{\Omega}$.

We shall need later the fact that the direction cosines of a normal to $\gamma$ can be extended to analytic functions of $z$ on $\Omega \cup \gamma \cup \hat{\Omega}$. To. this end let

$$
\begin{aligned}
\alpha(z) & =\cos (t, x) \\
\beta(z) & =\cos (t, y)
\end{aligned} \text { for } z \text { on } \gamma
$$

where $t=$ tangent to $\gamma$. Then on $\gamma, \bar{z}=G(z)$, thus differentiation with respect to arc length $s$ on $\gamma$ yields

$$
\alpha-i \beta=G^{\prime}(z) \frac{d z}{d s}=G^{\prime}(z)(\alpha+i \beta)
$$

Furthermore

$$
(\alpha+i \beta)(\alpha-i \beta)=1 \text { on } \gamma
$$

Thus:

$$
\begin{equation*}
\alpha-i \beta=\sqrt{ } G^{\prime}(z) ; \quad \alpha+i \beta=1 / \sqrt{ } G^{\prime}(z) \tag{2.1}
\end{equation*}
$$

where the square root is uniquely defined on $\gamma$. These definitions of $\alpha$ and $\beta$ now uniquely determine the analytic continuation of $\alpha$ and $\beta$ into $\Omega$ which is simply connected, and its image $\hat{\Omega}$ by reflection across $\gamma$.
3. Canonical representation of a biharmonic function. A function $u(x, y)$ is biharmonic on a simply connected open set $\Lambda$ if $\Delta u$ is harmonic there. We follow Muskhelishvili [2] in obtaining a representation of a biharmonic function on $\Omega$.

Let $v(x, y)$ be a conjugate function of $\Delta u$ for $(x, y)$ in $\Omega$. Then $\Delta u+i v$ is an analytic function for $(x, y)$ in $\Omega$ and therefore the line integral $\int_{x_{0}}^{z}[\Delta u+i v] d z$ whose path remains in $\Omega$, is independent of the path and

$$
\begin{equation*}
\varphi(z) \equiv \varphi_{1}(x, y)+i \varphi_{2}(x, y)=\frac{1}{4} \int_{z_{0}}^{z}[\Delta u+i v] d z, \quad\left(z_{0}, z \text { in } \Omega\right) \tag{3.0}
\end{equation*}
$$

represents a function analytic for $z$ in $\Omega$.
Let

$$
\begin{equation*}
\psi_{1}(x, y)=u-\operatorname{Re}\{\bar{z} \varphi(z)\} \tag{3.1}
\end{equation*}
$$

and note that $\Delta \psi_{1}=0$. Therefore, $\psi_{1}(x, y)$ is an harmonic function in $\Omega$. Let $\psi_{2}(x, y)$ be a conjugate harmonic function to $\psi_{1}(x, y)$ then $\psi(z) \equiv \psi_{1}(x, y)+i \psi_{2}(x, y)$ is analytic in $\Omega$ and

$$
\begin{equation*}
2 u(x, y)=\bar{z} \varphi(z)+z \overline{\varphi(z)}+\psi(z)+\overline{\psi(z)} \tag{3.2}
\end{equation*}
$$

where $\varphi(z)$ and $\psi(z)$ are analytic for $z$ in $\Omega$.
Set

$$
\begin{array}{ll}
\varphi^{*}(z)=\overline{\varphi(\hat{z})}=\overline{\varphi[\overline{G(z)}]}, & \text { for } z \text { in } \hat{\Omega}  \tag{3.3}\\
\psi^{*}(z)=\overline{\psi(\hat{z})}=\overline{\psi[\overline{G(z)}]}, & \text { for } z \text { in } \hat{\Omega}
\end{array}
$$

"Then $\varphi^{*}(z)$ and $\psi^{*}(z)$ are analytic functions for $z$ in $\hat{\Omega}$.
If we replace $z$ by $\hat{z}$, ( $(\hat{z})$ by $z$ in (3.3), substitute (3.3) into (3.2) and note that $\bar{z}=G(\hat{z})$ we find

$$
\begin{equation*}
2 u(x, y)=G(\hat{z}) \varphi(z)+z \varphi^{*}(\hat{z})+\psi(z)+\psi^{*}(\hat{z}) \text { for }(x, y) \text { in } \Omega . \tag{3.4}
\end{equation*}
$$

This yields a representation of $u(x, y)$ in terms of two functions, $\varphi(z)$ and $\psi(z)$, analytic for $z$ in $\Omega$, and two functions, $\varphi^{*}(z)$ and $\psi^{*}(z)$, analytic for $z$ in $\hat{\Omega}$, the reflection of $\Omega$ across $\gamma$.
4. Reflection of biharmonic functions across linear analytic boundary conditions. With the notations of $\S \S 2$ and 3 and $u_{j_{n}}=(\partial / \partial x)^{j}(\partial / \partial y)^{n} u$, $0 \leqq j ; 0 \leqq n$, we state:

Theorem 1. Let $3 \geqq p_{1} \geqq p_{2} \geqq 0, p=\max \left\{2, p_{1}\right\}$ and let $u(x, y)$ be a function biharmonic on $\Omega$, in $C^{p}(\Omega \cup \gamma)$ and let the conjugate harmonic functions of $\Delta u$ belong to $C^{p-2}(\Omega \cup \gamma)$. Let $u(x, y)$ satisfy on $\gamma$ the two linear conditions:
(I.m) $\sum_{j+n=0}^{p_{m}} A_{j n}^{m}(z) u_{j n}(x, y)+B_{1}^{m}(z) \varphi_{1}(x, y)+B_{2}^{m}(z) \varphi_{2}(x, y)=f^{m}(z) ;$

$$
m=1,2
$$

where $p_{m}=0$ presupposes $B_{j}^{m}=0$ and where $A_{j n}^{m}(z), B_{j}^{n}(z)$ and $f^{m}(z)$ are analytic functions for $z$ in $\Omega \cup \gamma \cup \hat{\Omega}$. Assume that the following inequality for the coefficients of (I) holds.

$$
\begin{align*}
0 & \neq\left(p_{1}-p_{2}\right) G^{\prime}(z)\left\{\sum_{j+n=p_{1}}(i)^{n} A_{j n}^{1}\right\}\left\{\sum_{j+n=p_{2}}(i)^{n} A_{j n}^{2}\right\} \\
& +\left|\begin{array}{l}
\sum_{j+n=p_{1}}(i)^{n} A_{j n}^{1}(z) ;\left\{\sum_{j+n=p_{1}}(i)^{n}(j-n) A_{j n}^{1}(z)+\delta_{0}^{p_{1-1}}\left[B_{1}^{1}(z)-i B_{2}^{1}(z)\right]\right\} \\
\sum_{j+n=p_{2}}(i)^{n} A_{j n}^{2}(z) ;\left\{\sum_{j+n=p_{2}}(i)^{n}(j-n) A_{j n}^{2}(z)+\delta_{0}^{p_{2}-1}\left[B_{1}^{2}(z)-i B_{2}^{2}(z)\right]\right\}
\end{array}\right| \tag{II}
\end{align*}
$$

for $z$ in $\Omega \cup \gamma \cup \hat{\Omega}$ where $\delta_{j}^{k}=1$ if $j=k$ and $=0$ if $j \neq k$. Then we can reflect $u(x, y)$ across $\gamma$ into $\hat{\Omega}$ i.e. there exists a unique function $u(x, y)$ which is biharmonic in $\Omega \cup \gamma \cup \hat{\Omega}$ and which agrees with. the given $u$ in $\Omega \cup \gamma$.

Note that $p_{1} \geqq 1$ since if $p_{1}=p_{2}=0$ then condition (II) is never satisfied.

Condition II is natural, as it merely insures the independence of the two boundary conditions.

We shall give an outline of the proof for the general theorem. We shall then prove the theorem in detail for the special case of the first boundary value problem of elasticity, since most essential points. of the general proof appear in the special case, but the computations. are considerably shorter.

Proof outline.
4.1. From the continuity requirements on $u$ and $v$ it is shown that $\varphi(z)$ and $\psi(z)$ defined in $\S 3$ belong to $C^{p-1}(\Omega \cup \gamma)$.
4.2. A representation of the derivatives of $u, \varphi_{1}$ and $\varphi_{2}$, in terms. of $\varphi(z), \psi(z), \varphi^{*}(\hat{z})$ and $\psi^{*}(\hat{z})$ is derived for $z$ in $\Omega$.
4.3. Because of the continuity conditions on $u$, we express the highest order derivatives of $u$ with respect to $x$ and $y$, that occur in the boundary condition, in terms of the tangential derivative along $\gamma$ of the lower order derivatives of $u$.
4.4. The derivatives of $u$, evaluated on $\gamma$, can be linearly expressed in terms of two new functions $P(z)$ and $\Phi(z)$ which are analytic
in $\Omega$ and continuous in $\Omega \cup \gamma$, and two other functions $P^{*}(z)$ and $\Phi^{*}(z)$ which are analytic in $\hat{\Omega}$ and continuous in $\hat{\Omega} \cup \gamma$.
A. We introduce for the first two functions

$$
\begin{align*}
P(z) & =G(z) \varphi^{\left(p_{1}\right)}(z)+\psi^{\left(p_{1}\right)}(z), & \text { for } z \text { on } \Omega  \tag{4.4A}\\
\Phi(z) & =\varphi^{\left(p_{1}-1\right)}(z), & \text { for } z \text { on } \Omega \cup \gamma .
\end{align*}
$$

$\Phi(z)$ and $P(z)$ are analytic for $z$ in $\Omega, \Phi(z)$ is continuous for $z$ in $\Omega \cup \gamma$ by 1 ; it is proved that also $P(z)$ can be continuously extend to $\Omega \cup \gamma$.
B. For the other two functions we introduce

$$
\begin{array}{ll}
P^{*}(z)=z \varphi^{*\left(p_{1}\right)}(z)+\varphi^{*\left(p_{1}\right)}(z), & \text { for } z \text { on } \hat{\Omega} \\
\Phi^{*}(z)=\varphi^{*\left(p_{1}-1\right)}(z), & \text { for } z \text { on } \hat{\Omega} \cup \gamma \tag{4.4B}
\end{array}
$$

It is seen that $\Phi^{*}(z)$ and $P^{*}(z)$ are both analytic for $z$ in $\hat{\Omega}, \Phi^{*}(z)$ is continuous in $\hat{\Omega} \cup \gamma$ by $\S 1$ and $P^{*}(z)$ is continuously extensible to $\hat{\Omega} \cup \gamma$.
4.5. Both boundary conditions can now be expressed in terms of $P(z), \Phi(z), P^{*}(z)$ and $\Phi^{*}(z)$. By differentiation, if necessary, of the second boundary condition (I.2), and by use of condition II we can solve the two equations for $P(z)$ and $\Phi(z)$ and thus put the boundary conditions in the form:

$$
\begin{align*}
& P(z)=C_{1}(z)+\int_{z_{0}^{\gamma}}^{z} d t F_{11}(z, t) P(t)+\int_{z_{0}^{\gamma}}^{z} d t F_{12}(z, t) \Phi(t) \\
& \Phi(z)=C_{2}(z)+\int_{z_{0}^{\gamma}}^{z} d t F_{21}(z, t) P(t)+\int_{z_{0}^{\gamma}}^{z} d t F_{22}(z, t) \Phi(t) \tag{4.50}
\end{align*}
$$

for $z$ and $z_{0}$ on $\gamma$, where $C_{j}(z)$ are certain functions analytic for $z$ in $\hat{\Omega}$ and continuous for $z$ in $\hat{\Omega} \cup \gamma$ and $F_{j k}(z, t)$ are functions analytic in $z$ and $t$ for $z$ and $t$ on $\Omega \cup \gamma \cup \hat{\Omega}$. Because of the continuity restrictions on $u$ there are four cases:

Case 1. $\quad p_{1}=p_{2}=1$.
Case 2. $\quad p_{1}=p_{2} \geqq 2$.
Case 3. $p_{1}=1, p_{2}=0$, and
Case 4. $\quad p_{1} \geqq 2, p_{1}>p_{2} \geqq 0$.
4.6. The equations (4.5.0), which hold on $\gamma$, are considered as Volterra integral equations for $z$ in the whole of $\hat{\Omega} \cup \gamma$. These equations have unique solutions $P_{e x}(z)$ and $\Phi_{e x}(z)$ which are continuous for $z$ in $\hat{\Omega} \cup \gamma$ and analytic for $z$ in $\hat{\Omega}$.
4.7. Since $P_{e x}(z)$ and $\Phi_{e x}(z)$ satisfy on $\gamma$ the same equations as $P(z)$ and $\Phi(z)$ and since on $\gamma$ there can be only one such set of func-
tions, $P_{e x}(z)=P(z)$ and $\Phi_{e x}(z)=\Phi(z)$ on $\dot{\gamma}$. Since $P_{e x}(z)$ and $\Phi_{e x}(z)$ are continuous for $z$ in $\hat{\Omega} \cup \gamma, P_{e x}(z)$ and $\Phi_{e x}(z)$ analytically continue $P(z)$ and $\Phi(z)$ into $\hat{\Omega} \cup \gamma$.
4.8. The final step is the observation that the analytic extension of the auxiliary functions $P(z)$ and $\Phi(z)$ yields the analytic extension of $\varphi(z)$ and $\psi(z)$ and thereby the extension of $u$.
5. Applications of Theorem 1 with proof of application 2. We shall show that Theorem 1 applies to what Muskhelishvili [2] has called the first and second fundamental boundary value problems of elasticity.

Application 1 (Second boundary value problem). Let $u(x, y)$ be a function which is biharmonic on $\Omega$, and let $u(x, y) \in C^{2}(\Omega \cup \gamma)$ and let the conjugates to $\Delta u$ belong to $C(\Omega \cup \gamma)$. Then, if the given displacement vector $\left[f^{1}(z), f^{2}(z)\right.$ ] has both components analytic in $\Omega \cup \gamma \cup \hat{\Omega}$ and if on $\gamma:$

$$
\begin{aligned}
f^{1}(z) & =-\frac{1}{2 \mu} u_{x}+\frac{\lambda+2 \mu}{(\lambda+\mu) \mu} \operatorname{Re} \varphi \\
f^{2}(z) & =-\frac{1}{2 \mu} u_{y}+\frac{\lambda+2 \mu}{(\lambda+\mu) \mu} \operatorname{Im} \varphi
\end{aligned}
$$

where $\lambda$ and $\mu$ are the Lamé coefficients, then $u(x, y)$ can be continued biharmonically across $\gamma$ into $\hat{\Omega}$.

Proof. Condition II of Theorem 1 is the only condition which needs to be checked. Since $p_{1}=p_{2}=1$, condition II becomes:

$$
\begin{aligned}
0 & \neq\left|\begin{array}{lc}
A_{10}^{1}+i A_{01}^{1} ; & A_{10}^{1}-i A_{01}^{1}+B_{1}^{1}-i B_{2}^{1} \\
A_{10}^{2}+i A_{01}^{2} ; & A_{10}^{2}-i A_{01}^{2}+B_{1}^{2}-i B_{2}^{2}
\end{array}\right| \\
& =\left|\begin{array}{cc}
-\frac{1}{2 \mu} ; & -\frac{1}{2 \mu}+\frac{\lambda+2 \mu}{(\lambda+\mu) \mu} \\
-i \frac{1}{2 \mu} ; & +i \frac{1}{2 \mu}-i \frac{\lambda+2 \mu}{(\lambda+\mu) \mu}
\end{array}\right|=\frac{\lambda+3 \mu}{2 \mu^{2}(\lambda+\mu)} i .
\end{aligned}
$$

The condition is satisfied since $\lambda>0$ and $\mu>0$.
Application 2 (First boundary value problem) Let $u(x, y)$ be the Airy stress function which is biharmonic on $\Omega$ and satisfies along $\gamma$ :

$$
\begin{aligned}
& X_{n}(z)=-u_{x y} \cos (n, y)+u_{y y} \cos (n, x) \\
& Y_{n}(z)=u_{x x} \cos (n, y)-u_{x y} \cos (n, x)
\end{aligned}
$$

where $\left[X_{n}(z), Y_{n}(z)\right]$ is the force per unit arc length of $\gamma$ acting in
the direction of the normal $n$ to $\gamma$. Let $X_{n}(z)$ and $Y_{n}(z)$ be functions which are analytically extensible for $z$ in $\Omega \cup \gamma \cup \hat{\Omega}$. Let $u \in C^{2}(\Omega \cup \gamma)$ and the harmonic conjugates of $\Delta u$ belong to $C(\Omega \cup \gamma)$. Then we can extend $u(x, y)$ biharmonically into $\Omega \cup \gamma \cup \hat{\Omega}$.

Proof: If we assume $n$ and $t$ are oriented in the same way as $x$ and $y$ then $(n, y)=(t, x) \pm \pi,(n, x)=(t, y)$ and thus $\cos (t, x)=$ $-\cos (n, y)$ and $\cos (t, y)=\cos (n, x)$.

Now the boundary conditions on $\gamma$ can be written

$$
\begin{align*}
& X_{n}(z)=u_{x y} \alpha(z)+u_{y y} \beta(z)  \tag{B.C.2}\\
& Y_{n}(z)=-u_{x x} \alpha(z)-u_{x y} \beta(z) .
\end{align*}
$$

Condition II of the theorem becomes then

$$
\begin{aligned}
\left|\begin{array}{ll}
A_{20}^{1}+i A_{11}^{1}-A_{02}^{1} ; & 2 A_{20}^{1}+2 A_{02}^{1} \\
A_{20}^{2}+i A_{11}^{2}-A_{02}^{2} ; & 2 A_{20}^{2}+2 A_{02}^{2}
\end{array}\right| & =\left|\begin{array}{ll}
i \alpha(z)-\beta(z) ; & 2 \beta(z) \\
-\alpha(z)-i \beta(z) ; & -2 \alpha(z)
\end{array}\right| \\
& =-2 i(\alpha+i \beta)^{2} \neq 0
\end{aligned}
$$

which is satisfied for $z$ in $\Omega \cup \gamma \cup \hat{\Omega}$.
We now take up the details of the proof.
4.1. $\Delta u$ and its conjugates are in $C(\Omega \cup \gamma)$. Therefore from (3.0) we see that

$$
\varphi_{1 x}(x, y)+i \varphi_{2 x}(x, y)=\frac{1}{4}[\Delta u+i v] \text { for } z \text { in } \Omega
$$

and therefore $\varphi_{1 x}=\varphi_{2 y}$ and $\varphi_{2 x}=-\varphi_{1 y}$ are continuous for $z$ in $\Omega \cup \gamma$ i.e. $\varphi(z) \in C^{1}(\Omega \cup \gamma)$. From (3.1) we see that $\psi_{1}(x, y) \in C^{1}(\Omega \cup \gamma)$ and therefore by the Cauchy-Riemann conditions, $\psi_{2}(x, y)$ and also $\psi(z) \in$ $C^{1}(\Omega \cup \gamma)$. From (3.3) and the fact that $G(z)$ is analytic on $\Omega \cup \gamma \cup \hat{\Omega}$ we see that $\varphi^{*}(z)$ and $\psi^{*}(z)$ belong to $C^{1}(\hat{\Omega} \cup \gamma)$.
4.2. For $u$ and its derivatives in terms of $\varphi(z), \psi(z), \varphi^{*}(z)$ and $\psi^{*}(z)$ we have for $z \in \Omega$ :

$$
\begin{aligned}
2 u(x, y)= & \bar{z} \varphi(z)+\psi(z)+z \varphi^{*}[\overline{G(z)}]+\psi^{*}[\overline{G(z)}] \\
= & G(\hat{z}) \varphi(z)+\psi(z)+z \varphi^{*}(\hat{z})+\psi^{*}(\hat{z}), \\
2 D_{x} u= & \varphi(z)+G(\hat{z}) \varphi^{\prime}(z)+\psi^{\prime}(z)+\varphi^{*}(\hat{z}) \\
& +z \varphi^{* \prime}(\hat{z}) \overline{G^{\prime}(z)}+\psi^{* \prime}(\widehat{z}) \overline{G^{\prime \prime}(z)} \\
2 D_{y} u= & -i \varphi(z)+i G(\hat{z}) \varphi^{\prime}(z)+i \psi^{\prime}(z) \\
& -i\left[z \varphi^{* \prime}(\hat{z})+\psi^{* \prime}(\hat{z})\right] \overline{G^{\prime}(z)}+i \varphi^{*}(\hat{z}),
\end{aligned}
$$

$$
\begin{align*}
2 D_{x x} u= & G(\hat{z}) \varphi^{\prime \prime}(z)+\psi^{\prime \prime}(z)+2 \varphi^{\prime}(z)  \tag{4.2.1}\\
& +\left[z \varphi^{* \prime \prime}(\hat{z})+\psi^{* \prime \prime}(\hat{z})\right]\left[\overline{G^{\prime}(z)}\right]^{2}+\cdots,
\end{align*}
$$

$$
\begin{align*}
2 D_{x y} u= & i G(\widehat{z}) \varphi^{\prime \prime}(z)+i \psi^{\prime \prime}(z)  \tag{4.2.2}\\
& -i\left[z \varphi^{* \prime \prime}(\widehat{z})+\psi^{* \prime \prime}(\hat{z})\right]\left[\overline{G^{\prime}(\widehat{z})}\right]^{2}+\cdots, \\
2 D_{y y} u= & -G(\hat{z}) \varphi^{\prime \prime}(z)-\psi^{\prime \prime}(z)+2 \varphi^{\prime}(z)  \tag{4.2.3}\\
& -\left[z \varphi^{* \prime \prime}(\widehat{z})+\psi^{* \prime \prime}(\widehat{z})\right]\left[\overline{G^{\prime}(z)}\right]^{2}+\cdots,
\end{align*}
$$

where $+\cdots$ is to be read "plus lower order derivatives of $\varphi^{*}(\hat{z})$ and $\psi^{*}(\widehat{z})$."
4.3. The first order derivatives of $u$ on $\gamma$ are thus expressed in terms of functions continuous on $\Omega \cup \gamma$. As for the second derivatives, we consider the tangential derivative of $u$ along $\gamma$

$$
D_{t} u=D_{s} u=\frac{\partial u}{\partial x} \frac{d x}{d s}+\frac{\partial u}{\partial y} \frac{d y}{d s}
$$

where $s=$ arc length of $\gamma$. Therefore

$$
D_{t} u=D_{x} u \cos (t, x)+D_{y} u \cos (t, y)=\alpha(z) D_{x} u+\beta(z) D_{y} u .
$$

Now set for $z$ in $\Omega \cup \gamma$ :

$$
\widetilde{D}_{t}=\alpha(z) D_{x}+\beta(z) D_{y}
$$

Then for a function $f \in C^{1}, \lim _{z \rightarrow \gamma} \widetilde{D}_{t} f=D_{t} f$.
For $z \in \Omega$

$$
\begin{align*}
\widetilde{D}_{t} D_{z}\{2 u\}= & \left(\alpha D_{x}+\beta D_{y}\right)(1 / 2)\left(D_{x}-i D_{y}\right) \\
& \cdot\{\bar{z} \varphi(z)+\psi(z)+z \overline{\varphi(z)}+\overline{\psi(z)}\} \\
= & {\left[\bar{z} \varphi^{\prime \prime}(z)+\psi^{\prime \prime}(z)\right](\alpha+i \beta)+\left[\varphi^{\prime}(z)+\overline{\varphi^{\prime}(z)}\right](\alpha-i \beta) }  \tag{4.3.1}\\
= & {\left[G(\widehat{z}) \varphi^{\prime \prime}(z)+\psi^{\prime \prime}(z)\right][\alpha(z)+i \beta(z)] } \\
& \left.\left.+\left[\varphi^{\prime}(z)+\varphi^{* \prime}(\widehat{z}) \overline{G^{\prime}(z)}\right]\right] \alpha(z)-i \beta(z)\right] .
\end{align*}
$$

Likewise for $z$ in $\Omega$

$$
\begin{equation*}
\widetilde{D}_{t} D_{\bar{z}}\{2 u\}=\left(\alpha D_{x}+\beta D_{y}\right)(1 / 2)\left(D_{x}+i D_{y}\right) \tag{4.3.2}
\end{equation*}
$$

$\cdot\left\{\bar{z} \varphi(z)+\psi(z)+z \varphi^{*}[\overline{G(z)}]+\psi^{*}[\overline{G(z)}]\right\}$ $=\left[z \varphi^{* \prime \prime}(\widehat{z})+\psi^{* \prime \prime}(\hat{z})\right]\left[\overline{G^{\prime}(z)}\right]^{2}[\alpha(z)-i \beta(z)]$ $+\varphi^{\prime}(z)[\alpha+i \beta]+$ starred terms of order less than 2.

Since $\alpha+i \beta \neq 0$ and $\alpha-i \beta \neq 0$ for $z$ in $\Omega \cup \gamma \cup \hat{\Omega}$ we can utilize (4.3.1) and (4.3.2) to express the second derivatives of $u$ for $z \in \Omega$ from (4.2.1), (4.2.2) and (4.2.3) as:

$$
\begin{align*}
2 D_{x}^{j} D_{y}^{n} u= & (i)^{n}\left\{\frac{2}{\alpha+i \beta} \widetilde{D}_{t} D_{z} u+(j-n) \varphi^{\prime}(z)\right. \\
& \left.\quad-\frac{\alpha-i \beta}{\alpha+i \beta}\left[\varphi^{\prime}(z)+\varphi^{* \prime}(\hat{z}) \overline{G^{\prime}(z)}\right]\right\}  \tag{4.3.3}\\
& +(-i)^{n}\left\{\frac{2}{\alpha-i \beta} \widetilde{D}_{t} D_{\bar{z}} u-\frac{\alpha+i \beta}{\alpha-i \beta} \varphi^{\prime}(z)+\cdots\right\}
\end{align*}
$$

where $j+n=2$ and $+\cdots$ means derivatives of $\varphi^{*}(z)$ and $\psi^{*}(z)$ of order less than 2. Since $u \in C^{2}(\Omega \cup \gamma)$, both sides remain continuous for $z$ in $\Omega \cup \gamma$ and therefore (4.3.3) is valid not only in $\Omega$ but in $\Omega \cup \gamma$.
4.4.A. From (4.1) we see that $\Phi(z) \equiv \varphi^{\prime}(z)$ is analytic for $z$ in $\Omega$ and continuous in $\Omega \cup \gamma$. It is clear that

$$
\begin{equation*}
P(z)=G(z) \varphi^{\prime \prime}(z)+\psi^{\prime \prime}(z) \tag{4.4.0}
\end{equation*}
$$

is analytic for $z$ in $\Omega$. To show that $P(z) \in C(\Omega \cup \gamma)$ we consider

$$
\begin{equation*}
Q(z) \equiv G(z) \varphi^{\prime}(z)+\psi^{\prime}(z) \tag{4.4.1}
\end{equation*}
$$

Since $\widetilde{D}_{t} D_{z}\{2 u\} \in C(\Omega \cup \gamma)$ and $\widetilde{D}_{t} D_{z}\{2 u\}=D_{s} D_{z}\{2 u\}$ on $\gamma$ where $s=$ are length of $\gamma$, we have for $z \in \gamma$ :

$$
\begin{aligned}
\int_{z_{0}^{\gamma}}^{z} D_{s} D_{z}\{2 u\} d s & \left.=D_{z} 2 u\right]_{z_{0}}^{z}=\left[\bar{z} \varphi^{\prime}(z)+\psi^{\prime}(z)+\overline{\varphi(z)}\right]_{z_{0}}^{z} \\
& =Q(z)-Q\left(z_{0}\right)+\overline{\varphi(z)}-\overline{\varphi\left(z_{0}\right)}
\end{aligned}
$$

Therefore for $z$ on $\gamma$, we find:

$$
Q(z)=2 \int_{z_{0}^{\gamma}}^{z} D_{s} D_{z} u d s-\varphi^{*}(z)+\text { constant }
$$

and (4.4.2) $D_{t} Q(z)=2 D_{t} D_{z} u-(\alpha+i \beta) \varphi^{* \prime}(z)$.
Thus $D_{t} Q(z) \in C(\gamma)$. Also $Q(z) \in C(\Omega \cup \gamma)$. As seen in the appendix it follows that $Q^{\prime}(z)$ is continuous in $\Omega \cup \gamma$. Since for $z \in \Omega$ :

$$
\begin{equation*}
\widetilde{D}_{t} Q(z)=\left(\alpha D_{x}+\beta D_{y}\right) Q(z)=(\alpha+i \beta) Q^{\prime}(z) \tag{4.4.3}
\end{equation*}
$$

This formula holds in $\Omega \cup \gamma$.
But for $z$ in $\Omega$ we have:

$$
\begin{align*}
Q^{\prime}(z) & =G(z) \varphi^{\prime \prime}(z)+\psi^{\prime \prime}(z)+G^{\prime}(z) \varphi^{\prime}(z)  \tag{4.4.4}\\
& =P(z)+G^{\prime}(z) \Phi(z)
\end{align*}
$$

Since $\Phi(z)$ and $Q^{\prime}(z)$ are continuous for $z$ in $\Omega \cup \gamma$, (4.4.4) extends $P(z)$ from a continuous function on $\Omega$ to a continuous function on
$\Omega \cup \gamma$. From (4.4.2), (4.4.3) and (4.4.4) we get:

$$
\begin{equation*}
2 D_{t} D_{z} u=(\alpha+i \beta)\left[P(z)+G^{\prime}(z) \Phi(z)+\varphi^{* \prime}(z)\right] \tag{4.4.5}
\end{equation*}
$$

for $z$ on $\gamma$.
4.4.B. In a completely analogous way, we extend

$$
P^{*}(z)=z \varphi^{* \prime \prime}(z)+\psi^{* \prime \prime}(z)
$$

to a continuous function on $\hat{\Omega} \cup \gamma$, and express, for $z$ on $\gamma$,

$$
\begin{align*}
2 D_{t} D_{\bar{z}} u= & \left(\overline{G^{\prime}(z)}\right)^{2}(\alpha-i \beta) P^{*}(z)+(\alpha+i \beta) \Phi(z)  \tag{4.4.6}\\
& + \text { terms of order less than } 2 \text { in } \varphi^{*}(z) \text { and } \psi^{*}(z)
\end{align*}
$$

By means of (4.3.3), (4.4.5), (4.4.6) and the fact that $\widetilde{D}_{t} D_{z}\{2 u\}=$ $D_{t} D_{z}\{2 u\}$ and $\widetilde{D}_{t} D_{\bar{z}}\{2 u\}=D_{t} D_{\bar{z}}\{2 u\}$ on $\gamma$, we have on $\gamma$ for $j+n=2$ in the notation of (4.4):

$$
\begin{align*}
2 D_{x}^{j} D_{y}^{n} u=(i)^{n} & \left\{P(z)+G^{\prime}(z) \Phi(z)+\varphi^{* \prime}(z)+(j-n) \varphi^{\prime}(z)\right. \\
& \left.-\frac{\alpha-i \beta}{\alpha+i \beta}\left[\varphi^{\prime}(z)+\varphi^{* \prime}(z) \overline{G^{\prime}(z)}\right]\right\} \tag{4.4.7}
\end{align*}
$$

$$
+(-i)^{n}\left\{\left(\overline{G^{\prime}(z)}\right)^{2} P^{*}(z)+\frac{\alpha+i \beta}{\alpha+i \beta} \Phi(z)+\cdots\right.
$$

$$
\left.-\frac{\alpha+i \beta}{\alpha-i \beta} \varphi^{\prime}(z)+\cdots\right\}
$$

where $+\cdots$ means derivatives of order less than 2 in the starred terms.

As seen in § 2:
(i) $G^{\prime}(z)=(\alpha-i \beta) /(\alpha+i \beta)$ in $\Omega \cup \gamma \cup \hat{\Omega}$.

Note also that

$$
z=\overline{G[\hat{z}]}=\overline{G[\overline{G(z)}]}
$$

:and therefore

$$
1=\frac{d}{d z} \overline{G[\overline{G(z)}]}=\overline{G^{\prime}(\hat{z})} G^{\prime}(z)
$$

From this we see that
(ii) $\overline{G^{\prime}(z)}=\left[G^{\prime}(\hat{z})\right]^{-1}$ and
(iii) $\overline{G^{\prime \prime}(z)}=-G^{\prime \prime}(\hat{z}) G^{\prime}(\widehat{z})^{-3}$
which will be needed in the expressions involving second derivations of $u$ and in equations (4.5.4).

And in particular on $\gamma$ :
(iv) $\overline{G^{\prime}(z)} G^{\prime}(z)=1$.

Utilizing (i) and (iv) and $\varphi^{\prime}(z)=\Phi(z)$, (4.4.7) becomes

$$
\begin{align*}
2 D_{x}^{j} D_{y}^{n} u= & (i)^{n}\{P(z)+(j-n) \Phi(z)\}  \tag{4.4.7A}\\
& +(-i)^{n}\left\{P^{*}(z) G^{\prime}(z)^{-2}+\cdots\right\} .
\end{align*}
$$

4.5. Inserting the above expressions for the derivatives of $u$. into the boundary conditions

$$
\begin{align*}
X_{n}(z) & =u_{x y} \alpha(z)+u_{y y} \beta(z)  \tag{B.C.2}\\
Y_{n}(z) & =-u_{x x} \alpha(z)-u_{x y} \beta(z)
\end{align*}
$$

and collecting terms, we get for $z$ on $\gamma$ :

$$
\begin{align*}
2 X_{n}(z) & =P(z)(i \alpha-\beta)+2 \Phi(z) \beta-P^{*}(z)\left[G^{\prime}(z)\right]^{-2}(i \alpha+\beta)+\cdots  \tag{4.5.2}\\
-2 Y_{n}(z) & =P(z)(\alpha+i \beta)+2 \Phi(z) \alpha+P^{*}(z)\left[G^{\prime}(z)\right]^{-2}(\alpha-i \beta)+\cdots
\end{align*}
$$

where $+\cdots$ signifies terms in $\varphi^{*}(z), \psi^{*}(z)$ and their derivatives of order not greater than the first. Transposing, the boundary conditions can thus be written for $z$ on $\gamma$ as:

$$
\begin{align*}
i(\alpha+i \beta) P(z)+2 \beta \Phi(z) & =A^{*}(z)  \tag{4.5.3}\\
(\alpha+i \beta) P(z)+2 \alpha \Phi(z) & =B^{*}(z)
\end{align*}
$$

where

$$
\begin{align*}
& A^{*}(z)=2 X_{n}(z)+i P^{*}(z)\left[G^{\prime}(z)\right]^{-2}(\alpha-i \beta)-(+\cdots)  \tag{4.5.4}\\
& B^{*}(z)=-2 Y_{n}(z)-P^{*}(z)\left[G^{\prime}(z)\right]^{-2}(\alpha-i \beta)-(+\cdots)
\end{align*}
$$

where $+\cdots$ has the same meaning as in (4.5.2). Now notice that $P^{*}(z), \varphi^{*}(z)$ and $\psi^{*}(z)$ are analytic and constructed for $z \in \hat{\Omega} \cup \gamma$, from the function $u$ and its derivatives for $z$ in $\Omega \cup \gamma$. Also notice that $P^{*}(z), \varphi^{* \prime}(z)$ and $\psi^{* \prime}(z)$ are continuous on $\hat{\Omega} \cup \gamma$. From these facts, and the hypothesis that $X_{n}(z)$ and $Y_{n}(z)$ are analytic in $\Omega \cup \gamma \cup \hat{\Omega}$ we see that $A^{*}(z)$ and $B^{*}(z)$ are known and analytic for $z$ in $\hat{\Omega}$ and continuous for $z$ in $\hat{\Omega} \cup \gamma$. Now since the determinant of (4.5.3) does not vanish for $z$ in $\Omega \cup \gamma \cup \hat{\Omega}$, we can solve for $P(z)$ and $\Phi(z)$ for $z \in \gamma$.
4.6 and 4.7. The equations (4.5.3.) analytically continue $P(z)$ and $\Phi(z)$ into $\gamma \cup \hat{\Omega}$. Since $P(z)$ and $\Phi(z)$ are known in $\Omega \cup \gamma$ by 4.4.A, we have thus obtained the analytic extension of $P(z)$ and $\Phi(z)$ into $\Omega \cup \gamma \cup \hat{\Omega}$.
4.8. To see that the analytic extension of $P(z)$ and $\Phi(z)$ into $\hat{\Omega}$ insures the analytic extension of $\varphi(z)$ and $\psi(z)$ into $\hat{\Omega}$, set, for $z \in \hat{\Omega} \cup \gamma$, $z_{0} \in \gamma$ :

$$
\varphi_{e x}(z)=\int_{z_{0}}^{x} \Phi(t) d t+\varphi\left(z_{0}\right) .
$$

Then for $z$ on $\gamma, \varphi_{\theta z}(z)=\varphi(z)$ and thus $\varphi_{\theta z}(z)$ is the analytic continuation of $\varphi(z)$ into $\hat{\Omega}$.

For $z$ in $\Omega \cup \gamma \cup \hat{\Omega}$ set

$$
\Psi(z) \equiv P(z)-G(z) \varphi^{\prime \prime}(z)
$$

where we know the right hand side is analytic for $z \in \Omega \cup \gamma \cup \hat{\Omega}$. But $\Psi(z)=\psi^{\prime \prime}(z)$ for $z$ on $\Omega$ by definition (4.4.0); therefore, $\Psi(z)$ analytically continues $\psi^{\prime \prime}(z)$ into $\hat{\Omega}$. Now, for $z \in \Omega \cup \gamma \cup \hat{\Omega}, z_{0} \in \gamma$, set:

$$
\psi_{e x}(z)=\int_{z_{0}}^{z}(z-t) \Psi(t) d t+\left(z-z_{0}\right) \psi^{\prime}\left(z_{0}\right)+\psi\left(z_{0}\right) .
$$

Then

$$
\psi_{e x}^{\prime \prime \prime}(z)=\Psi(z)=\psi^{\prime \prime}(z) \text { for } z \text { in } \Omega \cup \gamma \cup \hat{\Omega}
$$

and

$$
\psi_{e x}\left(z_{0}\right)=\psi\left(z_{0}\right) \text { and } \psi_{e x}^{\prime}\left(z_{0}\right)=\psi^{\prime}\left(z_{0}\right)
$$

and thus $\psi_{e x}(z)$ analytically continues $\psi(z)$ into $\widehat{\Omega}$.
Thus $\varphi(z)$ and $\psi(z)$ are analytic functions for $z \in \Omega \cup \gamma \cup \hat{\Omega}$; therefore for $z$ in $\Omega \cup \gamma \cup \hat{\Omega}$, the functions:

$$
\begin{aligned}
& \varphi_{2}^{*}(z)=\overline{\varphi(\bar{z})}=\overline{\varphi[\overline{G(z)}]} \\
& \psi_{1}^{*}(z)=\overline{\psi(\hat{z})}=\overline{\psi[\overline{G(z)}]}
\end{aligned}
$$

are analytic. Moreover $\varphi_{1}^{*}(z)$ and $\psi_{i}^{*}(z)$ agree with $\varphi^{*}(z)$ and $\psi^{*}(z)$ respectively for $z$ in $\hat{\Omega} \cup \gamma$. Thus $\varphi_{1}^{*}(z)$ and $\psi_{1}^{*}(z)$ are the analytic continuations of $\varphi^{*}(z)$ and $\psi^{*}(z)$ respectively into $\Omega \cup \gamma \cup \hat{\Omega}$; we shall drop the subscripts on $\varphi_{1}^{*}$ and $\psi_{1}^{*}$ :

Now set for $z \in \Omega \cup \gamma \cup \hat{\Omega}$.

$$
2 u_{\varepsilon z}(x, y)=G(\hat{z}) \varphi(z)+z \varphi^{*}(\hat{z})+\psi(z)+\psi^{*}(\hat{z}) .
$$

Since $G(\hat{z})=\bar{z}, \varphi^{*}(\hat{z})=\overline{\varphi(z)}$ and $\psi^{*}(\hat{z})=\overline{\psi(z)}$ for $z$ in $\Omega \cup \gamma \cup \hat{\Omega}$,

$$
2 u_{e x}(x, y)=\bar{z} \varphi(z)+z \overline{\varphi(z)}+\psi(z)+\overline{\psi(z)}
$$

which is biharmonic in $\Omega \cup \gamma \cup \widehat{\Omega}$. But $u_{e x}$ agrees (including derivatives) with $u(x, y)$ on $\Omega \cup \gamma$ and therefore it is the biharmonic continuation of $u(x, y)$ into $\Omega \cup \gamma \cup \hat{\Omega}$.
6. Applications to special geometrical configurations. If the function $G(z)$ is explicitly available, the previous results show that the analytic extension of $u$ in the first boundary value problem, which was just given, permits this extension expressed in terms of quadratures.
$G(z)$ is explicitly known if $\gamma$ is explicitly given in an analytic parameter representation $z=f(t)$. Let $t=f^{-1}(z)$, then

$$
\begin{equation*}
G(z)=\overline{f\left[\overline{f^{-1}(z)}\right]} . \tag{6.1}
\end{equation*}
$$

Other examples are the circle (about the origin of radius $a$ where

$$
\begin{equation*}
G(z)=a^{2} z^{-1} \tag{6.2}
\end{equation*}
$$

and the ellipse $b^{2} x^{2}+a^{2} y^{2}=a^{2} b^{2}$ where

$$
\begin{equation*}
G(z)=\frac{z\left(a^{2}+b^{2}\right) \pm 2 a b \sqrt{ }\left(z^{2}+b^{2}-a^{2}\right)}{a^{2}-b^{2}} . \tag{6.3}
\end{equation*}
$$

We collect the formulae which give the reflection of $u$ in terms of functions in $\Omega$, known through $u$.

From (2.1)

$$
\alpha(z)=(1 / 2)\left[\sqrt{ } G^{\prime}(z)+1 / \sqrt{ } G^{\prime}(z)\right], \quad \beta(z)=(1 / 2 i)\left[1 / \sqrt{ } G^{\prime}(z)-\sqrt{ } G^{\prime}(z)\right] .
$$

From (4.5.4)

$$
\begin{aligned}
A^{*}(z)= & 2 X_{n}(z)+\frac{i P^{*}(z)(\alpha-i \beta)}{\left[G^{\prime}(z)\right]^{2}} \\
& -\frac{i\left[z \varphi^{* \prime}(z)+\psi^{* \prime}(z)\right](\alpha-i \beta) G^{\prime \prime}(z)}{\left[G^{\prime}(z)\right]^{3}}-\frac{2 \beta \varphi^{* \prime}(z)}{G^{\prime}(z)}, \\
B^{*}(z)= & -2 Y_{n}(z)-\frac{P^{*}(z)(\alpha-i \beta)}{\left[G^{\prime}(z)\right]^{2}} \\
& -\frac{\left[z \varphi^{* \prime}(z)+\psi^{*}(z)\right](\alpha-i \beta) G^{\prime \prime}(z)}{\left[G^{\prime}(z)\right]^{3}}+\frac{2 \alpha \varphi^{* \prime}(z)}{G^{\prime}(z)} .
\end{aligned}
$$

We can evaluate $A^{*}(z)$ and $B^{*}(z)$ for any point $z$ in $\hat{\Omega}$ by means of (3.0), (3.1), (3.3) and (4.4B):

$$
\begin{aligned}
\varphi^{*}(z) & =\overline{\varphi(\hat{z})}, \quad \psi^{*}(z)=\overline{\psi(\hat{z})}, \quad P^{*}(z)=z \varphi^{* \prime \prime}(z)+\psi^{* \prime \prime}(z), \\
\varphi(z) & =(1 / 4) \int_{z_{0}}^{z}[\Delta u+i v] d t, \quad \psi_{1}(x, y)=u-\operatorname{Re}\{\bar{z} \varphi(z)\}, \\
\psi(z) & =\psi_{1}(x, y)+i \psi_{2}(x, y),
\end{aligned}
$$

once we know $G(z)$. From (4.5.3) and (2.1)

$$
\begin{aligned}
\Phi(z) & =(1 / 2) V G^{\prime}(z)\left[B^{*}(z)+i A^{*}(z)\right], \\
P(z) & =-i G^{\prime}(z)\left[\alpha(z) A^{*}(z)-\beta(z) B^{*}(z)\right] .
\end{aligned}
$$

for $z$ in $\hat{\Omega} \cup \gamma$. By means of;

$$
\varphi(z)=\int_{z_{0}}^{z} \phi(t) d t+\varphi\left(z_{0}\right)
$$

$$
\psi(z)=\int_{z_{0}}^{z} d t(z-t)\left[P(t)-G(t) \varphi^{\prime \prime}(t)\right]+\left(z-z_{0}\right) \psi^{\prime}\left(z_{0}\right)+\psi\left(z_{0}\right)
$$

we find the value of $\varphi(z)$ and $\psi(z)$ for $z$ in $\Omega$. This finally yields:

$$
2 u(x, y)=\bar{z} \varphi(z)+z \overline{\varphi(z)}+\psi(z)+\overline{\psi(z)}
$$

for $z$ in $\hat{\Omega}$.

## Appendix

Lemma 1. Let $g(r, \theta)$ be harmonic on the open unit disc and continuous on the closed unit disc and let $\bar{g}_{\theta}(\theta)=g_{\theta}(1, \theta)$ be continuous on the boundary of the unit disc, then $g_{\theta}(r, \theta)$ is continuous on the closed unit disc.

Proof. For $r<1$, let:

$$
g(r, \theta)=\frac{a_{0}}{2}+\sum_{n=1}^{\infty} r^{n}\left[a_{n} \cos n \theta+b_{n} \sin n \theta\right]
$$

where

$$
\left\{\begin{array}{l}
a_{n} \\
b_{n}
\end{array}\right\}=\frac{1}{\pi} \int_{-\pi}^{\pi} g(1, t)\left\{\begin{array}{l}
\cos n t \\
\sin n t
\end{array}\right\} d t
$$

Let $H[r, \theta ; \bar{g}]$ be the harmonic function of the continuous boundary values $\bar{g}$. Its Fourier coefficients are:

$$
\begin{aligned}
\left\{\begin{array}{l}
A_{n} \\
B_{n}
\end{array}\right\} & =\frac{1}{\pi} \int_{-\pi}^{\pi} \bar{g}(t)\left\{\begin{array}{l}
\cos n t \\
\sin n t
\end{array}\right\} d t \\
& =+\frac{n}{\pi} \int_{-\pi}^{\pi} g(1, t)\left\{\begin{array}{r}
\sin n t \\
-\cos n t
\end{array}\right\} d t=n\left\{\begin{array}{c}
b_{n} \\
-a_{n}
\end{array}\right\} .
\end{aligned}
$$

Hence

$$
H\left[r, \theta ; \bar{g}_{\theta}\right]=\frac{\partial}{\partial \theta} g(r, \theta) \quad \text { for } r<1
$$

But $H\left[r, \theta, \bar{g}_{\theta}\right]$ is continuous on the closed dise $r \leqq 1$. Thus $(\partial / \partial \theta) g(r, \theta)$ is continuous in $r \leqq 1$, with boundary values $\bar{g}_{\theta}$.

Lemma 2. Let $g(r, \theta)$ be harmonic on the open unit disc $D$, be continuous on $D \cup \beta$, where $\beta$ is an open subinterval of the boundary of $D$, and let $\bar{g}_{\theta}(\theta)=g_{\theta}(1, \theta)$ be continuous on $\beta$, then $g_{\theta}(r, \theta)$ is continuous on $D \cup \beta$.

Proof. Let $\alpha$ be any subarc whose closure belongs to $\beta$. Let
$h(\theta)$ be such that

$$
h(\theta)= \begin{cases}g(1, \theta) & \text { on } \alpha \\ 0 & \text { outside of } \beta \\ \text { in } C^{1} & \text { on } \partial D\end{cases}
$$

Let $h(r, \theta)$ be the harmonic function with $h(\theta)$ as boundary values. Consider

$$
k(r, \theta)=g(r, \theta)-h(r, \theta) \text { in } D \cup \beta
$$

Then $k(1, \theta)=0$ on $\alpha$ and $k(r, \theta)$ is continuous on $D \cup \beta$. Since $k(1, \theta)=0$ on $\alpha$ it is analytically extensible across $\alpha$ by a well known formula. Hence $k(r, \theta)$ is continuous on and near $\alpha$. Now $g(r, \theta)=$ $h(r, \theta)+k(r, \theta)$ on $D \cup \beta$ where $h(r, \theta)$ is continuous by Lemma 1 for $0 \leqq r \leqq 1$, we find therefore $g(r, \theta)$ is continuous on $D \cup \alpha$; here $\alpha$ is an arbitrary subarc of $\beta$. Thus the result.

Theorem. Let $f(z)=f\left(r e^{i \theta}\right)$ be analytic on the open unit disc $D$, continuous on $D \cup \beta$ (see Lemma 2) and let $f\left(e^{i}\right)$ be continuous on $\beta$, then $f^{\prime}(z)$ is continuously extensible into $D \cup \beta$, with $-i e^{-i \theta} f_{t}\left(e^{i \theta}\right)$ as boundary values on $\beta$.

Proof. By applying Lemma 2 to the real and imaginary parts of $f(z)$ we get that $f(z)$ is continuous on $D \cup \beta$. As $f$ is analytic on $D, f(z)=i r e^{i \theta} f^{\prime}(z)$.

Corollary. If $f(z)$ is analytic on an open simply connected set $\Omega$, continuous on $\Omega \cup \gamma$, where $\gamma$ is an open analytic arc of the boundary of $\Omega$, and if the tangental derivative $f^{\prime}(z)$ is continuous on $\gamma$, then $f^{\prime}(z)$ is continuous on $\Omega \cup \gamma$.

Proof. The hypothesis and conclusion are invariant under conformal mapping, of $\Omega \cup \gamma$, hence the Theorem yields the Corollary.
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