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1. Introduction. Let $H$ be a real or complex Hilbert space and $A$ an operator with domain $D$ in $H$. We consider the differential operators

$$
\begin{align*}
& \frac{d u}{d t}-A u  \tag{1.1}\\
& \frac{d^{2} u}{d t^{2}}-A u \tag{1.2}
\end{align*}
$$

and we investigate the Cauchy problem for differential equations and inequalities in which (1.1) and (1.2) are the principal parts. In general, we shall suppose that $A$ is a nonlinear, unbounded operator, neither symmetric nor antisymmetric, and dependent on $t$. In $\S \S 2$ and 3 we consider the case where $A$ is a linear operator.

Operators of the type in (1.1) were considered by Agmon and Nirenberg [1] who used a convexity argument to establish not only uniqueness theorems for the Cauchy problem but also maximal rates of decay as $t \rightarrow \infty$.

In $\S 2$ we treat linear operators $A$ which can be represented in the form $A=M+N$ where $M$ is symmetric and $N$ is antisymmetric. These hypotheses are used mainly for computational convenience. Instead of symmetry, the actual principal hypothesis on $M$. is the inequality

$$
\begin{gather*}
\frac{d}{d t} \operatorname{Re}(M(t) u(t), u(t))-2 \operatorname{Re}\left(M(t) u(t), u^{\prime}(t)\right)  \tag{1.3}\\
\geqq-\gamma_{3}\|M(t) u(t)\|\|u(t)\|-\gamma_{4}\|u(t)\|^{2}
\end{gather*}
$$

where $\gamma_{3}, \gamma_{4}$ are positive constants. Thus the results of Section 2, when applied to differential operators $A$, are not restricted to those operators for which the principal part is self-adjoint. Furthermore, the condition of antisymmetry on $N$ is easily relaxed. The arguments in §2 are applicable almost without change if $N$ satisfies either the inequality

$$
\operatorname{Re}(N(t) u(t), u(t)) \leqq \gamma(t)\|u(t)\|^{2}
$$

or

$$
\operatorname{Re}(N(t) u(t), u(t)) \geqq-\gamma(t)\|u(t)\|^{2}
$$

for some positive function $\gamma=\gamma(t)$. For computational convenience the theorems in Section 2 will be established for the case $M$ symmetric and $N$ antisymmetric. The differential inequality we investigate is of the type

$$
\begin{equation*}
\left\|\frac{d u}{d t}(t)-A(t) u(t)\right\|^{2} \leqq \gamma(t)\left[\omega(t)+\int_{0}^{t} \omega(s) d s\right] \tag{1.4}
\end{equation*}
$$

where

$$
\omega(t)=\|u(t)\|^{2}+\|M(t) u(t)\|\|u(t)\|
$$

and $\gamma$ is a prescribed function of $t$. We note that (1.4) is more than a customary semi-linear inequality since $M$, the symmetric part of $A$, occurs on the right side. In the cases which occur most frequently, that is when $A$ is a partial differential operator, the part $M$ corresponds to the principal part of the differential operator while $N$ frequently corresponds to the terms of lower order. Thus the inequality (1.4) allows the differential operator (1.1) to be estimated in terms of the norm of its principal part. In the paper [1], Agmon and Nirenberg decompose $A$ into the sum of three operators, of which one is symmetric and the other two are antisymmetric. While this decomposition is more general than the one we employ of a decomposition into one symmetric and one antisymmetric operator, the broader class of inequalities (1.4) which we treat, together with the conditions we impose on $M$ and $N$, enables us to include the uniqueness results in [1] as a special case. The method we employ is one of weighted $L_{2}$-estimates, a technique that was developed for differential operators in [15] and extended by Murray [10], Murray and Protter [12], and Ogawa [13, 14].

In a series of papers Levine [5-9] employed the convexity method to study the Cauchy problem for broad classes of first order and second order differential inequalities. He considered principal parts of the form $P(d u / d t)-A u$ and $P\left(d^{2} u / d t^{2}\right)+Q(d u / d t)-A u$ where $P$ and $Q$ are also linear operators which depend on $t$. The results he obtains overlap with ours, and it is not likely that the weighted $L_{2}$-method which we employ can be applied to these more general operators without making some unusual assumptions about the interaction of the operators $P$ and $Q$ with $A$ - assumptions not required in the convexity method.

A detailed analysis of the asymptotic behavior of solutions of equations and inequalities has been made by similar methods for partial differential operators. Murray [11] considered ultrahyperbolic operators, Ogawa [14] discussed hyperbolic operators, Knops and Payne [3, 4], and Knops, Levine and Payne [2] investigated
both the abstract problem and its applications to elasticity.
In $\S 3$ we consider second order inequalities of the type

$$
\left\|\frac{d^{2} u}{d t^{2}}-A u\right\|^{2} \leqq \gamma\left[\mu(t)+\int_{0}^{t} \mu(s) d s\right]
$$

where

$$
\mu(t)=\|u(t)\|^{2}+\left\|u^{\prime}(t)\right\|^{2}+|(M(t) u(t), u(t))|
$$

and $A=M+N$. We establish the uniqueness of solutions of the Cauchy problem under appropriate conditions on $M$ and $N$.

For both first and second order operators we show that solutions which exist for all $t>0$ cannot decay too rapidly as $t \rightarrow \infty$ without being identically zero.

In $\S \S 4$ and 5 first and second order inequalities with nonlinear operators are considered. In the first order case, we show that the usual convexity argument can be modified to treat inequalities of the form

$$
\left\|\frac{d u}{d t}-A u\right\|^{2} \leqq \gamma_{1}\|u\|^{2}+\gamma_{2}|\operatorname{Re}(A u, u)|
$$

where an appropriate one-sided bound is placed on $\operatorname{Re}(A u, u)$. The persistence of the zero solution of the Cauchy problem is shown and maximal rates of decay are obtained. If $A$ satisfies a differentiability condition of the form (1.3) (with $M$ replaced by $A$ ), then we may perturb $A$ by another nonlinear operator $B$, with appropriate one-sided bounds on $\operatorname{Re}(B u, u)$ and $\operatorname{Re}(A u, B u)$, and obtain analogous results for the inequality

$$
\frac{d u}{d t}-A u-B u\left\|^{2} \leqq \gamma_{1}\right\| u\left\|^{2}+\gamma_{2}\right\| A u\| \| u \|
$$

In the second order case we obtain similar results for inequalities of the form

$$
\left\|\frac{d^{2} u}{d t^{2}}-A u-B u\right\|^{2} \leqq \gamma_{1}\|u\|^{2}+\gamma_{2}\left\|u^{\prime}\right\|^{2}+\gamma_{3}|\operatorname{Re}(A u, u)|
$$

2. First order linear operators. Let $H$ be a complex Hilbert space with the usual inner product and norm. We shall consider functions

$$
u:[0, T) \longrightarrow H
$$

with $T=+\infty$ allowed. The strong derivative of $u$,

$$
u^{\prime}(t)=\lim _{h \rightarrow 0} \frac{1}{h}[u(t+h)-u(t)]
$$

where the limit is taken in the Hilbert space norm, is assumed to exist for all $t$ in ( $0, T$ ).

We shall suppose throughout this section that $u$ satisfies the following two conditions:
(i) $u \in C([0, T) ; H) \cap C^{1}((0, T) ; H)$
(ii) $\left\|u^{\prime}(t)\right\| \leqq K$ on ( $0, T$ ), $K$ a constant.

Let $A=A(t)$ be a linear operator on $H$ for each $t \in(0, T)$ which, in general, will be unbounded. We shall suppose that $A$ can be decomposed

$$
A(t)=M(t)+N(t)
$$

where $M$ is symmetric and $N$ anti-symmetric with respect to the inner product of $H$. We assume that $D_{t}$, the domain of $M(t)$ and $N(t)$, is a linear manifold in $H$.

We shall be concerned with the Cauchy problem for the differential operator

$$
\begin{equation*}
L u \equiv u^{\prime}-A u \equiv u^{\prime}-M u-N u \tag{2.1}
\end{equation*}
$$

for $u(t) \in D_{t}$ with mild restrictions on the operator $A$. The first hypothesis concerns the relationship between $M$ and $N$. We assume

$$
\begin{equation*}
\operatorname{Re}(M(t) w, \quad N(t) w) \geqq-\gamma_{1}\|M(t) w\| \cdot\|w\|-\gamma_{2}\|w\|^{2} \tag{I}
\end{equation*}
$$

for all $t \in(0, T)$ and $w \in D_{t} ; \gamma_{1}$ and $\gamma_{2}$ are positive constants. We note that if $A$ is either symmetric or antisymmetric, then (I) is automatically satisfied. Furthermore we assume that $u(t) \in D_{t}, t \in$ ( $0, T$ ), that $M . u, N u \in C((0, T) ; H)$, and that $\|M(t) u(t)\|,\|N(t) u(t)\| \leqq$ $K$ on ( $0, T$ ).

The second hypothesis concerns only the action of the symmetric part of $A$ on functions $u$ which satisfy the differential inequality to be treated. We suppose

$$
\begin{align*}
& \frac{d}{d t}(M(t) u(t), u(t))-2 \operatorname{Re}\left(M(t) u(t), u^{\prime}(t)\right)  \tag{II}\\
& \quad \geqq-\gamma_{3}\|M(t) u(t)\|\|u(t)\|-\gamma_{4}\|u(t)\|^{2}
\end{align*}
$$

where $\gamma_{3}$ and $\gamma_{4}$ are positive constants. Of course, (II) implies that ( $M u, u$ ) is differentiable, and we shall suppose for convenience that $(d / d t)(M u, u)$ is continuous on ( $0, T$ ).

The following weighted $L_{2}$ inequality for the operator $L$ acting on functions with compact support is basic.

Lemma 1. Suppose $0<T_{0}<1$ and $t_{0}>0$ is such that $t_{0}+T_{0}<$ 1. Assume that $u(t)$ has compact support on $[0, T]$. Then for all sufficiently large $\beta>0$, the size depending only on $\gamma_{i}, i=1, \cdots, 4$,
the following inequality holds:

$$
\begin{align*}
& \beta^{2} \int_{0}^{T_{0}} \tau^{-\beta-2} e^{2 \tau-\beta}\|u\|^{2} d t+C_{0} \int_{0}^{T_{0}} \tau^{\beta} e^{2 \tau-\beta}\|M u\|^{2} d t  \tag{2.2}\\
& \quad \leqq C_{1} \int_{0}^{T_{0}} e^{2 \tau-\beta}\|L u\|^{2} d t
\end{align*}
$$

where $\tau=t+t_{0}$ and $C_{0}, C_{1}$ are absolute constants.
Proof. For convenience we set $\phi(t)=-\left(t+t_{0}\right)^{-\beta}$ and define $v=e^{-\phi} u$. Then

$$
L u=e^{\phi}\left[v^{\prime}+\phi^{\prime} v-M v-N v\right],
$$

and defining $\alpha=\alpha(t)$ a continuous function from [ $0, T$ ) to $R^{1}$ to be chosen later, we have

$$
e^{-2 \phi}\|L u\|^{2}=\left\|v^{\prime}+\phi^{\prime} v-\alpha M v-(1-\alpha) M v-N v\right\|^{2} .
$$

Therefore, integrating with respect to $t$ from 0 to $T_{0}$, we find

$$
\begin{align*}
& \int e^{-2 \phi}\|L u\|^{2} \geqq 2 \operatorname{Re} \int\left(v^{\prime}-\alpha M v-N v, \phi^{\prime} v-(1-\alpha) M v\right) \\
&= 2 \operatorname{Re} \int \phi^{\prime}\left(v^{\prime}, v\right)+2 \int \alpha(1-\alpha)\|M v\|^{2}-2 \int \alpha \phi^{\prime}(M v, v)  \tag{2.3}\\
&-2 \operatorname{Re} \int(1-\alpha)\left(v^{\prime}, M v\right)+2 \operatorname{Re} \int(1-\alpha)(N v, M v) \\
& \equiv I_{1}+\cdots+I_{5} .
\end{align*}
$$

We estimate each of the integrals $I_{i}$ :

$$
I_{1}=\int\left(\phi^{\prime}\|v\|^{2}\right)^{\prime}-\int \phi^{\prime \prime}\|v\|^{2}=-\int \phi^{\prime \prime}\|v\|^{2}
$$

We now restrict the choice of $\alpha(t)$ so that $0<\alpha<1 / 2$. Hence

$$
I_{2}=2 \int \alpha(1-\alpha)\|M v\|^{2} \geqq \int \alpha\|M v\|^{2}
$$

We use the Cauchy inequality in $I_{3}$ to obtain

$$
I_{3}=-2 \int\left(M v, \alpha \phi^{\prime} v\right) \geqq-\int \delta\|M v\|^{2}-\int \frac{1}{\delta} \alpha^{2} \phi^{\prime 2}\|v\|^{2}
$$

for any $\delta>0$. For $I_{4}$ we employ hypothesis (II) to get

$$
\begin{aligned}
I_{4} & =-2 \operatorname{Re} \int(1-\alpha)\left(v^{\prime}, M v\right)=-2 \operatorname{Re} \int(1-\alpha) e^{-2 \phi}\left(u^{\prime}-\phi^{\prime} u, M u\right) \\
& =-2 \operatorname{Re} \int(1-\alpha) e^{-2 \phi}\left(u^{\prime}, M u\right)+2 \int(1-\alpha) e^{-2 \phi} \phi^{\prime}(u, M u)
\end{aligned}
$$

$$
\begin{aligned}
\geqq & \int(1-\alpha) e^{-2 \phi}\left[-\frac{d}{d t}(M u, u)-\gamma_{3}\|M u\| \cdot\|u\|-\gamma_{4}\|u\|^{2}\right] \\
& +2 \int(1-\alpha) e^{-2 \phi} \phi^{\prime}(u, M u) \\
= & \int\left\{-\frac{d}{d t}\left[(1-\alpha) e^{-2 \phi}(M u, u)\right]-\alpha^{\prime} e^{-2 \phi}(M u, u)\right. \\
& -2(1-\alpha) \phi^{\prime} e^{-2 \phi}(M u, u)-\gamma_{3}(1-\alpha) e^{-2 \phi}\| \| M u\|\cdot\| u \| \\
& \left.-\gamma_{4}(1-\alpha) e^{-2 \phi}\|u\|^{2}\right\}+2 \int(1-\alpha) e^{-2 \phi} \phi^{\prime}(u, M u) \\
= & \int\left[-\alpha^{\prime}(M v, v)-\gamma_{3}(1-\alpha)\|M v\| \cdot\|v\|-\gamma_{4}(1-\alpha)\|v\|^{2}\right] .
\end{aligned}
$$

Using the Cauchy inequality again, we find

$$
I_{4} \geqq \int\left[-d_{1}\|M v\|^{2}-d_{2}\|v\|^{2}\right]
$$

where

$$
\begin{aligned}
& d_{1}=\frac{1}{2}\left(\left|\alpha^{\prime}\right| \varepsilon_{1}+(1-\alpha) \gamma_{3} \varepsilon_{2}\right), \\
& d_{2}=\frac{1}{2}\left(\frac{1}{\varepsilon_{1}}\left|\alpha^{\prime}\right|+\frac{1}{\varepsilon_{2}}(1-\alpha) \gamma_{3}+2 \gamma_{4}(1-\alpha)\right)
\end{aligned}
$$

and $\varepsilon_{1}, \varepsilon_{2}$ are arbitrary positive quantities. We employ (I) to estimate $I_{5}$ :

$$
I_{5} \geqq \int-d_{3}\|M v\|^{2}-d_{4}\|v\|^{2}
$$

where

$$
d_{3}=\gamma_{1}(1-\alpha) \varepsilon_{3}, d_{4}=\gamma_{1}(1-\alpha) \frac{1}{\varepsilon_{3}}+2 \gamma_{2}(1-\alpha)
$$

and $\varepsilon_{3}$ is an arbitrary positive quantity. Combining the estimates for $I_{1}, \cdots, I_{5}$, we obtain

$$
\begin{aligned}
\int e^{-2 \phi}\|L u\|^{2} \geqq & \int\|v\|^{2}\left[-\phi^{\prime \prime}-\frac{1}{\delta} \alpha^{2} \phi^{\prime 2}-d_{2}-d_{4}\right] \\
& +\|M v\|^{2}\left[\alpha-\delta-d_{1}-d_{3}\right]
\end{aligned}
$$

We choose $\delta=d_{1}=d_{3}=\alpha / 4$. Then the coefficient of $\|M v\|^{2}$ is $(1 / 4)(\alpha)$. Also, we select $\varepsilon_{1}=(1 / 4) \alpha /\left|\alpha^{\prime}\right|, \varepsilon_{2}=(1 / 4) \alpha / \gamma_{3}(1-\alpha), \varepsilon_{3}=$ $(1 / 4) \alpha / \gamma_{1}(1-\alpha)$. Finally, we set

$$
\alpha=k_{0} \tau^{\beta}
$$

and taking into account the values $\phi^{\prime \prime}=-\beta(\beta+1) \tau^{-\beta-2}, \dot{\phi}^{\prime 2}=\beta^{2} \tau^{-2 \beta-2}$
we get, for sufficiently small $k_{0}$ and sufficiently large $\beta$, the coefficient of $\|v\|^{2}$ in the form

$$
k_{1} \beta^{2} \tau^{-\beta-2}
$$

where $k_{1}$ is a numerical constant, and clearly $\beta$ depends only on the $\gamma_{i}$.

We now consider functions $u$ which satisfy a differential inequality of the form

$$
\begin{equation*}
\|(L u)(t)\|^{2} \leqq \gamma\left[\omega(t)+\int_{0}^{t} \omega(s) d s\right], \quad t \in(0, T) \tag{2.4}
\end{equation*}
$$

where $L$ is given by (2.1) and

$$
\begin{equation*}
\omega(t)=\|u(t)\|^{2}+\|M(t) u(t)\| \cdot\|u(t)\| . \tag{2.5}
\end{equation*}
$$

Theorem 1. Suppose condition (I) holds, and $u$ satisfies (II) and is a solution of (2.4). If $u(0)=0$, then $u \equiv 0$ on $[0, T)$.

Proof. We shall show that $u \equiv 0$ on $\left[0, T_{0}\right.$ ) for sufficiently small $T_{0}$. Then a step-by-step procedure establishes the result on $[0, T)$. Let $\varepsilon>0$ be given and define the $C^{\infty}$ function $\zeta(t)=1$ for $0 \leqq t \leqq T_{0}-\varepsilon,=0$ for $t \geqq T_{0}$, and such that $0<\zeta<1$ for $T_{0}-\varepsilon<$ $t<T_{0}$.

The function $\zeta u$ satisfies property (II), since

$$
\begin{aligned}
\frac{d}{d t} & (M(\zeta u), \zeta u)-2 \operatorname{Re}\left(M(\zeta u),(\zeta u)^{\prime}\right) \\
& =\frac{d}{d t} \zeta^{2}(M u, u)-2 \zeta^{2} \operatorname{Re}\left(M u, u^{\prime}\right)-2 \zeta \zeta^{\prime}(M u, u) \\
& =\zeta^{2}\left[\frac{d}{d t}(M u, u)-2 \operatorname{Re}\left(M u, u^{\prime}\right)\right] \\
& \geqq-\zeta^{2}\left[\gamma_{3}\|M u\|\|u\|+\gamma_{4}\|u\|^{2}\right] \\
& =-\gamma_{3}\|M(\zeta u)\|\|\zeta u\|-\gamma_{4}\|\zeta u\|^{2} .
\end{aligned}
$$

Properties (i), (ii), and the other hypotheses of Lemma 1 are easily verified for $\zeta u$. Hence we may apply Lemma 1 to the function $\zeta u$ to obtain

$$
\begin{align*}
& \beta^{2} \int_{0}^{T_{0}-\varepsilon} \tau^{-\beta-2} e^{2 \tau^{-\beta}}\|u\|^{2} d t+C_{0} \int_{0}^{T_{0}-\varepsilon} \tau^{\beta} e^{2 \tau^{2-\beta}}\|M u\|^{2} d t  \tag{2.6}\\
& \quad \leqq C_{1} \int_{0}^{T_{0}-\varepsilon} e^{2 \tau^{2-\beta}}\|L u\|^{2} d t+C_{1} \int_{T_{0}-\varepsilon}^{T_{0}} e^{2 \tau^{2}-\beta}\|L(\zeta u)\|^{2} d t .
\end{align*}
$$

From (2.4) we find

$$
\begin{gathered}
\int_{0}^{T_{0}-\varepsilon} e^{2 \tau^{-\beta}}\|L u\|^{2} d t \leqq \gamma \int_{0}^{T_{0}-\varepsilon} e^{2 \tau-\beta}\left(\omega(t)+\int_{0}^{t} \omega(s) d s\right) d t \\
\quad \leqq \gamma \int_{0}^{T_{0}-\varepsilon} e^{2 \tau-\beta} \omega(t) d t+\gamma \int_{0}^{T_{0}-\varepsilon} e^{2 \tau-\beta} \int_{0}^{t} \omega(s) d s d t \\
\quad=\gamma \int_{0}^{T_{0}-\varepsilon} e^{2 \tau-\beta} \omega(t) d t+\gamma \int_{0}^{T_{0}-\varepsilon} \int_{s}^{T_{0}-\varepsilon} \omega(s) e^{2 \tau-\beta} d t d s
\end{gathered}
$$

Since $\tau<1$, we have $2 \beta \tau^{-\beta-1}>1$ and so

$$
\begin{aligned}
\gamma \int_{0}^{T_{0}-\varepsilon} \int_{s}^{T_{0}-\varepsilon} \omega(s) e^{2 \tau^{-\beta}} d t d s & \leqq \gamma \int_{0}^{T_{0}-\varepsilon} \int_{s}^{T_{0}-\varepsilon} 2 \beta \tau^{-\beta-1} \omega(s) e^{2 \tau-\beta} d t d s \\
& \leqq \gamma \int_{0}^{T_{0}-\varepsilon} \omega(s) e^{2\left(s+t_{0}\right)-\beta} d s
\end{aligned}
$$

Hence

$$
\begin{aligned}
& \int_{0}^{T_{0}-\varepsilon} e^{2 \tau-\beta}\|L u\|^{2} d t \leqq 2 \gamma \int_{0}^{T_{0}-\varepsilon} e^{2 \tau^{-\beta}} \omega(t) d t \\
& \quad \leqq 2 \gamma \int_{0}^{T_{0}-\varepsilon} e^{2 \tau^{-\beta}}\left[\|u(t)\|^{2}+\|M(t) u(t)\| \cdot\|u(t)\|\right] d t \\
& \quad \leqq \int_{0}^{T_{0}-\varepsilon} e^{2 \tau-\beta}\left[2 \gamma\|u(t)\|^{2}+k_{2} \tau^{\beta+1}\|M(t) u(t)\|^{2}\right. \\
& \left.\quad \quad+\frac{1}{k_{2}} \tau^{-\beta-1} \gamma^{2}\|u(t)\|^{2}\right] d t \\
& \quad \leqq k_{k_{2}} \int_{0}^{T_{0}-\varepsilon} e^{2 \tau-\beta} \tau^{\beta+1}\|M(t) u(t)\|^{2} d t \\
& \quad+\int_{0}^{T_{0}-\varepsilon} e^{2 \tau-\beta}\left[2 \gamma+\frac{1}{k_{2}} \tau^{-\beta-1} \gamma^{2}\right]\|u(t)\|^{2} d t
\end{aligned}
$$

Thus for $\beta$ sufficiently large, $k_{2}$ a sufficiently small constant, and $\bar{C}_{1}=2 C_{1}$ we find

$$
\beta^{2} \int_{0}^{T_{0}-\varepsilon} e^{2 \tau-\beta} \tau^{-\beta-2}\|u(t)\|^{2} d t \leqq \bar{C}_{1} \int_{T_{0}-\varepsilon}^{T_{0}} e^{2 \tau-\beta}\|L(\zeta u)\|^{2} d t
$$

Since $e^{2 \tau-\beta} \tau^{-\beta-2} \geqq e^{2\left(T_{0}-\varepsilon\right)^{-\beta}}$ on $\left[0, T_{0}-\varepsilon\right]$ and

$$
e^{2 \tau^{-\beta}} \leqq e^{2\left(T_{0}-\varepsilon\right)^{-\beta}} \text { on }\left[T_{0}-\varepsilon, T_{0}\right],
$$

we have

$$
\beta^{2} \int_{0}^{T_{0}-\varepsilon}\|u(t)\|^{2} d t \leqq \bar{C}_{1} \int_{T_{0}-\varepsilon}^{T_{0}}\left\|L(\zeta u)^{2}\right\| d t
$$

Letting $\beta \rightarrow+\infty$ we find $u \equiv 0$ on $\left[0, T_{0}-\varepsilon\right.$ ). Since $\varepsilon$ is arbitrary we have $u \equiv 0$ on $\left[0, T_{0}\right.$ ).

We may repeat the process on an interval of length less than

1 beginning at $T_{0}$ and thus proceed in a step-by-step manner to conclude that $u \equiv 0$ on [0,T).

The method used to obtain Lemma 1 may be adapted to yield results on the asymptotic behavior of solutions of (2.1) as $t \rightarrow+\infty$. For this purpose we assume that $\gamma_{i}, i=1,2,3,4$ in (I) and (II) now depend on $t$.

The following inequality is a modification of Lemma 1.

Lemma 2. Suppose that $u(1)=0$. Then there are positive constants $k_{2}, k_{3}, k_{4}$ such that for sufficiently large $\beta>0$ and all $T>1$, the following inequality holds:

$$
\begin{align*}
& \int_{1}^{T} k_{2} t^{-\beta} e^{2 t^{\beta}}\|M(t) u(t)\|^{2} d t+\int_{1}^{T}\left[k_{3} \beta^{2} t^{\beta-2}-k_{4} t^{\beta}\left(\gamma_{1}(t)^{2}+\gamma_{3}(t)^{2}\right)\right. \\
& \left.\quad-2 \gamma_{2}(t)-\gamma_{4}(t)\right] e^{2 t^{\beta}}\|u(t)\|^{2} d t-\left(1-4 k_{2} T^{-\beta}\right) e^{2 T^{\beta}}(M(T) u(T), u(T))  \tag{2.7}\\
& \quad-\beta T^{\beta-1} e^{2 T^{\beta}}\|u(T)\|^{2} \leqq \int_{1}^{T} e^{2 t \beta}\|L u(t)\|^{2} d t
\end{align*}
$$

Proof. We proceed as in the proof of Lemma 1, but choose $\phi$ and $\alpha$ differently. The integrals $I_{1}, \cdots, I_{5}$ are defined as before, and we suppose that $\alpha=\alpha(t)$ is such that $0<\alpha<1 / 2$. Then if (2.3) is integrated between 1 and $T$, we have

$$
\begin{aligned}
& I_{1}=\phi^{\prime}(T)\|v(T)\|^{2}-\int_{1}^{T} \phi^{\prime \prime}\|v(t)\|^{2} d t \\
& I_{2}=2 \int_{1}^{T} \alpha(1-\alpha)\|M v(t)\|^{2} d t \geqq \int_{1}^{T} \alpha\|M v\|^{2} d t \\
& I_{3} \geqq-\int_{1}^{T} \delta\|M v\|^{2} d t-\int_{1}^{T} \delta^{-1} \alpha^{2} \phi^{\prime 2}\|v\|^{2} d t \\
& I_{4} \geqq-[1-\alpha(T)](M(T) v(T), v(T))-\int_{1}^{T}\left[d_{1}\|M v\|^{2}+d_{2}\|v\|^{2}\right] d t \\
& I_{5} \geqq \int_{1}^{T}\left[-d_{3}\|M v\|^{2}-d_{4}\|v\|^{2}\right] d t
\end{aligned}
$$

where

$$
\begin{aligned}
& d_{1}=\frac{1}{2}\left(\left|\alpha^{\prime}\right| \varepsilon_{1}+(1-\alpha) \gamma_{3} \varepsilon_{2}\right) \\
& d_{2}=\frac{1}{2}\left(\frac{1}{\varepsilon_{1}}\left|\alpha^{\prime}\right|+\frac{1}{\varepsilon_{2}} \gamma_{3}(1-\alpha)+2 \gamma_{4}(1-\alpha)\right) \\
& d_{3}=\gamma_{1}(1-\alpha) \varepsilon_{3}, d_{4}=\gamma_{1}(1-\alpha) \frac{1}{\varepsilon_{3}}+2 \gamma_{2}(1-\alpha)
\end{aligned}
$$

and $\varepsilon_{1}, \varepsilon_{2}, \varepsilon_{3}$ are arbitrary positive numbers. Thus we find

$$
\begin{aligned}
& \int_{1}^{T} e^{-2 \phi}\|L u\|^{2} d t \geqq \int_{1}^{T}\|v\|^{2}\left[-\phi^{\prime \prime}-\delta^{-1} \alpha^{2} \phi^{\prime 2}-d_{2}-d_{4}\right] d t \\
& \quad+\int_{1}^{T}\|M v\|^{2}\left[\alpha-\delta-d_{1}-d_{3}\right] d t+\phi^{\prime}(T)\|v(T)\|^{2} \\
& \quad-[1-\alpha(T)](M(T) v(T), v(T)) .
\end{aligned}
$$

We make the selections

$$
\dot{\varphi}=-t^{\beta}, \alpha=4 k_{2} t^{-\beta}
$$

with $k_{2}$ a constant, $0<k_{2} \leqq 1 / 8$, so that $0<\alpha \leqq 1 / 2$ for $t \geqq 1$. We choose $\delta=d_{1}=d_{3}=\alpha / 4, \varepsilon_{1}=(1 / 4)\left(\alpha /\left|\alpha^{\prime}\right|\right), \varepsilon_{2}=(1 / 4)\left(\alpha / \gamma_{3}(1-\alpha)\right), \varepsilon_{3}=$ $(1 / 4)\left(\alpha / \gamma_{1}(1-\alpha)\right)$. Then (2.8) becomes

$$
\begin{aligned}
& \int_{1}^{T} e^{2 t^{\beta}}\|L u\|^{2} d t \geqq k_{2} \int_{1}^{T} t^{-\beta} e^{2 t^{\beta}}\|M u\|^{2} d t \\
& \quad+\int_{1}^{T} e^{2 t^{\beta}}\|u\|^{2}\left[\left(\beta^{2}-16 k_{2} \beta^{2}-\beta\right) t^{\beta-2}-\frac{1}{2 k_{2}}(1-\alpha)^{2}\left(\gamma_{3}^{2}+2 \gamma_{1}^{2}\right) t^{\beta}\right. \\
& \left.\quad-(1-\alpha)\left(2 \gamma_{2}+\gamma_{4}\right)-8 k_{2} \beta^{2} t^{-\beta-2}\right] d t-\beta T^{\beta-1} e^{2 T^{\beta}}\|u(T)\|^{2} \\
& \quad-[1-\alpha(T)] e^{2 T^{\beta}}(M(T) u(T), u(T)) .
\end{aligned}
$$

We now select $k_{2}$ so small and $\beta$ so large that

$$
\beta^{2}-\beta-16 k_{2} \beta^{2}-8 k_{2} \beta^{2} t^{-\beta-2}>k_{3} \beta^{2} \text { for all } t \geqq 1
$$

and some positive constant $k_{3}$; then inequality (2.7) is immediate.
We shall show that solutions of differential inequalities similar to (2.4) cannot decay too rapidly as $t \rightarrow+\infty$ without being identically zero. We consider the inequality

$$
\begin{equation*}
\|(L u)(t)\|^{2} \leqq \gamma_{0}(t)\|u(t)\|^{2}+\gamma_{5}(t)\|M(t) u(t)\|\|u(t)\| \tag{2.9}
\end{equation*}
$$

We assume that $u$ is a solution of (2.9) for all $\mathrm{t}>0$ which for all $\beta>0$ satisfies

$$
\begin{align*}
& \lim _{t \rightarrow \infty} e^{2 t^{\beta}}\|u(t)\|^{2}=0 . \\
& \varlimsup_{t \rightarrow \infty} e^{2 t \beta}(M(t) u(t), u(t)) \leqq 0 \tag{2.10}
\end{align*}
$$

Furthermore, we shall suppose that

$$
\begin{align*}
& \gamma_{1}(t), \gamma_{3}(t), \gamma_{5}(t) \text { are } O\left(t^{-1}\right) \text { as } t \rightarrow \infty \\
& \gamma_{0}(t), \gamma_{2}(t), \gamma_{4}(t) \text { are } O\left(t^{n}\right) \text { as } t \rightarrow \infty \text { for some } n \geqq 0  \tag{2.11}\\
& \gamma_{i}, i=0,1, \cdots, 5, \text { are bounded on compact subsets of }(0, \infty) .
\end{align*}
$$

The asymptotic behavior of $u$ is described in the following result. Since no conditions on $u\left(0^{+}\right)$are required, we relax conditions (i)
and (ii) by requiring only that $u \in C^{1}((0, \infty) ; H)$.
Theorem 2. Suppose that $u$ is a solution of (2.9) for all $t>0$, that $u \in C^{1}((0, \infty) ; H)$, and that (I) and (II) hold. Let $\gamma_{i}, i=0,1, \cdots, 5$, satisfy (2.11). If, in addition, $u$ satisfies (2.10), then $u \equiv 0$.

Proof. We will show that $u \equiv 0$ on $\left[t_{0}, \infty\right)$ for each $t_{0}>0$. It suffices to establish this fact for $t_{0}=2$, since the general case involves only a change of scale which leaves the form of our hypotheses unchanged.

Let $\zeta(t)$ be a $C^{\infty}$ function such that $\zeta=0$ for $0 \leqq t \leqq 1, \zeta=1$ for $t \geqq 2$, and $0 \leqq \zeta \leqq 1$ for $1 \leqq t \leqq 2$. Define $v(t)=\zeta(t) u(t)$. Then from Lemma 2 we have for any $T>2$,

$$
\begin{aligned}
& k_{2} \int_{1}^{2} t^{-\beta} e^{2 t \beta}\|M v\|^{2}+k k_{2} \int_{2}^{T} t^{-\beta} e^{2 t^{\beta}}\|M u\|^{2} \\
& \quad \quad+\int_{1}^{T}\left[k_{3} \beta^{2} t^{\beta-2}-k_{4} t^{\beta}\left(\gamma_{1}^{2}+\gamma_{3}^{2}\right)-2 \gamma_{2}-\gamma_{4}\right] e^{2 t^{\beta}}\|v(t)\|^{2} d t \\
& \quad \\
& \quad-\left(1-4 k_{2} T^{-\beta}\right) e^{2 T^{\beta}}(M(T) u(T), u(T))-\beta T^{\beta-1} e^{2 T^{\beta}} \| u\left(T \|^{2}\right. \\
& \quad \leqq \\
& \int_{1}^{2} e^{2 t \beta}\|L v\|^{2}+\int_{2}^{T} e^{2 t \beta}\|L u\|^{2} .
\end{aligned}
$$

Since $\gamma_{i}, i=1, \cdots, 4$, are locally bounded, the integrals on the left from 1 to 2 may be dropped if $\beta$ is sufficiently large, thus strengthening the inequality. Now using (2.9) we obtain

$$
\begin{align*}
& k_{2} \int_{2}^{T} t^{-\beta} e^{2 t \beta}\|M u\|^{2} \\
& \quad \quad+\int_{2}^{T}\left[k_{3} \beta^{2} t^{\beta-2}-k_{4} t^{\beta}\left(\gamma_{1}^{2}+\gamma_{3}^{2}\right)-2 \gamma_{2}-\gamma_{4}\right] e^{2 t^{\beta}}\|u\|^{2}  \tag{2.12}\\
& \quad-\left(1-4 k_{2} T^{-\beta}\right) e^{2 T^{\beta}}(M(T) u(T), u(T))-\beta T^{\beta-1} e^{2 T^{\beta}}\|u(T)\|^{2} \\
& \quad \leqq \\
& \quad \int_{1}^{2} e^{2 t \beta}\|L v\|^{2}+\int_{2}^{T} e^{2 t \beta}\left[\gamma_{0}\|u\|^{2}+\gamma_{5}\|M u\|\|u\|\right] .
\end{align*}
$$

With $\theta$ any positive constant we substitute the inequality

$$
\|M u\|\|u\| \leqq \frac{1}{2} \theta t^{-\beta+1}\|M u\|^{2}+\frac{1}{2 \theta} t^{\beta-1}\|u\|^{2}
$$

into (2.12) getting

$$
\begin{aligned}
& \int_{2}^{T} e^{2 t \beta}\|M u\|^{2}\left[k_{2} t^{-\beta}-\frac{1}{2} \theta \gamma_{5} t^{-\beta+1}\right] \\
& \quad+\int_{2}^{T} e^{2 t \beta}\|u\|^{2}\left[k_{3} \beta^{2} t^{\beta-2}-k_{4} t^{\beta}\left(\gamma_{1}^{2}+\gamma_{3}^{2}\right)-2 \gamma_{2}-\gamma_{4}-\frac{1}{2 \theta} \gamma_{5} t^{\beta-1}-\gamma_{0}\right] \\
& \leqq
\end{aligned}
$$

The hypotheses (2.11) imply that there is a constant $c>0$ such that

$$
\begin{aligned}
& \left|\gamma_{i}(t)\right| \leqq c t^{-1} \text { for } t \geqq 2, i=1,3,5 \\
& \left|\gamma_{i}(t)\right| \leqq c t^{n} \text { for } t \geqq 2, i=0,2,4 .
\end{aligned}
$$

Hence first choosing $\theta$ sufficiently small and then choosing $\beta$ sufficiently large, we find

$$
\begin{aligned}
e^{2 \beta+1} \int_{2}^{T} & \|M u\|^{2} t^{-\beta}\left[k_{2}-\frac{1}{2} \theta c\right] \\
& \quad+e^{2 \beta+1} \int_{2}^{T}\|u\|^{2}\left[t^{\beta-2}\left(k_{3} \beta^{2}-2 k_{4} c^{2}-\frac{c}{2 \theta}\right)-4 c t^{n}\right] \\
\leqq & e^{2 \beta+1} \int_{1}^{2}\|L v\|^{2}+\left(1-4 k_{2} T^{-\beta}\right) e^{2 T^{\beta}}(M(T) u(T), u(T)) \\
& \quad+\beta T^{\beta-1} e^{2 T^{\beta}}\|u(T)\|^{2} .
\end{aligned}
$$

Discarding the first integral on the left, we find that for $\beta$ sufficiently large,

$$
\begin{align*}
& 2^{\beta-3} k_{3} \beta^{2} \int_{2}^{T}\|u\|^{2} \leqq \int_{1}^{2}\|L v\|^{2}  \tag{2.13}\\
& \quad+e^{-2^{\beta+1}}\left[\left(1-4 k_{2} T^{-\beta}\right) e^{2 T^{\beta}}(M(T) u(T), u(T))+\beta T^{\beta-1} e^{2 T^{\beta}}\|u(T)\|^{2}\right]
\end{align*}
$$

Because of (2.10), we have $\beta T^{\beta-1} e^{2 \gamma^{\beta}}\|u(T)\|^{2} \rightarrow 0$ as $T \rightarrow \infty$ since $\beta T^{\beta-1} e^{2 T^{\beta}} \leqq e^{2 T^{\beta+1}}$ for all sufficiently large $T$. Also, since $0<4 k_{2} T^{-\beta}<$ 1 , we find from (2.10) that

$$
\varlimsup_{T \rightarrow \infty}\left(1-4 k_{2} T^{-\beta}\right) e^{2 T \beta}(M(T) u(T), u(T)) \leqq 0
$$

Thus letting $T \rightarrow \infty$ in (2.13), and increasing $\beta$, if necessary, we conclude that $u \equiv 0$ on $[2, \infty)$.

Remarks. (i) Hypothesis (2.11) is quite restrictive, but the differential inequality (2.9) is so general that an assumption of a rate of decay slower than (2.11) yields counterexamples. It also should be observed that no hypothesis is required on the asymptotic behavior of $N$, the antisymmetric part of $A$.
(ii) The conditions of symmetry and antisymmetry on $M$ and $N$, respectively, are actually stronger than is needed and are mainly for computational convenience in the proofs of Lemmas 1 and 2. In both Theorems 1 and 2 we could drop the requirement that $M$ be symmetric, provided that in (II) we replace the term $(d / d t)(M(t) u(t)$, $u(t))$ by $(d / d t) \operatorname{Re}(M(t) u(t), u(t))$. For Theorem 2 the second part of (2.10) would also be replaced by the condition

$$
\varlimsup_{t \rightarrow \infty} e^{2 t^{\beta}} \operatorname{Re}(M(t) u(t), u(t)) \leqq 0 .
$$

The antisymmetry of $N$ was used in the proofs of Lemmas 1 and 2 only to eliminate the integral

$$
\begin{equation*}
-2 \int \rho^{\prime} \operatorname{Re}(N v, v) d t \tag{2.14}
\end{equation*}
$$

by use of the antisymmetry condition

$$
\operatorname{Re}(N(t) w, w)=0,
$$

for all $t \in(0, T)$ and $w \in D_{t}$. (See equation (2.3).) We could weaken this antisymmetry requirement and still obtain acceptable bounds on (2.14) by replacing it with an estimate of the form

$$
\operatorname{Re}(N(t) w, w) \leqq \gamma_{\theta}\|w\|^{2}
$$

in the case of Theorem 1, and by

$$
\operatorname{Re}(N(t) w, w) \geqq-\gamma_{\varepsilon}(t)\|w\|^{2}
$$

in the case of Theorem 2. In Theorem 2 we would also require $\gamma_{\mathrm{e}}(t)=0\left(t^{-1}\right)$ as $t \rightarrow+\infty$. Under these weaker requirements on $M$ and $N$ the proofs of Theorems 1 and 2 and their lemmas would follow as before with only minor and obvious changes.
3. Second order linear operators. As in $\S 2, H$ denotes a complex Hilbert space and $A=A(t)$ a linear operator on $H$ which, in general, is unbounded. We suppose the operator $A$ is decomposable into

$$
A(t)=M(t)+N(t)
$$

where $M$ is symmetric, $N$ is antisymmetric, and $D_{t}$, the domain of $M(t)$ and $N(t)$, is a linear manifold in $H$.

The function $u:[0, T) \rightarrow H$ is assumed to satisfy the following regularity conditions, the derivatives of $u$ being taken in the strong sense:
(iii) $u \in C^{1}([0, T) ; H) \cap C^{2}((0, T) ; H)$
(iv) $\left\|u^{\prime \prime}(t)\right\| \leqq K_{1}$ on ( $0, T$ ); $K_{1}$ a constant
(v) $u(t) \in D_{t}, t \in(0, T)$.

In addition, the operators $M$ and $N$ in acting on $u$ are assumed to satisfy the regularity conditions:
(vi) $M u$ and $N u \in C((0, T) ; H)$
(vii) $\|M(t) u(t)\|,\|N(t) u(t)\| \leqq K_{2}$ on $(0, T), K_{2}$ a constant.

Let $\gamma_{i}, \sigma_{i}, \nu_{i}, i=1,2,3$, be nonnegative continuous functions on ( $0, T$ ). We define for all $t \in(0, T)$ the functions
$F_{i}(t)=\gamma_{i}(t)\|u(t)\|^{2}+\sigma_{i}(t)\left\|u^{\prime}(t)\right\|^{2}+\nu_{i}(t)|(M(t) u(t), u(t))|, \quad i=1,2,3$.

In addition to the continuous differentiability on ( $0, T$ ) of the functions $\operatorname{Re}\left(N(t) u(t), u^{\prime}(t)\right)$ and $(M(t) u(t), u(t))$, we assume the following three basic restrictions on the operators $M$ and $N$, which are required to hold for functions $u$ satisfying (iii)-(vii):
(A) $\quad(d / d t) \operatorname{Re}\left(N(t) u(t), u^{\prime}(t)\right)-\operatorname{Re}\left(N(t) u(t), u^{\prime \prime}(t)\right) \geqq-F_{1}(t)$
(B) $\quad(d / d t)(M(t) u(t), u(t))-2 \operatorname{Re}\left(M(t) u(t), u^{\prime}(t)\right) \geqq-F_{2}(t)$
(C) $\operatorname{Re}(M(t) u(t), N(t) u(t)) \geqq-F_{3}(t)$.

Conditions (A) and (B) are useful for integration by parts, while condition (C) is a restriction on the relation between $M$ and $N$. For example, if $M$ and $N$ commute, then the left side of (C) vanishes and the condition is satisfied automatically.

For the second order differential operator

$$
L u=\frac{d^{2} u}{d t^{2}}-A u=u^{\prime \prime}-M u-N u
$$

the following weighted $L_{2}$-inequality is basic for the subsequent theorems.

Lemma 3. Let $t_{0}, T_{0}$ be positive numbers with $t_{0}+T_{0}<1, T_{0}<$ T. Suppose $u$ satisfies (iii)-(vii) and that (A), (B), and (C) hold. Assume

$$
u(0)=u^{\prime}(0)=u\left(T_{0}\right)=u^{\prime}\left(T_{0}\right)=0
$$

Define $\tau=t+t_{0}$. Then for $\beta$ sufficiently large the following inequality holds:

$$
\begin{align*}
\int_{0}^{T_{0}} e^{2 \tau-\beta} & {\left[\beta^{4} \tau^{-3 \beta-4}-2 \gamma_{1}-2 \beta \tau^{-\beta-1} \gamma_{2}-2 \gamma_{3}\right]\|u(t)\|^{2} d t } \\
& \quad+\int_{0}^{T_{0}} e^{2 \tau-\beta}\left[\beta^{2} \tau^{-\beta-2}-2 \sigma_{1}-2 \beta \tau^{-\beta-1} \sigma_{2}-2 \sigma_{3}\right]\left\|u^{\prime}(t)\right\|^{2} d t \\
\leq & \int_{0}^{T_{0}} e^{2 \tau-\beta}\|(L u)(t)\|^{2} d t  \tag{3.1}\\
& +2 \int_{0}^{T_{0}} e^{2 \tau-\beta}\left[\nu_{1}+\beta \tau^{-\beta-1} \nu_{2}+\nu_{3}\right]|(M(t) u(t), u(t))| d t
\end{align*}
$$

Proof. We set $\varphi(t)=-\tau^{-\beta}=-\left(t+t_{0}\right)^{-\beta}$, and define $v=e^{-\varphi} u$. Then

$$
e^{-2 \varphi}\|L u\|^{2}=\left\|v^{\prime \prime}+2 \varphi^{\prime} v^{\prime}+\left(\varphi^{\prime}\right)^{2} v+\varphi^{\prime \prime} v-M v-N v\right\|^{2} .
$$

It follows that

$$
\begin{aligned}
& \int_{0}^{T_{0}} e^{-2 \varphi}\|L u\|^{2} d t \\
& \quad \geqq 2 \operatorname{Re} \int_{0}^{T_{0}}\left(v^{\prime \prime}+\left(\varphi^{\prime}\right)^{2} v-M v, 2 \varphi^{\prime} v^{\prime}+\varphi^{\prime \prime} v-N v\right) d t .
\end{aligned}
$$

With all integrations from 0 to $T_{0}$, we have

$$
\begin{align*}
\int e^{-2 \varphi} \| & L u \|^{2} d t \geqq 4 \operatorname{Re} \int \varphi^{\prime}\left(v^{\prime \prime}, v^{\prime}\right)+2 \operatorname{Re} \int \phi^{\prime \prime}\left(v^{\prime \prime}, v\right) \\
& +4 \operatorname{Re} \int\left(\varphi^{\prime}\right)^{3}\left(v, v^{\prime}\right)+2 \int\left(\varphi^{\prime}\right)^{2} \varphi^{\prime \prime}\|v\|^{2}-2 \operatorname{Re} \int\left(v^{\prime \prime}, N v\right)  \tag{3.2}\\
& -4 \operatorname{Re} \int \varphi^{\prime}\left(M v, v^{\prime}\right)-2 \int \varphi^{\prime \prime}(M v, v)+2 \operatorname{Re} \int(M v, N v) \\
\equiv & I_{1}+I_{2}+\cdots+I_{8} .
\end{align*}
$$

Using integration by parts in $I_{1}, I_{2}$, and $I_{3}$, we find

$$
\begin{aligned}
I_{1} & =2 \int \varphi^{\prime}\left(v^{\prime}, v^{\prime}\right)^{\prime}=-2 \int \varphi^{\prime \prime}\left\|v^{\prime}\right\|^{2} \\
I_{2} & =2 \operatorname{Re} \int \varphi^{\prime \prime}\left[\left(v^{\prime}, v\right)^{\prime}-\left(v^{\prime}, v^{\prime}\right)\right]=-2 \operatorname{Re} \int \varphi^{\prime \prime \prime}\left(v^{\prime}, v\right)-2 \int \varphi^{\prime \prime}\left\|v^{\prime}\right\|^{2} \\
& =\int \varphi^{(t v)}\|v\|^{2}-2 \int \varphi^{\prime \prime}\left\|v^{\prime}\right\|^{2} \\
I_{3} & =2 \int\left(\varphi^{\prime}\right)^{3}(v, v)^{\prime}=-6 \int\left(\varphi^{\prime}\right)^{2} \varphi^{\prime \prime}\|v\|^{2} .
\end{aligned}
$$

Thus we obtain

$$
\begin{aligned}
I_{1}+I_{2}+I_{3}+I_{4}= & -4 \int \varphi^{\prime \prime}\left\|v^{\prime}\right\|^{2}+\int \varphi^{(i v)}\|v\|^{2} \\
& -4 \int\left(\varphi^{\prime}\right)^{2} \varphi^{\prime \prime}\|v\|^{2}
\end{aligned}
$$

Since $\varphi^{\prime \prime}<0$, we see that

$$
\begin{aligned}
-4 \varphi^{\prime \prime}\left\|v^{\prime}\right\|^{2} & =-4 \varphi^{\prime \prime} e^{-2 \varphi}\left\|u^{\prime}-\varphi^{\prime} u\right\|^{2} \\
& \geqq-4 \varphi^{\prime \prime} e^{-2 \varphi}\left[\frac{1}{4}\left\|u^{\prime}\right\|^{2}-\frac{1}{3}\left(\varphi^{\prime}\right)^{2}\|u\|^{2}\right]
\end{aligned}
$$

Hence

$$
\begin{aligned}
I_{1}+I_{2}+I_{3}+I_{4} \geqq & -\int e^{-2 \varphi} \varphi^{\prime \prime}\left\|u^{\prime}\right\|^{2} \\
& +\int e^{-2 \varphi}\left[\varphi^{(i v)}-\frac{8}{3}\left(\varphi^{\prime}\right)^{2} \varphi^{\prime \prime}\right]\|u\|^{2}
\end{aligned}
$$

To estimate $I_{5}$ we employ (A) and get

$$
\begin{aligned}
I_{5} & =-2 \operatorname{Re} \int e^{-2 \varphi}\left(u^{\prime \prime}-2 \varphi^{\prime} u^{\prime}+\left(\varphi^{\prime}\right)^{2} u-\varphi^{\prime \prime} u, N u\right) \\
& =-2 \operatorname{Re} \int e^{-2 \varphi}\left(u^{\prime \prime}, N u\right)+4 \operatorname{Re} \int e^{-2 \varphi} \varphi^{\prime}\left(u^{\prime}, N u\right)
\end{aligned}
$$

$$
\begin{aligned}
& \geqq-2 \int e^{-2 \varphi} \frac{d}{d t}\left[\operatorname{Re}\left(u^{\prime}, N u\right)\right]-2 \int e^{-2 \varphi} F_{1}(t)+4 \operatorname{Re} \int e^{-2 \varphi} \varphi^{\prime}\left(u^{\prime}, N u\right) \\
& =-2 \int e^{-2 \varphi} F_{1}(t)
\end{aligned}
$$

We apply (B) to $I_{6}$ and take into account that $\varphi^{\prime}>0$ to obtain

$$
\begin{aligned}
I_{6} & =-4 \operatorname{Re} \int e^{-2 \varphi} \varphi^{\prime}\left(M u, u^{\prime}-\varphi^{\prime} u\right) \\
& \geqq-2 \int e^{-2 \varphi} \varphi^{\prime}\left[\frac{d}{d t}(M u, u)+F_{2}(t)\right]+4 \int e^{-2 \varphi}\left(\varphi^{\prime}\right)^{2}(M u, u) \\
& =2 \int e^{-2 \varphi} \varphi^{\prime \prime}(M u, u)-2 \int e^{-2 \varphi} \varphi^{\prime} F_{2}(t) .
\end{aligned}
$$

Combining $I_{8}$ and $I_{7}$, we have

$$
I_{6}+I_{7} \geqq-2 \int e^{-2 \varphi} \wp^{\prime} F_{2}(t)
$$

Finally, we apply (C) to $I_{8}$ and find

$$
I_{8} \geqq-2 \int e^{-2 \varphi} F_{3}(t)
$$

Thus,

$$
\begin{align*}
\int e^{-2 \varphi} & \|L u\|^{2} \geqq \sum_{i=1}^{8} I_{i} \\
& \geqq \int e^{-2 \varphi}\|u\|^{2}\left[-\frac{8}{3}\left(\varphi^{\prime}\right)^{2} \varphi^{\prime \prime}+\varphi^{(i v)}-2 \gamma_{1}-2 \varphi^{\prime} \gamma_{2}-2 \gamma_{3}\right]  \tag{3.3}\\
& \quad+\int e^{-2 \varphi}\left\|u^{\prime}\right\|^{2}\left[-\varphi^{\prime \prime}-2 \sigma_{1}-2 \varphi^{\prime} \sigma_{2}-2 \sigma_{3}\right] \\
& \quad-2 \int e^{-2 \varphi}|(M u, u)|\left[\nu_{1}+\varphi^{\prime} \nu_{2}+\nu_{3}\right]
\end{align*}
$$

Substitution of $\varphi=-\tau^{-\beta}$ into (3.3) and the selection of $\beta$ sufficiently large yields (3.1).

Lemma 3 provides results on the uniqueness of the Cauchy problem for second order equations and inequalities in which $L u$ is the principal part. The next theorem does not impose bounds on the symmetric form ( $M u, u$ ).

Theorem 3. Suppose $u$ satisfies (iii)-(vii) and that $M$ and $N$ satisfy conditions (A), (B), (C). Suppose also that $\gamma_{i}, \sigma_{i}$ are bounded and that $\nu_{i}=0, i=1,2,3$. Let $u$ satisfy the differential inequality

$$
\begin{equation*}
\|(L u)(t)\|^{2} \leqq C_{0}\left[\omega(t)+\int_{0}^{t} \omega(s) d s\right], \quad t \in(0, T) \tag{3.4}
\end{equation*}
$$

where $C_{0}$ is a positive constant and

$$
\omega(t) \equiv\|u(t)\|^{2}+\left\|u^{\prime}(t)\right\|^{2}
$$

If $u(0)=u^{\prime}(0)=0$, then $u \equiv 0$ on $[0, T)$.

Proof. For $\beta$ sufficiently large, inequality (3.1) takes the form

$$
\begin{gathered}
\frac{1}{2} \int_{0}^{T_{0}} e^{2 \tau-\beta}\left[\beta^{4} \tau^{-3 \beta-4}\|u\|^{2}+\beta^{2} \tau^{-\beta-2}\left\|u^{\prime}\right\|^{2}\right] d t \\
\leqq \int_{0}^{T_{0}} e^{2 \tau-\beta}\|L u\|^{2} d t
\end{gathered}
$$

provided $u$ also satisfies $u\left(T_{0}\right)=u^{\prime}\left(T_{0}\right)=0$. We introduce the function $\zeta(t)$ as in the proof of Theorem 1 and follow exactly the same procedure used there to conclude that $u \equiv 0$.

The next result allows us to weaken the hypotheses considerably by requiring only that the functions $\nu_{i}, i=1,2,3$, are bounded. However, we must then impose a one-sided bound on ( $M u, u$ ). Specifically, we employ one of the conditions
$\left(\mathrm{D}_{1}\right)$ On ( $0, T$ ), $u$ satisfies

$$
(M(t) u(t), u(t)) \leqq \gamma_{4}(t)\|u(t)\|^{2}+\sigma_{4}(t)\left\|u^{\prime}(t)\right\|^{2}
$$

$\left(\mathrm{D}_{2}\right) \quad$ On $(0, T), u$ satisfies

$$
(M(t) u(t), u(t)) \geqq-\gamma_{4}(t)\|u(t)\|^{2}-\sigma_{4}(t)\left\|u^{\prime}(t)\right\|^{2},
$$

where $\gamma_{4}, \sigma_{4}$ are nonnegative continous functions on ( $0, T$ ).

Theorem 4. Suppose $u$ satisfies (iii)-(vii) and that $M$ and $N$ satisfy conditions (A), (B), (C), with $\gamma_{i}, \sigma_{i}, \nu_{i}, i=1,2,3$, bounded on ( $0, T$ ). Also suppose that either $\left(\mathrm{D}_{1}\right)$ or $\left(\mathrm{D}_{2}\right)$ holds with $\gamma_{4}, \sigma_{4}$ bounded functions. Assume that $u$ satisfies the differential inequality

$$
\begin{equation*}
\|(L u)(t)\|^{2} \leqq C_{1}\left[\mu(t)+\int_{0}^{t} \mu(s) d s\right], t \in(0, T) \tag{3.5}
\end{equation*}
$$

where $C_{1}$ is a positive constant and

$$
\mu(t) \equiv\|u(t)\|^{2}+\left\|u^{\prime}(t)\right\|^{2}+|(M(t) u(t), u(t))|
$$

If $u(0)=u^{\prime}(0)=0$, then $u \equiv 0$ on $[0, T)$.
Proof. We write

$$
\begin{aligned}
|(M u, u)| & =\left|\gamma_{4}\|u\|^{2}+\sigma_{4}\left\|u^{\prime}\right\|^{2}-(M u, u)-\gamma_{4}\|u\|^{2}-\sigma_{4}\left\|u^{\prime}\right\|^{2}\right| \\
& \leqq\left|\gamma_{4}\|u\|^{2}+\sigma_{4}\left\|u^{\prime}\right\|^{2}-(M u, u)\right|+\gamma_{4}\|u\|^{2}+\sigma_{4}\left\|u^{\prime}\right\|^{2}
\end{aligned}
$$

If $\left(D_{1}\right)$ holds, then

$$
|(M u, u)| \leqq 2 \gamma_{4}\|u\|^{2}+2 \sigma_{4}\left\|u^{\prime}\right\|^{2}-(M u, u) .
$$

In a similar way, if $\left(D_{2}\right)$ holds, we have

$$
|(M u, u)| \leqq 2 \gamma_{4}\|u\|^{2}+2 \sigma_{4}\left\|u^{\prime}\right\|^{2}+(M u, u)
$$

If either $\left(D_{1}\right)$ or $\left(D_{2}\right)$ holds and with $\varphi=-\tau^{-\beta}$, the above inequalities yield

$$
\begin{align*}
& \int_{0}^{T_{0}} e^{-2 \varphi} \varphi^{\prime}|(M u, u)| d t \\
& \quad \leqq\left|\int_{0}^{T_{0}} e^{-2 \varphi} \varphi^{\prime}(M u, u) d t\right|+2 \int_{0}^{T_{0}} e^{-2 \varphi} \varphi^{\prime}\left[\gamma_{4}\|u\|^{2}+\sigma_{4}\left\|u^{\prime}\right\|^{2}\right] d t \tag{3.6}
\end{align*}
$$

We have the identity

$$
\begin{aligned}
& \int e^{-2 \varphi} \varphi^{\prime}(M u, u)=\int e^{-2 \varphi} \varphi^{\prime} \operatorname{Re}\left(-L u+u^{\prime \prime}-N u, u\right) \\
& \quad=-\int e^{-2 \varphi} \varphi^{\prime} \operatorname{Re}(L u, u)+\int e^{-2 \varphi} \varphi^{\prime} \operatorname{Re}\left(u^{\prime \prime}, u\right) \equiv J_{1}+J_{2} .
\end{aligned}
$$

For $J_{1}$ we use the elementary estimate

$$
\left|\varphi^{\prime}(L u, u)\right| \leqq\|L u\|^{2}+\frac{1}{4}\left(\varphi^{\prime}\right)^{2}\|u\|^{2}
$$

to get

$$
\left|J_{1}\right| \leqq \int e^{-2 \varphi}\left[\|L u\|^{2}+\frac{1}{4}\left(\varphi^{\prime}\right)^{2}\|u\|^{2}\right]
$$

For $J_{2}$ we integrate by parts twice and obtain

$$
J_{2}=\int e^{-2 \varphi}\left[\frac{1}{2} \varphi^{\prime \prime \prime}-3 \varphi^{\prime} \varphi^{\prime \prime}+2\left(\varphi^{\prime}\right)^{3}\right]\|u\|^{2}-\int e^{-2 \varphi} \varphi^{\prime}\left\|u^{\prime}\right\|^{2} .
$$

Thus we find

$$
\begin{align*}
& \left|\int e^{-2 \varphi} \varphi^{\prime}(M u, u)\right| \leqq \int e^{-2 \varphi}\|L u\|^{2} \\
& \quad+\int e^{-2 \varphi}\left[\frac{1}{4}\left(\varphi^{\prime}\right)^{2}+\left|\frac{1}{2} \varphi^{\prime \prime \prime}-3 \varphi^{\prime} \varphi^{\prime \prime}+2\left(\varphi^{\prime}\right)^{3}\right|\right]\|u\|^{2}  \tag{3.7}\\
& \quad+\int e^{-2 \varphi} \varphi^{\prime}\left\|u^{\prime}\right\|^{2} .
\end{align*}
$$

We now substitute (3.7) into the right side of (3.6) and compute the derivatives of $\varphi$ to find for sufficiently large $\beta$,

$$
\begin{align*}
& \beta \int e^{2 \tau^{-\beta}} \tau^{-\beta-1}|(M u, u)| \leqq \int e^{2 \tau-\beta}\|L u\|^{2} \\
& \quad+\int e^{2 \tau-\beta}\left[6 \beta^{3} \tau^{-3 \beta-3}+2 \beta \tau^{-\beta-1} \gamma_{4}\right]\|u\|^{2}  \tag{3.8}\\
& \quad+\int e^{2 \tau-\beta}\left[\beta \tau^{-\beta-1}+2 \beta \tau^{-\beta-1} \sigma_{4}\right]\left\|u^{\prime}\right\|^{2}
\end{align*}
$$

We multiply (3.8) by $\beta^{1 / 2}$ and add the result to (3.1) getting

$$
\begin{align*}
\int_{0}^{T_{0}} e^{2 \tau-\beta} & {\left[\beta^{4} \tau^{-3 \beta-4}-6 \beta^{7 / 2} \tau^{-3 \beta-3}-2\left(\gamma_{1}+\gamma_{3}\right)-2 \beta \tau^{-\beta-1} \gamma_{2}\right.} \\
& \left.-2 \beta^{3 / 2} \tau^{-\beta-1} \gamma_{4}\right]\|u\|^{2}+\int_{0}^{T_{0}} e^{2 \tau^{-\beta}}\left[\beta^{2} \tau^{-\beta-2}-2\left(\sigma_{1}+\sigma_{3}\right)\right. \\
& \left.-2 \beta \tau^{-\beta-1} \sigma_{2}-\beta^{3 / 2}\left(1+2 \sigma_{4}\right) \tau^{-\beta-1}\right]\left\|u^{\prime}\right\|^{2}  \tag{3.9}\\
& +\int_{0}^{T_{0}} e^{2 \tau^{-\beta}}\left[\beta^{3 / 2} \tau^{-\beta-1}-2\left(\nu_{1}+\nu_{3}\right)-2 \beta \nu_{2} \tau^{-\beta-1}\right]|(M u, u)| \\
\leqq & \int_{0}^{T_{0}} e^{2 \tau^{-\beta}}\left(1+\beta^{1 / 2}\right)\|L u\|^{2} .
\end{align*}
$$

Since the fixed functions $\gamma_{i}, \sigma_{i}, \nu_{i}$ are bounded, we may choose $\beta$ so large in (3.9) that the following simplified version is valid:

$$
\begin{aligned}
& \frac{1}{2} \beta^{4} \int_{0}^{T_{0}} e^{2 \tau-\beta} \tau^{-3 \beta-4}\|u\|^{2}+\frac{1}{2} \beta^{2} \int_{0}^{T_{0}} e^{2 \tau^{-\beta}} \tau^{-\beta-2}\left\|u^{\prime}\right\|^{2} \\
& \quad+\frac{1}{2} \beta^{3 / 2} \int_{0}^{T_{0}} e^{2 \tau-\beta} \tau^{-\beta-1}|(M u, u)| \leqq 2 \beta^{1 / 2} \int_{0}^{T_{0}} e^{2 \tau^{-\beta}}\|L u\|^{2}
\end{aligned}
$$

To complete the proof, we introduce the function $\zeta(t)$ and follow the same procedure as in the proof of Theorem 1 . We omit the details.

We now obtain a result for the asymptotic behavior of solutions of second order differential inequalities which is analogous to that obtained in Section 2 for first order inequalities. We require the following regularity conditions:
(viii) $u \in C^{2}((0, \infty) ; H)$
(ix) $u(t) \in D_{t}$ for all $t \in(0, \infty)$
( x ) $M u$ and $N u \in C((0, \infty) ; H)$.
We further require conditions (A) and (C) with $T=+\infty$, but Condition (B) is replaced by the following conditions, which hold for functions $u$ satisfying (viii)-(x):
$\left(\mathrm{B}_{1}\right) \quad(M u, u)$ is continuously differentiable for $t \in(0, \infty)$
$\left(\mathrm{B}_{2}\right) \quad(d / d t)(M(t) u(t), u(t))-2 \operatorname{Re}\left(M(t) u(t), u^{\prime}(t)\right) \leqq \gamma_{2}(t)\|u(t)\|^{2}+$ $\sigma_{2}(t)\left\|u^{\prime}(t)\right\|^{2}+\nu_{2}(t)|(M(t) u(t), u(t))|$.

Lemma 4. Suppose that u satisfies (viii)-(x), that (A) and (C) hold with $T=+\infty$, and that $M$ satisfies $\left(\mathrm{B}_{1}\right)$ and $\left(\mathrm{B}_{2}\right)$. If $u(1)=$
$u^{\prime}(1)=0$, then for $\beta$ sufficiently large and for all $T>1$, the following inequality holds:

$$
\begin{align*}
& \int_{1}^{T}\left[\beta^{4} t^{3 \beta-4}-2 \gamma_{1}(t)-2 \beta t^{\beta-1} \gamma_{2}(t)-2 \gamma_{3}(t)\right] e^{2 t \beta}\|u(t)\|^{2} d t \\
& \quad+\int_{1}^{T}\left[\frac{1}{2} \beta^{2} t^{\beta-2}-2 \sigma_{1}(t)-2 \beta t^{\beta-1} \sigma_{2}(t)-2 \sigma_{3}(t)\right] e^{2 t^{\beta}}\left\|u^{\prime}(t)\right\|^{2} d t \\
& \quad \leqq e^{2 T^{\beta}}\left[9 \beta^{3} T^{3 \beta}\|u(T)\|^{2}+2 \beta^{2} T^{\beta}\left\|u^{\prime}(T)\right\|^{2}+2 \operatorname{Re}\left(u^{\prime}(T),\right.\right. \\
& \left.\quad N(T) u(T))-2 \beta T^{\beta-1}(M(T) u(T), u(T))\right]  \tag{3.10}\\
& \quad+2 \int_{1}^{T}\left[\nu_{1}(t)+\beta t^{\beta-1} \nu_{2}(t)+\nu_{3}(t)\right] e^{2 t^{\beta}}|(M(t) u(t), u(t))| d t \\
& \quad+\int_{1}^{T} e^{2 t^{\beta}}\|L u(t)\|^{2} d t .
\end{align*}
$$

Proof. We proceed as in the proof of Lemma 3 except that we integrate from 1 to $T$ and choose $\varphi=-t^{\beta}$. The integrand is the same as in (3.2) but we observe that $\phi^{(k)}<0$ for all positive integers $k$. When evaluating the integrals $I_{1}, \cdots, I_{8}$ in (3.2), the evaluations at the upper limit must be taken into account since $u$ does not necessarily vanish for $t=T$. Thus we find

$$
\begin{aligned}
I_{1}= & 2 \varphi^{\prime}(T)\left\|v^{\prime}(T)\right\|^{2}-2 \int_{1}^{T} \varphi^{\prime \prime}\left\|v^{\prime}\right\|^{2} \\
I_{2}= & 2 \operatorname{Re} \varphi^{\prime \prime}(T)\left(v^{\prime}(T), v(T)\right)-\varphi^{\prime \prime}(T)\|v(T)\|^{2} \\
& +\int_{1}^{T} \varphi^{(i v)}\|v\|^{2}-2 \int_{1}^{T} \varphi^{\prime \prime}\left\|v^{\prime}\right\|^{2} \\
I_{3}= & 2\left(\varphi^{\prime}(T)\right)^{3}\|v(T)\|^{2}-6 \int_{1}^{T}\left(\varphi^{\prime}\right)^{2} \varphi^{\prime \prime}\|v\|^{2} .
\end{aligned}
$$

We use the same estimates on the integrals $I_{1}+\cdots+I_{4}$ as in Lemma 3. However, to simplify the non-integrated terms, we use the inequalities

$$
\begin{aligned}
2 \varphi^{\prime}\left\|v^{\prime}\right\|^{2} & =2 \varphi^{\prime} e^{-2 \varphi}\left\|u^{\prime}-\varphi^{\prime} u\right\|^{2} \\
& \geqq 4 \varphi^{\prime} e^{-2 \varphi}\left[\left\|u^{\prime}\right\|^{2}+\left(\varphi^{\prime}\right)^{2}\|u\|^{2}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
2 \varphi^{\prime \prime} \operatorname{Re}\left(v^{\prime}, v\right) & =2 \varphi^{\prime \prime} e^{-2 \varphi} \operatorname{Re}\left(u^{\prime}, u\right)-2 \varphi^{\prime} \varphi^{\prime \prime} e^{-2 \varphi}\|u\|^{2} \\
& \geqq e^{-2 \varphi}\left[\varphi^{\prime \prime}\left\|u^{\prime}\right\|^{2}+\varphi^{\prime \prime}\|u\|^{2}-2 \varphi^{\prime} \varphi^{\prime \prime}\|u\|^{2}\right]
\end{aligned}
$$

Hence

$$
\begin{align*}
\sum_{i=1}^{4} I_{i} \geqq & -\int e^{-2 \varphi} \varphi^{\prime \prime}\left\|u^{\prime}\right\|^{2}+\int e^{-2 \varphi}\left[-\frac{8}{3}\left(\varphi^{\prime}\right)^{2} \varphi^{\prime \prime}+\varphi^{(i v)}\right]\|u\|^{2} \\
& +e^{-2 \varphi(T)}\|u(T)\|^{2}\left[6\left(\varphi^{\prime}(T)\right)^{3}-2 \varphi^{\prime}(T) \varphi^{\prime \prime}(T)\right]  \tag{3.11}\\
& +e^{-2 \varphi(T)}\left\|u^{\prime}(T)\right\|^{2}\left[4 \varphi^{\prime}(T)+\varphi^{\prime \prime}(T)\right] .
\end{align*}
$$

The estimate for the integral $I_{5}$ in Lemma 3 becomes

$$
\begin{equation*}
I_{5} \geqq-2 e^{-2 \varphi(T)} \operatorname{Re}\left(u^{\prime}(T), N(T) u(T)\right)-2 \int e^{-2 \varphi} F_{1}(t) \tag{3.12}
\end{equation*}
$$

As for $I_{6}$, we apply $\left(B_{2}\right)$ and take into account that $\varphi^{\prime}<0$ to obtain

$$
\begin{equation*}
I_{8}+I_{7} \geqq-2 \varphi^{\prime}(T) e^{-2 \varphi(T)}(M(T) u(T), u(T))+2 \int e^{-2 \varphi} \varphi^{\prime} F_{2}^{\prime}(t) \tag{3.13}
\end{equation*}
$$

The term $I_{8}$ is unchanged so that

$$
\begin{equation*}
I_{8} \geqq-2 \int e^{-2 \varphi} F_{3}(t) \tag{3.14}
\end{equation*}
$$

The inequality (3.10) results from combining (3.11)-(3.14) for the integrals $I_{1}, \cdots, I_{8}$ and taking $\beta$ sufficiently large.

To establish restrictions on maximal rates of decay for solutions of second order equations and inequalities, we introduce the following conditions:
( $\mathrm{E}_{1}$ ) $\lim _{t \rightarrow \infty} e^{2 t \beta}\left[\|u(t)\|^{2}+\left\|u^{\prime}(t)\right\|^{2}\right]=0$, for all $\beta>0$
( $\mathrm{E}_{2}$ ) $\varlimsup_{t \rightarrow \infty} e^{2 t \beta} \operatorname{Re}\left(N(t) u(t), u^{\prime}(t)\right) \leqq 0$, for all $\beta>0$
$\left(\mathrm{E}_{3}\right) \quad \lim _{t \rightarrow \infty} e^{2 t \beta}(M(t) u(t), u(t)) \geqq 0$, for all $\beta>0$.
We establish two results, the first of which requires no bound on ( $M u, u$ ).

Theorem 5. Suppose that u satisfies (viii)-(x), that (A) and (C) hold with $T=+\infty$, and that $M$ satisfies $\left(\mathrm{B}_{1}\right)$ and $\left(\mathrm{B}_{2}\right)$. Assume that $\nu_{i}=0, i=1,2,3$, and that $\sigma_{i}, \tau_{i}$ satisfy

$$
\begin{align*}
& \sigma_{2}(t)=O\left(t^{-1}\right) \text { as } t \longrightarrow \infty  \tag{3.15}\\
& \sigma_{1}(t), \sigma_{3}(t), \gamma_{1}(t), \gamma_{2}(t), \gamma_{3}(t)=O\left(t^{n}\right) \text { as } t \longrightarrow \infty \text { for some } n \geqq 0 .
\end{align*}
$$

Let $u$ be a solution for all $t>0$ of the differential inequality

$$
\|(L u)(t)\|^{2} \leqq C_{2}(t)\left[\|u(t)\|^{2}+\left\|u^{\prime}(t)\right\|^{2}\right]
$$

where $C_{2}$ is a nonnegative continuous function with

$$
C_{2}(t)=O\left(t^{n}\right) \text { as } t \longrightarrow \infty .
$$

If $u$ satisfies $\left(\mathrm{E}_{1}\right),\left(\mathrm{E}_{2}\right)$, and $\left(\mathrm{E}_{3}\right)$, then $u \equiv 0$.

Proof. Under the additional assumption $u(1)=u^{\prime}(1)=0$, inequality (3.10) results. We introduce the function $\zeta(t)$ as in the proof of Theorem 2 and proceed along similar lines. The details are omitted.

Theorem 6. Suppose that u satisfies (viii)-(x), that (A) and (C) hold with $T=+\infty$, that $M$ satisfies $\left(\mathrm{B}_{1}\right)$ and $\left(\mathrm{B}_{2}\right)$, and that $\left(\mathrm{D}_{1}\right)$ or $\left(\mathrm{D}_{2}\right)$ holds with $T=+\infty$. Assume that

$$
\sigma_{2}, \nu_{2} \text { are } O\left(t^{-1}\right) \text { as } t \longrightarrow \infty
$$

that $\sigma_{i}, \nu_{i}, \gamma_{j}$ are $O\left(t^{n}\right)$ as $t \longrightarrow \infty$ for some $n \geqq 0$ and $i=1,3, j=$ $1,2,3,4$, and that $\sigma_{4}$ is bounded. Let $u$ be a solution for all $t>0$ of the differential inequality

$$
\|(L u)(t)\|^{2} \leqq C_{3}(t)\left[\|u(t)\|^{2}+\left\|u^{\prime}(t)\right\|^{2}+|(M(t) u(t), u(t))|\right.
$$

where $C_{3}$ is a nonnegative continuous function with

$$
C_{3}(t)=O\left(t^{n}\right) \text { as } t \longrightarrow \infty .
$$

If $u$ satisfies $\left(\mathrm{E}_{1}\right),\left(\mathrm{E}_{2}\right)$, and $\left(\mathrm{E}_{3}\right)$, then $u \equiv 0$.
Proof. We first suppose $u(1)=u^{\prime}(1)=0$ and establish an extension of (3.10) under the hypothesis that either $\left(D_{1}\right)$ or $\left(D_{2}\right)$ holds. The technique is similar to that used in the proof of Theorem 4. We set $\varphi(t)=-t^{\beta}$ and define $\psi(t)=t^{\beta-2}$. Then if either $\left(\mathrm{D}_{1}\right)$ or ( $\mathrm{D}_{2}$ ) holds, we have (as in (3.6))

$$
\begin{aligned}
\int_{1}^{T} e^{-2 \varphi} \psi|(M u, u)| d t \leqq & \left|\int_{1}^{T} e^{-2 \varphi} \psi(M u, u) d t\right| \\
& +2 \int_{1}^{T} e^{-2 \varphi} \psi\left[\gamma_{4}\|u\|^{2}+\sigma_{4}\left\|u^{\prime}\right\|^{2}\right] d t
\end{aligned}
$$

Also,

$$
\int e^{-2 \varphi} \psi(M u, u)=-\int e^{-2 \varphi} \psi \operatorname{Re}(L u, u)+\int e^{-2 \varphi} \psi \operatorname{Re}\left(u^{\prime \prime}, u\right) \equiv J_{3}+J_{4}
$$

In $J_{3}$ we use the estimate

$$
|\psi(L u, u)| \leqq\|L u\|^{2}+\frac{1}{4} \psi^{2}\|u\|^{2} .
$$

In $J_{4}$ we integrate by parts and find

$$
\begin{aligned}
J_{4}= & -\int e^{-2 \varphi} \psi\left\|u^{\prime}\right\|^{2}+\int e^{-2 \varphi}\left[\frac{1}{2} \psi^{\prime \prime}-2 \varphi^{\prime} \psi^{\prime}-\varphi^{\prime \prime} \psi+2\left(\varphi^{\prime}\right)^{2} \psi\right]\|u\|^{2} \\
& +e^{-2 \varphi(T)}\left[\psi(T)\left(u^{\prime}(T), u(T)\right)-\frac{1}{2} \psi^{\prime}(T)\|u(T)\|^{2}+\varphi^{\prime}(T) \psi(T)\|u(T)\|^{2}\right]
\end{aligned}
$$

We estimate the quantity

$$
\left|\psi(T)\left(u^{\prime}(T), u(T)\right)\right| \leqq\left\|u^{\prime}(T)\right\|^{2}+\frac{1}{4}(\psi(T))^{2}\|u(T)\|^{2}
$$

and insert this inequality into the right side of the above expression for $J_{4}$. Hence we obtain

$$
\begin{align*}
& \int_{0}^{T} e^{2 t \beta} t^{\beta-2} \mid \\
& \quad+\int_{1}^{T} e^{2 t \beta}\left[6 \beta^{2} t^{3 \beta-4}+2 t^{\beta-2} \gamma_{4}\right]\|u\|^{2}  \tag{3.16}\\
& \quad+\int_{1}^{T} e^{2 t \beta}\left[t^{\beta-2}+2 t^{\beta-2} \sigma_{4}\right]\left\|u^{\prime}\right\|^{2} \\
& \quad+e^{2 T^{\beta} \beta}\left[\left\|u^{\prime}(T)\right\|^{2}+2 \beta T^{2 \beta}\|u(T)\|^{2}\right] .
\end{align*}
$$

We multiply (3.16) by $\beta^{3 / 2}$ and add the result to (3.10) getting

$$
\begin{align*}
& \int_{1}^{T} e^{2 t}\left[\beta^{4} t^{3 \beta-4}-2\left(\gamma_{1}+\gamma_{3}\right)-2 \beta t^{\beta-1} \gamma_{2}-6 \beta^{7 / 2} t^{3 \beta-4}-2 \beta^{3 / 2} t^{\beta-2} \gamma_{4}\right]\|u\|^{2} \\
& \quad+\int_{1}^{T} e^{2 t}\left[\frac{1}{2} \beta^{2} t^{\beta-2}-2\left(\sigma_{1}+\sigma_{3}\right)-2 \beta t^{\beta-1} \sigma_{2}-\beta^{3 / 2} t^{\beta-2}-2 \beta^{3 / 2} t^{\beta-2} \sigma_{4}\right]\left\|u^{\prime}\right\|^{2} \\
& \quad+\int_{1}^{T} e^{2 t \beta}\left[\beta^{3 / 2} t^{\beta-2}-2\left(\nu_{1}+\nu_{3}\right)-2 \beta t^{\beta-2} \nu_{2}\right]|(M u, u)|  \tag{3.17}\\
& \leqq \int_{1}^{T} e^{2 t \beta}\left[1+\beta^{3 / 2}\right]\|L u\|^{2}+e^{2 T}\left[9 \beta^{3} T^{3 \beta}+2 \beta^{5 / 2} T^{2 \beta}\right]\|u(T)\|^{2} \\
& \quad+e^{2 T^{\beta} \beta}\left[2 \beta^{2} T^{\beta}+\beta^{3 / 2}\right]\left\|u^{\prime}(T)\right\|^{2} \\
& \quad+e^{2 T^{\beta} \beta}\left[2 \operatorname{Re}\left(N(T) u(T), u^{\prime}(T)\right)-2 \beta T^{\beta-1}(M(T) u(T), u(T))\right]
\end{align*}
$$

For $\beta$ sufficiently large (3.17) implies the inequality

$$
\begin{aligned}
& \frac{1}{2} \int_{1}^{T} e^{2 t^{\beta}} \beta^{4} t^{3 \beta-4}\|u\|^{2}+\frac{1}{4} \int_{1}^{T} e^{2 t^{\beta} \beta} \beta^{2} t^{\beta-2}\left\|u^{\prime}\right\|^{2} \\
& \quad+\frac{1}{2} \int_{1}^{T} e^{2 t \beta} \beta^{3 / 2} t^{\beta-2}|(M u, u)| \leqq 2 \int_{1}^{T} e^{2 t \beta} \beta^{3 / 2}\|L u\|^{2} \\
& \quad+e^{2 T^{\beta} \beta}\left[10 \beta^{3} T^{3 \beta}\|u(T)\|^{2}+3 \beta^{2} T^{\beta}\left\|u^{\prime}(T)\right\|^{2}\right. \\
& \left.\quad+2 \operatorname{Re}\left(N(T) u(T), u^{\prime}(T)\right)-2 \beta T^{\beta-1}(M(T) u(T), u(T))\right]
\end{aligned}
$$

The remainder of the proof follows as in the proof of Theorem 2, and we omit the details.

Remarks. As in §2, we may relax the requirements of symmetry and anti-symmetry on $M$ and $N$, respectively, and the results of this section remain valid. We may drop the requirement that $M$ be symmetric if in all our conditions the symmetric form ( $M u, u$ ) is replaced by the expression $\operatorname{Re}(M u, u)$. This change would be made, for example, in conditions (A)-(C), $\left(D_{1}\right),\left(D_{2}\right),\left(\mathrm{E}_{3}\right)$, and in the definition of $F_{i}(t)$. The condition of anti-symmetry on $N$ may be replaced by the weaker condition

$$
\operatorname{Re}(N(t) u(t), u(t)) \leqq \gamma_{5}(t)\|u(t)\|^{2}
$$

where $\gamma_{5}$ is required to be bounded for Theorems 3 and 4, and $\gamma_{5}(t)=O\left(t^{n}\right)$ as $t \rightarrow+\infty$ for Theorems 5 and 6. Under these weaker requirements on $M$ and $N$ the proofs of the results of this section require only minor and obvious changes.
4. First order nonlinear operators. Let $A=A(t)$ be an operator, in general nonlinear and unbounded, on a complex Hilbert space $H$. Let $D_{t}$ be the domain of $A(t)$ in $H$. We consider differential inequalities involving the first order operator

$$
(L u)(t)=u^{\prime}(t)-A(t) u(t) .
$$

We assume that solutions $u$ satisfy the following regularity conditions on $[0, T$ ) (where $T$ may be $+\infty$ ):

$$
\begin{align*}
& u \in C([0, T) ; H) \cap C^{1}((0, T) ; H)  \tag{4.1}\\
& u(t) \in D_{t}, t \in(0, T)
\end{align*}
$$

For our first result the only requirement we impose on the operator $A$ is one of semi-boundedness. We assume either
$\left(\mathrm{P}_{1}\right) \quad \operatorname{Re}(A(t) u(t), u(t)) \leqq \gamma(t)\|u(t)\|^{2}, t \in(0, T)$ or
$\left(\mathrm{P}_{2}\right) \quad \operatorname{Re}(A(t) u(t), u(t)) \geqq-\gamma(t)\|u(t)\|^{2}, t \in(0, T)$,
where $\gamma$ is nonnegative and continuous on $(0, T)$. For certain first order inequalities we show that under hypothesis $\left(\mathrm{P}_{1}\right)$ solutions of the Cauchy problem which vanish initially must vanish for all time, while under hypothesis ( $\mathrm{P}_{2}$ ) solutions cannot decay too rapidly, a result which implies that a solution which does not vanish initially can never vanish at any finite time.

THEOREM 7. Let $u$ satisfy conditions (4.1), and suppose that $u$ satisfies the differential inequality

$$
\begin{equation*}
\|L u(t)\|^{2} \leqq K_{1}(t)\left[|\operatorname{Re}(A(t) u(t), u(t))|+K_{2}(t)\|u(t)\|^{2}\right], t \in(0, T) \tag{4.2}
\end{equation*}
$$

Assume that $K_{1}, K_{2}$, and $\gamma$ are nonnegative and continuous on ( $0, T$ ) and are in $L_{1}(0, T)$; define

$$
\alpha(t)=\int_{0}^{t}\left[4 \gamma(s)+\frac{1}{2} K_{1}(s)+2 K_{2}(s)\right] d s, t \geqq 0
$$

(a) If condition $\left(\mathrm{P}_{1}\right)$ holds, then

$$
\|u(t)\|^{2} \leqq\|u(0)\|^{2} e^{\alpha(t)}, t \in[0, T)
$$

(b) If condition $\left(\mathrm{P}_{2}\right)$ holds, then

$$
\|u(t)\|^{2} \geqq\|u(0)\|^{2} e^{-\alpha(t)}, t \in[0, T)
$$

Proof. We have, for $t \in(0, T)$,

$$
\begin{align*}
\frac{d}{d t} & \|u(t)\|^{2}=2 \operatorname{Re}\left(u(t), u^{\prime}(t)\right) \\
& =2 \operatorname{Re}(u(t), L u(t))+2 \operatorname{Re}(u(t), A(t) u(t))  \tag{4.3}\\
& \leqq \delta(t)\|L u(t)\|^{2}+\delta(t)^{-1}\|u(t)\|^{2}+2 \operatorname{Re}(u(t), A(t) u(t))
\end{align*}
$$

where $\delta(t)$ is any positive quantity. From (4.2) and ( $\mathrm{P}_{1}$ ) we find

$$
\begin{aligned}
\|L u\|^{2} & \leqq K_{1}\left|\gamma\|u\|^{2}-\operatorname{Re}(A u, u)-\gamma\|u\|^{2}\right|+K_{1} K_{2}\|u\|^{2} \\
& \leqq\left(2 \gamma K_{1}+K_{1} K_{2}\right)\|u\|^{2}-K_{1} \operatorname{Re}(A u, u)
\end{aligned}
$$

At points where $K_{1}(t)>0$ we select $\delta(t)=2 K_{1}(t)^{-1}$ and obtain

$$
\begin{equation*}
\frac{d}{d t}\|u(t)\|^{2} \leqq\left[4 \gamma(t)+\frac{1}{2} K_{1}(t)+2 K_{2}(t)\right]\|u(t)\|^{2}=\alpha^{\prime}(t)\|u(t)\|^{2} \tag{4.4}
\end{equation*}
$$

At points where $K_{1}(t)=0$ we see from (4.2) that $(L u)(t)=0$, and (4.4) follows from the first part of (4.3) and ( $\mathrm{P}_{1}$ ). Hence (4.4) holds for all $t \in(0, T)$, and integration yields

$$
\|u(t)\|^{2} \leqq\|u(0)\|^{2} e^{\alpha(t)}
$$

Thus (a) is established. Part (b) is proved similarly, but with the inequalities reversed.

Remark. Theorem 7 is an extension of known growth and decay results, the feature here being the inclusion of the term $|\operatorname{Re}(A(t) u(t), u(t))|$ in the right-hand side of the inequality (4.2).

If the nonlinear operator $A$ satisfies a differentiability condition, we may obtain similar results for more general first order inequalities. We perturb $A$ by another operator $B=B(t)$, also possibly nonlinear, with the domain $D_{t}$ of $B(t)$ the same as that of $A(t)$. The operator $L$ becomes

$$
\begin{equation*}
(L u)(t)=u^{\prime}(t)-A(t) u(t)-B(t) u(t) . \tag{4.5}
\end{equation*}
$$

We require conditions (4.1) and either $\left(\mathrm{P}_{1}\right)$ or $\left(\mathrm{P}_{2}\right)$, and we assume

$$
\begin{equation*}
\gamma(t) \leqq \gamma_{0}=\text { constant, } \gamma_{0} \geqq 0 \text { for all } t \in(0, T) \tag{4.6}
\end{equation*}
$$

We assume the following differentiability condition on $A$ :
(Q) The function $\operatorname{Re}(A u, u)$ is continuously differentiable on ( $0, T$ ), and

$$
\begin{aligned}
& \frac{d}{d t} \operatorname{Re}(A(t) u(t), u(t))-2 \operatorname{Re}\left(A(t) u(t), u^{\prime}(t)\right) \\
& \quad \geqq-\gamma_{1}(t)\|u(t)\|^{2}-\nu_{1}(t)\|A(t) u(t)\|\|u(t)\|
\end{aligned}
$$

We further assume for $t \in(0, T)$ the condition
(R) $\operatorname{Re}(A(t) u(t), B(t) u(t)) \geqq-\gamma_{2}(t)\|u(t)\|^{2}-\nu_{2}(t)\|A(t) u(t)\|\|u(t)\|$ and either
$\left(\mathbf{S}_{1}\right) \quad \operatorname{Re}(B(t) u(t), u(t)) \leqq \gamma_{3}(t)\|u(t)\|^{2}+\nu_{3}(t)\|A(t) u(t)\|\|u(t)\|$
or
$\left.\left(\mathbf{S}_{2}\right) \quad \operatorname{Re}\left(B(t) u(t), w_{( }^{\prime}\right)\right) \geqq-\gamma_{3}(t)\|u(t)\|^{2}-\nu_{3}(t)\|A(t) u(t)\|\|u(t)\|$.
Theorem 8. Suppose that $u$ and the operators $A$ and $B$ satisfy (4.1), (Q), and (R), and that (4.6) holds. Let Lu be given by (4.5), and suppose that $u$ satisfies the differential inequality

$$
\begin{equation*}
\|L u(t)\|^{2} \leqq \gamma_{4}(t)\|u(t)\|^{2}+\nu_{4}(t)\|A(t) u(t)\|\|u(t)\|, t \in(0, T) \tag{4.7}
\end{equation*}
$$

Assume that for $i=1, \cdots, 4$ each $\gamma_{i}$ and $\nu_{i}$ is continuous on $(0, T)$ and $\gamma_{i} \in L_{1}(0, T), \nu_{i} \in L_{2}(0, T)$. Define

$$
\beta(t) \equiv C_{0} \int_{0}^{t}\left[1+\sum_{i=1}^{4}\left(\gamma_{2}(s)+\nu_{i}(s)^{2}\right)\right] d s, t \in(0, T)
$$

for some suitably large positive constant $C_{0}$, and let $C \equiv \gamma_{0}+1$.
(a) Suppose $\left(\mathrm{P}_{1}\right)$ and $\left(\mathrm{S}_{1}\right)$ hold. Define

$$
\rho(t) \equiv c\|u(t)\|^{2}-\operatorname{Re}(A(t) u(t), u(t)), t \in(0, T)
$$

Then

$$
\|u(t)\|^{2} \leqq \rho(t) \leqq e^{\beta(t)} \varliminf_{\varepsilon \rightarrow 0^{+}} \rho(\varepsilon), t \in(0, T)
$$

Hence if

$$
\begin{equation*}
u(0)=0, \varlimsup_{t \rightarrow 0^{+}} \operatorname{Re}(A(t) u(t), u(t)) \geqq 0 \tag{4.8}
\end{equation*}
$$

then $u \equiv 0$ on $[0, T)$.
(b) Suppose $\left(\mathrm{P}_{2}\right)$ and $\left(\mathrm{S}_{2}\right)$ hold. In this case define

$$
\rho(t) \equiv c\|u(t)\|^{2}+\operatorname{Re}(A(t) u(t), u(t))
$$

Then

$$
\rho(t) \geqq e^{-\beta(t)} \varlimsup_{\varepsilon \rightarrow 0^{+}} \rho(\varepsilon) \geqq e^{-\beta(t)}\|u(0)\|^{2} .
$$

It follows that if either $u(0) \neq 0$ or $\varlimsup_{\lim _{t \rightarrow 0^{+}}} \operatorname{Re}(A(t) u(t), u(t))>0$, then $u(t) \neq 0$ for all $t$ in $(0, T)$.

Proof. We first prove (a). Let $c=\gamma_{0}+1$. We define a function $o$ on $(0, T)$ by

$$
\begin{equation*}
\rho(t) \equiv c\|u(t)\|^{2}-\operatorname{Re}(A(t) u(t), u(t)) \tag{4.9}
\end{equation*}
$$

Then from ( $\mathrm{P}_{1}$ ) and (4.6) we have

$$
\rho(t) \geqq\|u(t)\|^{2}, t \in(0, T) .
$$

Moreover, $\rho$ is continuously differentiable on ( $0, T$ ) and

$$
\begin{equation*}
\rho^{\prime}=2 c \operatorname{Re}\left(u, u^{\prime}\right)-\frac{d}{d t} \operatorname{Re}(A u, u) \tag{4.10}
\end{equation*}
$$

Using (4.5), ( $\mathrm{P}_{1}$ ), (4.7), $\left(\mathrm{S}_{1}\right)$, and Cauchy's inequality, we obtain

$$
\begin{aligned}
& 2 c \operatorname{Re}\left(u, u^{\prime}\right)=2 c \operatorname{Re}[(u, L u)+(u, A u)+(u, B u)] \\
& \quad \leqq\left(c^{2}\|u\|^{2}+\|L u\|^{2}+2 c\left(c\|u\|^{2}\right)+2 c \operatorname{Re}(u, B u)\right. \\
& \quad \leqq 3 c^{2}\|u\|^{2}+\left(\gamma_{4}\|u\|^{2}+\nu_{4}\|A u\|\|u\|\right)+2 c\left(\gamma_{3}\|u\|^{2}+\nu_{3}\|A u\|\|u\|\right) \\
& \quad \leqq\left(3 c^{2}+\gamma_{4}+2 c \gamma_{3}+\frac{3}{4} \nu_{4}^{2}+3 c^{2} \nu_{3}^{2}\right)\|u\|^{2}+\left(\frac{1}{3}+\frac{1}{3}\right)\|A u\|^{2} .
\end{aligned}
$$

Similarly, using (Q), (4.5), (R), (4.7), and Cauchy's inequality, we find

$$
\begin{aligned}
-\frac{d}{d t} & \operatorname{Re}(A u, u) \leqq-2 \operatorname{Re}\left(A u, u^{\prime}\right)+\gamma_{1}\|u\|^{2}+\nu_{1}\|A u\|\|u\| \\
& \leqq-2 \operatorname{Re}[(A u, L u)+(A u, A u)+(A u, B u)] \\
& +\left(\gamma_{1}+\frac{3}{4} \nu_{1}^{2}\right)\|u\|^{2}+\frac{1}{3}\|A u\|^{2} \\
& \leqq\left(\frac{1}{3}\|A u\|^{2}+3\|L u\|^{2}\right)-2\|A u\|^{2}+2\left(\gamma_{2}\|u\|^{2}+\nu_{2}\|A u\|\|u\|\right) \\
& +\left(\gamma_{1}+\frac{3}{4} \nu_{1}^{2}\right)\|u\|^{2}+\frac{1}{3}\|A u\|^{2} \\
& \leqq\left(\gamma_{1}+2 \gamma_{2}+3 \gamma_{4}+\frac{3}{4} \nu_{1}^{2}+3 \nu_{2}^{2}+\frac{27}{4} \nu_{4}^{2}\right)\|u\|^{2}-\frac{2}{3}\|A u\|^{2}
\end{aligned}
$$

We substitute these estimates into (4.10) and find that there exists a constant $c_{0}>0$ such that

$$
\rho^{\prime} \leqq c_{0}\left[1+\sum_{i=1}^{4}\left(\gamma_{i}+\nu_{i}^{2}\right)\right]\|u\|^{2}, t \in(0, T)
$$

We define the function

$$
\beta(t) \equiv c_{0} \int_{0}^{t}\left[1+\sum_{i=1}^{4}\left(\gamma_{i}(s)+\nu_{i}(s)^{2}\right)\right] d s, t \in(0, T)
$$

Then

$$
\rho^{\prime}(t) \leqq \beta^{\prime}(t) \rho(t), \quad t \in(0, T)
$$

and integration yields, for any $\varepsilon>0$,

$$
\rho(t) \leqq e^{\beta(t)-\beta(\varepsilon)} \rho(\varepsilon), \quad 0<\varepsilon<t
$$

Letting $\varepsilon$ tend to 0 , we obtain

$$
\|u(t)\|^{2} \leqq \rho(t) \leqq e^{\beta(t)} \varliminf_{\epsilon \rightarrow 0^{+}} \rho(\varepsilon)
$$

From (4.8) it follows that $\underline{\lim } \rho(\varepsilon)=0$ as $\varepsilon \rightarrow 0^{+}$, and hence $u \equiv 0$ on $[0, T)$.

In order to prove (b), instead of (4.9) we make the definition

$$
\rho(t) \equiv c\|u(t)\|^{2}+\operatorname{Re}(A(t) u(t), u(t))
$$

Making similar estimates as in the proof of (a), but with the inequalities reversed, we arrive at the inequality

$$
\rho^{\prime}(t) \geqq-\beta^{\prime}(t) \rho(t)
$$

which yields

$$
\rho(t) \geqq e^{-[\beta(t)-\beta(\varepsilon)]} \rho(\varepsilon), \quad 0<\varepsilon<t
$$

Letting $\varepsilon$ tend to 0 we find

$$
\rho(t) \geqq e^{-\beta(t)} \varlimsup_{\varepsilon \rightarrow 0^{+}} \rho(\varepsilon) \geqq e^{-\beta(t)}\|u(0)\|^{2} .
$$

Hence, if either $u(0) \neq 0$ or $\varlimsup_{t \rightarrow 0^{+}} \operatorname{Re}(A(t) u(t), u(t))>0$, then $\rho(t)>$ 0 for $t>0$, which implies $u(t) \neq 0$.
5. Second order nonlinear operators. In this section we apply the methods of $\S 4$ to nonlinear differential inequalities of the second order. We will show under rather general conditions that solutions with zero Cauchy data initially must vanish identically, and solutions with nonzero initial Cauchy data cannot have vanishing Cauchy data at a later time.

Again let $A(t)$ and $B(t)$ denote operators, both in general nonlinear and unbounded, on a complex Hilbert space $H$. Let $D_{t}$ be the domain in $H$ of $A(t)$ and $B(t)$, and let $L$ be the second order operator

$$
\begin{equation*}
(L u)(t) \equiv u^{\prime \prime}(t)-A(t) u(t)-B(t) u(t) . \tag{5.1}
\end{equation*}
$$

We assume the regularity conditions

$$
\begin{align*}
& u \in C^{1}([0, T) ; H) \cap C^{2}((0, T) ; H)  \tag{5.2}\\
& u(t) \in D_{t}, t \in(0, T)
\end{align*}
$$

We impose on the operator $A$ the condition
$(T) \operatorname{Re}(A(t) u(t), u(t)) \leqq \gamma\|u(t)\|^{2}+\sigma\left\|u^{\prime}(t)\right\|^{2}, t \in(0, T)$, where $\gamma, \sigma$ are positive constants, with

$$
\begin{equation*}
0<\sigma<1 \tag{5.3}
\end{equation*}
$$

Let $\gamma_{i}, \sigma_{i}, \nu_{i}, i=1,2,3$, be positive and continuous functions on $(0, T)$. We require further that the function $\operatorname{Re}(A u, u)$ be continuously differentiable on ( $0, T$ ), and that one of the two following inequalities holds:

$$
\begin{align*}
& \frac{d}{d t} \operatorname{Re}(A(t) u(t), u(t))-2 \operatorname{Re}\left(A(t) u(t), u^{\prime}(t)\right)  \tag{1}\\
& \quad \geqq-\gamma_{1}(t)\|u(t)\|^{2}-\sigma_{1}(t)\left\|u^{\prime}(t)\right\|^{2}-\nu_{1}(t)|\operatorname{Re}(A(t) u(t), u(t))|
\end{align*}
$$

or
$\left(\mathrm{U}_{2}\right) \quad \frac{d}{d t} \operatorname{Re}(A(t) u(t), u(t))-2 \operatorname{Re}\left(A(t) u(t), u^{\prime}(t)\right)$

$$
\leqq \gamma_{1}(t)\|u(t)\|^{2}+\sigma_{1}(t)\left\|u^{\prime}(t)\right\|^{2}+\nu_{1}(t)|\operatorname{Re}(A(t) u(t), u(t))|
$$

We also impose one of the conditions

$$
\begin{align*}
\operatorname{Re}\left(u^{\prime}(t), B(t) u(t)\right) \leqq \gamma_{2}(t) & \|u(t)\|^{2}+\sigma_{2}(t)\left\|u^{\prime}(t)\right\|^{2} \\
& +\nu_{2}(t)|\operatorname{Re}(A(t) u(t), u(t))| \tag{1}
\end{align*}
$$

or

$$
\begin{align*}
\operatorname{Re}\left(u^{\prime}(t), B(t) u(t)\right) \geqq-\gamma_{2}(t) & \|u(t)\|^{2}-\sigma_{2}(t)\left\|u^{\prime}(t)\right\|^{2}  \tag{2}\\
& -\nu_{2}(t)|\operatorname{Re}(A(t) u(t), u(t))|
\end{align*}
$$

We note that $(T)$ is a one-sided bound on $\operatorname{Re}(A u, u)$ which is satisfied if the more restrictive inequality

$$
\operatorname{Re}(A u, u) \leqq k\left(\|u\|^{2}+\|u\|\left\|u^{\prime}\right\|\right)
$$

holds for some positive constant $k$. The conditions $\left(\mathrm{U}_{1}\right)$ and $\left(\mathrm{U}_{2}\right)$, as in all such hypotheses, allow integration by parts. In fact, if $A$ is symmetric and has a derivative $A^{\prime}$, then these conditions are one-sided restrictions on the graph of $A^{\prime}$.

THEOREM 9. Suppose that $u$ satisfies conditions (5.2) and the differential inequality

$$
\begin{gather*}
\|L u(t)\|^{2} \leqq \gamma_{3}(t)\|u(t)\|^{2}+\sigma_{3}(t)\left\|u^{\prime}(t)\right\|^{2}+\nu_{3}(t)|\operatorname{Re}(A(t) u(t), u(t))|  \tag{5.4}\\
t \in(0, T) .
\end{gather*}
$$

Let $\gamma_{i}, \sigma_{i}, \nu_{i}, i=1,2,3$, be continuous positive functions in $L_{1}(0, T)$. Define

$$
\begin{aligned}
& \rho(t) \equiv c\|u(t)\|^{2}+\left\|u^{\prime}(t)\right\|^{2}-\operatorname{Re}(A(t) u(t), u(t)), t \in(0, T) \\
& \beta(t) \equiv c_{0} \int_{0}^{t}\left[1+\sum_{i=1}^{3}\left(\gamma_{i}(s)+\sigma_{i}(s)+\nu_{i}(s)\right)\right] d s, t \in(0, T)
\end{aligned}
$$

where $c \equiv \gamma+1$, and $c_{0}$ is a suitably large positive constant.
(a) If $(\mathrm{T}),\left(\mathrm{U}_{1}\right)$, and $\left(\mathrm{V}_{1}\right)$ hold, then

$$
\|u(t)\|^{2}+(1-\sigma)\left\|u^{\prime}(t)\right\|^{2} \leqq \rho(t) \leqq e^{\beta(t)} \underline{l i m}_{\varepsilon+0^{+}} \rho(\varepsilon), t \in(0, T)
$$

Hence if

$$
\begin{equation*}
u(0)=u^{\prime}(0)=0, \varlimsup_{t \rightarrow 0^{+}} \operatorname{Re}(A(t) u(t), u(t)) \geqq 0 \tag{5.5}
\end{equation*}
$$

then $u \equiv 0$ on $[0, T)$.
(b) If $(\mathrm{T}),\left(\mathrm{U}_{2}\right)$, and $\left(\mathrm{V}_{2}\right)$ hold, then

$$
\rho(t) \geqq e^{-\beta(t)} \varlimsup_{\varepsilon \rightarrow 0^{+}} \rho(\varepsilon) \geqq e^{-\beta(t)}\left[\|u(0)\|^{2}+(1-\sigma)\left\|u^{\prime}(0)\right\|^{2}\right], t \in(0, T) .
$$

It follows that if either $u(0) \neq 0, u^{\prime}(0) \neq 0$, or $\underline{\lim }_{t \rightarrow 0^{+}} \operatorname{Re}(A(t) u(t)$, $u(t))<0$, then $u(t)$ and $u^{\prime}(t)$ cannot vanish simultaneously for any $t$ in ( $0, T$ ).

Proof. We first prove (a). We let $c=\gamma+1$, and define a function $\rho$ on ( $0, T$ ) by

$$
\begin{equation*}
\rho(t) \equiv c\|u(t)\|^{2}+\left\|u^{\prime}(t)\right\|^{2}-\operatorname{Re}(A(t) u(t), u(t)) \tag{5.7}
\end{equation*}
$$

From (T) and (5.3) we obtain

$$
\begin{equation*}
\rho(t) \geqq\|u(t)\|^{2}+(1-\sigma)\left\|u^{\prime}(t)\right\|^{2} \tag{5.8}
\end{equation*}
$$

Moreover, $\rho$ is continuously differentiable on $(0, T)$, and

$$
\begin{equation*}
\rho^{\prime}=2 c \operatorname{Re}\left(u, u^{\prime}\right)+2 \operatorname{Re}\left(u^{\prime}, u^{\prime \prime}\right)-\frac{d}{d t} \operatorname{Re}(A u, u) \tag{5.9}
\end{equation*}
$$

Cauchy's inequality gives

$$
\begin{equation*}
2 c \operatorname{Re}\left(u, u^{\prime}\right) \leqq c\|u\|^{2}+c\left\|u^{\prime}\right\|^{2} \tag{5.10}
\end{equation*}
$$

Using ( $\mathrm{V}_{1}$ ), (5.4), and Cauchy's inequality we obtain

$$
\begin{aligned}
& 2 \operatorname{Re}\left(u^{\prime}, u^{\prime \prime}\right)=2 \operatorname{Re}\left[\left(u^{\prime}, L u\right)+\left(u^{\prime}, A u\right)+\left(u^{\prime}, B u\right)\right] \\
& \leqq\left(\left\|u^{\prime}\right\|^{2}+\|L u\|^{2}\right)+2 \operatorname{Re}\left(u^{\prime}, A u\right) \\
& \quad+\left(2 \gamma_{2}\|u\|^{2}+2 \sigma_{2}\left\|u^{\prime}\right\|^{2}+2 \nu_{2}|\operatorname{Re}(A u, u)|\right) \\
& \leqq\left(2 \gamma_{2}+\gamma_{3}\right)\|u\|^{2}+\left(2 \sigma_{2}+\sigma_{3}+1\right)\left\|u^{\prime}\right\|^{2} \\
& \quad+\left(2 \nu_{2}+\nu_{3}\right)|\operatorname{Re}(A u, u)|+2 \operatorname{Re}\left(u^{\prime}, A u\right) .
\end{aligned}
$$

Combining (5.9) - (5.11) and ( $\mathrm{U}_{1}$ ) gives

$$
\begin{align*}
\rho^{\prime} \leqq\left(c+\gamma_{1}+2 \gamma_{2}+\gamma_{3}\right)\|u\|^{2}+ & \left(1+c+\sigma_{1}+2 \sigma_{2}+\sigma_{3}\right)\left\|u^{\prime}\right\|^{2} \\
& +\left(\nu_{1}+2 \nu_{2}+\nu_{3}\right)|\operatorname{Re}(A u, u)| . \tag{5.12}
\end{align*}
$$

We also have the estimate

$$
\begin{align*}
|\operatorname{Re}(A u, u)| & =\left|c\|u\|^{2}+\left\|u^{\prime}\right\|^{2}-\operatorname{Re}(A u, u)-c\|u\|^{2}-\left\|u^{\prime}\right\|^{2}\right|  \tag{5.13}\\
& \leqq \rho+c\|u\|^{2}+\left\|u^{\prime}\right\|^{2}
\end{align*}
$$

and also from (5.8),

$$
\begin{equation*}
\|u\|^{2} \leqq \rho,\left\|u^{\prime}\right\|^{2} \leqq(1-\sigma)^{-1} \rho \tag{5.14}
\end{equation*}
$$

Hence, upon combining (5.12)-(5.14) we find that there exists a constant $c_{0}>0$ such that

$$
\rho^{\prime} \leqq c_{0}\left[1+\sum_{i=1}^{3}\left(\gamma_{i}+\sigma_{i}+\nu_{i}\right)\right] \rho .
$$

We define

$$
\beta(t) \equiv c_{0} \int_{0}^{t}\left[1+\sum_{i=1}^{3}\left(\gamma_{i}(s)+\sigma_{i}(s)+\nu_{i}(s)\right)\right] d s
$$

Then

$$
\begin{equation*}
\rho^{\prime}(t) \leqq \beta^{\prime}(t) \rho(t), t \in(0, T), \tag{5.13}
\end{equation*}
$$

and integration yields, for $0<\varepsilon<t$,

$$
\rho(t) \leqq e^{\beta(t)-\beta(\varepsilon)} \rho(\varepsilon) .
$$

Letting $\varepsilon$ tend to 0 , we obtain

$$
\|u(t)\|^{2}+(1-\sigma)\left\|u^{\prime}(t)\right\|^{2} \leqq \rho(t) \leqq e^{\beta(t)} \lim _{\varepsilon \rightarrow 0^{+}} \rho(\varepsilon)
$$

From (5.5) it follows that $\lim \rho(\varepsilon)=0$ as $\varepsilon \rightarrow 0^{+}$, and hence $u \equiv 0$ on $[0, T)$.

The proof of (b) is similar to that of (a), but the inequalities are reversed. Instead of (5.13) we arrive at the inequality

$$
\rho^{\prime}(t) \geqq-\beta^{\prime}(t) \rho(t), \quad t \in(0, T),
$$

which yields

$$
\rho(t) \geqq e^{-[\beta(t)-\beta(\varepsilon)]} \rho(\varepsilon), \quad 0<\varepsilon<t
$$

and hence

$$
\rho(t) \geqq e^{-\beta(t)} \varlimsup_{\epsilon \rightarrow 0^{+}} \rho(\varepsilon) .
$$

If either $u(0) \neq 0, u^{\prime}(0) \neq 0$, or $\lim _{t \rightarrow 0^{+}} \operatorname{Re}(A(t) u(t), u(t))<0$, then $\widetilde{\lim }_{\varepsilon \rightarrow 0^{+}} \rho(\varepsilon)>0$, and $\rho(t)>0$ for $t>0$. But $\rho(t)>0$ implies $u(t)$ and $u^{\prime}(t)$ cannot vanish simultaneously.
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