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Abstract

We consider the Noetherian properties of the ring of difiée operators of an
affine semigroup algebra. First we show that it is alwaystridbetherian. Next we
give a condition, based on the data of the difference betwieersemigroup and its
scored closure, for the ring of differential operators bedmti-isomorphic to another
ring of differential operators. Using this, we prove that thing of differential
operators is left Noetherian if the condition is satisfied. rdtver we give some
other conditions for the ring of differential operators rigpileft Noetherian. Finally
we conjecture necessary and sufficient conditions for thg of differential operators
being left Noetherian.

1. Introduction

Let K be an algebraically closed field of characteristic zero. D€R) be the ring
of differential operators of a finitely generated commu&aK -algebraR as defined by
Grothendieck [11]. We study the Noetherian propertiesD§R) when R is an affine
semigroup algebra.

It is well known that, if R is a regular domain, the®(R) is Noetherian, and the
category of leftD(R)-modules and that of righD(R)-modules are equivalent (see for
example [3], [16]). Bernstein-Gel'fand-Gel'fand [2] shed thatD(R) is not Noether-
ian in general if we do not assume the regularity. Howeug(R) is known to be
Noetherian for some families of interesting algebras; Mid47] and Smith-Stafford
[29] independently proved thdD(R) is Noetherian ifR is an integral domain of Krull
dimension one. Tripp [31] proved that the ring(K[A]) of differential operators of
the Stanley-Reisner riné[A] is right Noetherian, and gave a necessary and sufficient
condition for D(K[A]) to be left Noetherian.

Let A:={ay, a,...,a} C Z% be a finite subset. We denote ByA the monoid gen-
erated byA, and by K[NA] its semigroup algebra. We consider the ribgK[NA])
of differential operators oK [NA]. We saw in [25, 26] that the algebrB(K[NA])
is strongly related toA-hypergeometric systems (also known as GKZ hypergeometric
systems), defined in [15] and [13], and systematically swidby Gel'fand and his
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collaborators (e.g. [7, 8, 9, 10]). The rinD(K[NA]) was studied thoroughly when
the affine semigroup algebr[NA] is normal (e.g. [14] and [18, 20]). In particu-
lar, Jones [14] and Musson [20] independently proved D&K[NA]) is a Noether-
ian finitely generateK -algebra whenK[NA] is normal. Traves and the first author
[26, 27] proved thatD(K[NA]) is a finitely generated-algebra in general, and that
D(K[NA]) is Noetherian if the semigrouplA is scored. The scoredness means that
K[NA] satisfies Serre's$) condition and it is geometrically unibranched. The ques-
tion of Morita equivalence betweeB(K[NA]) for a scoredK[NA] and that for its
normalization was studied in Smith-Stafford [29], CharegBtafford [6], Hart-Smith
[12], and Ben Zvi-Nevins [1].

Generally speakingD(R) is more apt to be right Noetherian than to be left Noether-
ian, and a prime of height more than one is often an obstacl¢hto left Noetherian
property of D(R) (see for example [5], [19], [29], and [31]). We observe thieenom-
enon as well.

As in [29], by using Robson’s lemma (Lemma 5.1), we prove B8K[NA]) is
right Noetherian (Theorem 5.10) for ar. To state conditions for the left Noetherian
property, we need to introduce the standard expression efrigsoupNA; let S(NA)
be thescored closureof NA, the smallest scored semigroup containiig (see 6.4).
There existhy, ..., by € S(NA) and facesr, ..., tm of RyoA, the cone generated
by A, such that

(1.1) NA=S(NA)\ [ Jb +Z(ANT)).

i=1

Assuming that the expression (1.1) is irredundant, we sagtie seth +Z(AN<t): i =
1,..., m} is unique, and we call the expression (1.1) #tendard expressioof NA.

One way to prove the left Noetherian property is to show theespondence be-
tween left ideals and right ideals, and then to use the righ¢thkrian property. To
show the correspondence, we define asélased on the standard expression (see (6.1)
for the definition of B), and, whenB # @, we consider a rightD(K[NA])-module
K[w(NA)], an analogue of the canonical module. Then we see that dkegary of
left D(K[NA])-modules and that of righD(K[w(NA)])-modules are equivalent (The-
orem 6.11), and hence we derive the left Noetherian propart®p(K[NA]) from the
right Noetherian property oD(K[w(NA)]) (Theorem 6.12). (For this reason and an-
other technical reason, we prove the right Noetherian ptpp®t only of D(K[NA])
but of a little more general algebras.) In this way, for ex@ampve see thaD(K[NA])
is left Noetherian ifK[NA] satisfies Serre’'s$) condition.

Another way to prove the left Noetherian property is the wayilar to the one
used for showing the right Noetherian property. As in [29¢pfddsition 7.3], a suffi-
cient condition for the left Noetherian property is giventms way (Theorem 7.3).
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Finally we conjecture thaD(K[NA]) is left Noetherian if and only if for alli

with codimz > 1
7j>1,b —bjeK 7}, codimz; =1

When this condition is not satisfied, we construct a left idefaD(K[NA]) which is
not finitely generated (Theorem 7.8).

This paper is organized as follows. In Section 2, we recattesdundamental facts
about the rings of differential operators of semigroup higs, and fix some notation.
In Section 3, we recall the results on the finite generatiori2ih 27], and general-
ize them suitably for our proof of the right Noetherian prdape In Section 4, we
introduce preorders, which indicate tHi2-module structures oK [t .. .,tjl]. In
Section 5, we prove the right Noetherian property. In Sectp we consider the cor-
respondence between ldit-modules and righD-modules. In Section 7, we consider
the left Noetherian property; we give a sufficient condition Subsection 7.1 and a
necessary condition in Subsection 7.2.

2. Rings of differential operators

In this section, we briefly recall some fundamental factsuatibe rings of differ-
ential operators of semigroup algebras, and fix some natatio

Let K be an algebraically closed field of characteristic zero, &d commuta-
tive K-algebra. ForR-modulesM and N, we inductively define the space &f-linear
differential operators fromM to N of order at mosk by

DX(M, N) := {P € Homk (M, N): Pr —rP e D*}(M, N) for all r € R}.

Set D(M, N) := g2y D¥(M, N), and D(M) := D(M, M). Then, by the natural com-
position, D(M) is a K-algebra, andD(M, N) is a (D(N), D(M))-bimodule. We call
D(M) the ring of differential operatorsof M. For the generalities of the ring of dif-
ferential operators, see [11], [16], [30], etc.

Let

(2.1) A=fay, &, ..., &)

be a finite set of vectors iZY. Sometimes we identifyA with the matrix of column
vectors &, &,...,a&). Let NA andZA denote the monoid and the group generated by
A, respectively. Throughout this paper, we assume #hat= Z¢ for simplicity. We
also assume that the coif®e.oA generated byA is strongly convex.

The (semi)group algebra & is the Laurent polynomial rind<[Z9] = K[tE2, ...,
tjtl]. Its ring of differential operators is the ring of differga operators with Laurent
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polynomial coefficients
D(K[Z) = K[t ..., t5](00, . . ., da),

where pi,t;]= 8, [3,t7"]= —8;t;%, and the other pairs of generators commute. Here
[, ] denotes the commutator, ardg is 1 if i = j and O otherwise.

The semigroup algebr&[NA] = @@,y Kt? is the ring of regular functions on
the affine toric variety defined by, wheret?=tt3...t3 for a="(ay, a, . . ., aq),
the transpose of the row vectoay(. .., ag). We say thatS c Z¢ is an NA-set if
S+NAC S ThenKI[S = P, sKt?is a K[NAl-module. LetS, S € Z¢ be NA-
sets. Throughout this paper, we simply wrilyS, S) and D(S) for D(K[S], K[S])
and D(K[S)]), respectively. TherD(S, S) can be realized as a submodule of the ring
D(z%) = D(K[ZY]) as follows:

D(S, S)={P e D(Z%: P(K[9])) c K[S]}.

(See [4, p.31], [17, Proposition 1.10], and [29, Lemma 2.7].
Puts; :=t;d; for j =1,2,...,d. We introduce aZ%-grading on the ringD(Z¢)
as follows: Fora='(ay, a, ..., aq) € Z9, set
D(Z%a:={P € D(Z%: [sj, Pl=a;P for j=1,2,...,d)}.

Then the algebrd(Z) is Z4-graded;D(Z%) = @ ..« D(Z%a. Let S, S C Z9 be NA-
sets. Forae Z9, set D(S, S), := D(S, S) N D(Z%), and D(S)s := D(S) N D(Z%)a.
Then D(S) = @,.,« D(Sa is aZ-graded algebra, an®(S, S) = @, .« D(S, S)a is
a Z%-graded D(S), D(S))-bimodule. We can describB(S, S)a. explicitly as in [18,
Theorem 2.3]. Fome Z9, we define a subse®s s(a) of Z9 by

Qss(@={de S:d+a¢ S} =S\ (—a+S).
We simply write Qs(a) for Qss(a). We regard the seRs g(a) as a subset ik,

Proposition 2.1.
D(S, S)a = t°1(Q2s,5(a),
where
I(Q25s(a) := {f(s) € K[s] := K[sy, ..., sg]: f vanishes orf2ss(a)}.

3. Finite generation

In [26] and [27], we proved thaD(NA) is finitely generated as K -algebra, and
that GrO(NA)) is Noetherian ifNA is scored, where GE{(NA)) is the graded ring
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associated with the order filtration @(NA). In Section 5, we prove thaD(NA) is
right Noetherian (Theorem 5.10) for anf, by using Robson’s lemma (Lemma 5.1).
To this end, we need to generalize the results in [26] and [274 wider situation.
This section is devoted to this purpose.

Let us recall the primitive integral support function of a&da (face of codimension
one) of the coneR-oA. We denote byF the set of facets of the corR.oA. Given
o € F, we denote byF, the primitive integral support functiorof o, i.e., F, is a
uniquely determined linear form oRY satisfying
(1) F-(R=0A) =0,

(2) Fs(0) =0,
(3) F(2%)=2.

REMARK 3.1. Leto € F. By the definition ofF,, there existan € N such that
F,(NA) > m+N. Accordingly, for anNA-setS, there existan € N such thatF, (S) 2
m+ N.

Let & be a scoredVA-set, i.e., by definition,

S =({aeZ': F.(a € Fo(S)).

oeF

Lemma 3.2. Let S be a scoredNA-set Then $ is a finitely generatedN A-set
if and only if (&) is a finitely generated KNA)-set for each facet.

Proof. The only-if direction is obvious.

Suppose thaF, (&) is a finitely generatedr, (NA)-set for each faces. Let M, :=
maxWN \ F,(&)) (cf. Remark 3.1), and~ (&)+ :={m e F,(&): m < M, } U {oo}. Then
F, ()« is a finite set. For a map which assigns a facet to an element of, (S)+,
we define a subsek(v) of & by

SO) ={ae &: F,(a) = v(o) for all facetso}.
Here we agree thdf, (a) = co meansF;(a) > M, +1. Theng =, &(v). We also set
SOk ={ae RY: F,(a) = v(o) for all facetso}.

Since & is scored,S(v) = S(v)r N ZY
For each ray (1-dimensional facg)of RxoA, fix d, e NAN p. Set

F(v) ={d,: p < o for all facetso with v(c) # oo}.
Since any strongly convex cone is generated by its 1-diroaasifaces,

{ae Rd: Fo(@ =0 for all facetso with v(o) # oo,

"F,(@ >0 for all facetso with v(0') = 0o } = RooF (v).
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HenceR.oF(v) is the characteristic cone &(v)g, and there exists a polytope(v)
such thatS.(v)g = P(v)+RsoF (v) (see [28,58.9]). Clearly there exists a finite s&i(v)
such thatR.oF(v) N Z¢ = G(v) + ZdﬁeF(V) Nd,. Thus &(v) is generated byR(v) N
7Z9) U G(v) as anNF(v)-set. ThereforeS, is finitely generated as alN A-set. O

Let S be a scored finitely generat@liA-set. Letby,..., by, € &, and letty,..., thm
be faces ofR.pA. Let

(3.1) s=s\(Jb +Z(An 7))

i=1

satisfy F, (S) = F, (&) for all facetso. We say thatS. is the scored closureof S We
assume that the expression (3.1) is irredundant. ThenZ(AN<t):i=1,...,m}is
unique, and we call (3.1) thetandard expressionf S We do not assume th& is
an NA-set, unless we state the contrary. In the remainder of #ttian and the next
section, & and S are fixed as above.

We define a ring of differential operators by

D(S) := (P € D(Z): P(K[S)) < K[S]}.

First we consider thé&Zd-graded structure oD(S). Put D(S)a := D(S) N D(Z%)..
Similarly to Proposition 2.1, we can write

D(9=EP D(S9a D(S)a=t2U(Qs(a)),

aczZd

where Qg(a) = S\ (—a+9).

Proposition 3.3. Let ZC stand for Zariski closure in K We regard £ as a
linear map from K to K.

(1)
zC@s(d) = U FH(K).

oeF keFo (S)\(—Fo (d)+Fs (&)
(2)
zC@sd) =zC@s(U  [J (b -d+Km).

b —de S*Z(ANT;)

In particular, D(S) is a subalgebra of [%).

Proof. (1) is easy, and (2) follows from Lemma 3.5 below. Ske {27, Propo-
sition 5.1]. ]
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Fix M € N so that
(3.2) M > maxF,(R)U{F,():i}—minF,(S)U{F,(b):i} for all facets o,
where F, (£)°=Z\ F,(&). Then, forN > M,
N+F, (&) € F, (&) for all facets o.

For a facer, put
N(ANT):={ae N(ANT): F,(a) = M for all o € F with o ¥ 7).
Lemma 3.4. Lett be a face ofR,pA. Then
S+N(ANT)C S,

Proof. SinceX is anNA-set, S+N(ANt)C S. Letae N(Ao\cﬁ 7), and letbe S
It remains to show thab+a¢ b; + Z(AN ;) for any j. If 7; # 7, then there exists a
faceto such thato > 7; ando % t. For sucho,

Fs(@a+b) > M +minF, (&) > F,(b;).

Hencea+b ¢ by + Z(AN 1j).
If 7j = 7, thena+b¢ b + Z(AN ;) sinceb ¢ by + Z(AN ;). ]

Lemma 3.5.
d+9NnsNB+Z(ANT) 0 < b —de S+Z(ANT).

Proof. The implication= is obvious.
For the implication<, letae Sandd+aec h +Z(AN7t). Foro € F with o > 1,

Fo(d+a) = Fy(b) € Fo(K).

If o ¥ 17, then there exist®, € N(AOFWri) such thatF,(d+a+ a,) € F,(&). By
Lemma 3.4,a+ Zazr. 3, €S Henced+a+ Zgzﬂ a, belongs to the set in the left
hand side. 0

By Proposition 3.3,[(2s(d)) = (pg), where

(3:3) pa(s) = [ ] I1 (Fs(s) — K.

0 keFs (S\(=Fs (+F:(S))
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Theorem 3.6. Let Gr(D(S&)) denote the graded ring associated with the order
filtration of D(S;). Then the following hold
(1) Gr(D(R)) is finitely generated as a K-algebrdD(S) is left and right Noetherian
(2) D(9) is finitely generated as a K-algehra
(3) D(&) is finitely generated as a right (3)-module

Proof. For (1) and (2), the argument in [27, Sections 5 and 6ike with the
new M (3.2) in place of the oldM [27, (5)]. In [27], we did the argument when
S =R.0ANZ4.

For (3), we briefly recall some notation from [27]. For a rayof the arrange-
ment determined by, i.e.Rp is the intersection of some hyperplands, & 0), take
a nonzero vectod, from Z9 N p satisfying the conditions:

3.4) Fr(d,) > M if F,(d,) >0,
Fo(d,) < —M if F,(d,) <0,
and
(3.5) d, e Z(Ant)Np for all faces v of RspA satisfying Rt D p.
Let © be a map fromF to a set
M := {—o0} U {+oo} U {m e Z: |m| < M}.
Define a subse&(u) of Z% by

(3.6) S(r) = {de z% F,(d) = u(o) for all o € F},

where we agree thaf,(d) = +oo (—o0, respectively) meanF,(d) > M (< —M,
respectively). We also define

Fo() =0 if (o) #=+oo,
(3.7) Fwr =[] {deR*: F (@) >0 if p(o)=+oo, ¢,
oeF Fo(d) <0 if w(o)=-—o00

In the case of (3), foidy € S (1) and p C F(u)g, the deficiency ideal (cf. [27,
Definition 5.4]) is the same as in the case of (2), i.e.,
D(R)a, - D(S)g, = D(S)ayea, - I lJ (@-d +KAnw)|.
b—d,eS+Z(ANT)

Hence the same argument in the proof of [27, Theorem 5.14ksvas well. ]
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4. Partial preorders

In this section, we keep situation (3.1), and introduce mtexs, which indicate
the D(S)-submodule structure oK[Z9] = K[t ..., 5]
For an ideall of K[s] and a vectorc e K9, we define a new ideal + ¢ by

| +c:={f(s—0: f(s) e l}.

The following lemma is immediate from the definition.

Lemma 4.1. For a subset V of K and a pointac K9, let I(V) denote the ideal
of polynomials vanishing on ,Vand m, := I({a}) the maximal ideal ata. Then the
following hold
Q) I(V)+c=1(V +0.

(2) ma+(b—a) =my.
(3) If p is prime then so isp +c.

Let p be a prime ideal oiK[s]. In the set{p +a: ac Z%}, we define<gs by

(4.2) p<sp+aZ1(Qs@)  p.

REMARK 4.2. WhenS = NA, m, <smy if and only if a < b in the sense of
[26], which was also considered in [21].

Lemma 4.3. <gs is a partial preorder

Proof. First, sincel(25(0)) = (1) € p, we havep <sp.
Second, letp <sp+aandp+a=<sp+a+h Then we have(Qs(d) € p and
I(Qs(b)) £ p+a The latter is equivalent t&(Q2s(b) —a) £ p. Sincep is prime, we have

I((a)1(2(b) — a) & p.
From the inclusionD(S),D(S)a € D(S)awb, We obtain
I(Qs(@)I(2s(b) — a) < I(2s(a+b).
Hence we have

I(Qs(a+h) £ p,

or equivalently

p<sp+a+h. O
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Lemma 4.4. Leta € K9, and letae Z% Thenl(r) + @ <5 I(r) +  + a if and
only if, for all facetso > 7, F,(a) € F,(&) implies R (¢ +a) € F,(SX), and for all
facesti = 7, a+a—h € K7 impliesh —a¢ S+Z(AN ).

Proof. By definition, I(7) + « <5 I(r) + « + a means ZCQRs(a@) 2 « + Kr. By
Proposition 3.3, the latter condition means that, for aflefac > 7, F,(a) € Fo (&)
implies F,(« +8&) € F,(&), and, for all faces; > 7, ata—h € K¢ implieslhh —a¢
S+Z(AN ). O

For e € K9 and a facer, set
(4.2) E(9:(x) :={A € Kt/Z(ANT): ¢ — A € S+Z(ANT)}.
Define another partial preordefs. by

(4.3) o« =<s: P & E(9). (x) € E(S(B) for all faces /' with ' > .

We denote byx ~s, B if @ <s. B anda =5, B, or equivalently, if
E(9): () = E(S)./(B) for all faces ' with 1’ > 7.

When S = NA, the setE(S).(a) was considered in [24]. As in the case when
S=NA, we have the following lemma.

Lemma 4.5. (1) E(9).(x) is a finite set
(2) E(S)r_oa(@) = {e modZ}.
(3) For a faceto € F, E(9),(x) @ if and only if F; () € F,(S) = F,(S).

Proof. The proofs are the same as in the case wberNA. See [24, Proposi-
tions 2.2 and 2.3]. ]

By Lemma 4.5 (2),a+7Z%=B+7Z% if a <s. B.

Lemma 4.6. For anya € K9, a+Z9 has only finitely many equivalence classes
with respect to~s;.

Proof. Letf e a+Z9. If there existsh € K7’ such thate — A € Z9, thenB—A
74, and E(S). () and E(S)./(B) are contained in the finite sat+Q(z' NZ4)/Z(ANT').
If there exists no suchh € K7/, then E(S)./(«) and E(S),/(B) are empty. Hence the
number of equivalence classes is finite. ]



RINGS OF DIFFERENTIAL OPERATORS 539
Next we compare two preorderss and <s,. By Lemmas 4.4 and 4.5,

I(t)+a <xsI(r)ta+a

(4.4) for all facets o > 7, E(S),(e) # 90 = E(S), (e +a) # 0,
{for all faces 7, > 7, ata—hb ¢ E(9;(x).

Note thate +a—b ¢ E(S)(x +8) is automatic.
Hence we have proved the following proposition.

Proposition 4.7.
a=s: B=1(r) ta =sI(r) +B.

We denote byi(z) +a ~sI(r) + B if I(r) +a <s1(r) + B andI(r) +a =5 I(7) + B.

Corollary 4.8.
a~se B=1(r) ta~sl(t) +B.

Similarly to [27, Lemma 3.6], the following holds.

Lemma 4.9.

S+Z(ANT) =[S +Z(AN D]\ (B +Z(ANT)).

=T
Lemma 4.10.

S+Z(ANt)={ae Z%: F,(a) € F, (S = F,(S) for all facetso > 7}
={ae Z%: E(9,(a) #0 for all facetso > t}.

Proof. This is immediate from the definitions and Lemma 4.5. L]

Theorem 4.11.
a~s: B I(r) +a~sl(r) +B.

Proof. It is left to prove the implicatior=. We suppose thdi(r)+a <sI(7)+a+
a. Hence we suppose the two conditions in (4.4). We show B{&), («) C E(S), (a+
a) for all z’ = r. We assume the contrary; we suppose thatE(S). (a)\ E(S). (+a).
Then we have

(4.5) A e K,
(4.6) a—AeS+Z(ANT),
4.7 a+a— A ¢ S+Z(ANT).
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By (4.5) and (4.6),F,(«) € F,(&) for all o > /. Then by (4.5) and the first condition
of (4.4) F,(e+a—A) = F,(x+d) € F,(&) for all o = 7’. Then by (4.7) and Lemma 4.9
there existsr; > ¢’ such thate +a— X e b +Z(AN+t). Hencea+a—b +Z(AN<g) =

A+Z(ANT) € E(9,(a). This contradicts the second condition of (4.4). O

5. Right Noetherian property

In this section, we assume th& is a scored finitely generatedA-set, that the
expressionS, = S \ UL (b + Z(A N 7)) with all b € & is irredundant, and that
F,(Sn) = F,(S) for all facetso. In the notation in (3.1), =% and §, =S We
prove thatD(S;) is right Noetherian by the induction om.

Let

D(S, Sn) := (P € D(Z): P(K[S]) € K[Snl},
and forae Z9 let
D(S, Sn)a = D(S, Sn) N D(ZYa
Then D(S, Sy) is a right ideal of D(S), and a left ideal ofD(S,). We have

(5.1) D(S, Sn)a = tU(Qs,5,(@), 25,5, = S\ (—a+ Sn),
and
(5.2) ZCQs, 5,(d) = ZCQs,(@) U U (b —a+Kg).

b —ae H+Z(ANT);1<i<m

We use the following Robson’s lemma to prove the right Noggimeproperty of
D(Sn)-

Lemma 5.1 (Proposition 2.3 in [23]). Let A be a right ideal of a right Noether-
ian ring S Let R be a subring of S containing. Auppose that S is finitely generated
as a right R-moduleand that A is a right Noetherian R-modul€Then the ring R
is right Noetherian

By Lemma 5.1 and Theorem 3.6, we only need to show %)/ D(S, Sy) is
a Noetherian rightD(S;)-module.

Letk <m, and let§ = § \ Urzl(h + Z(A N 1)). Since we know, by Theo-
rem 3.6, thatD(S) is right Noetherian, and thabD(Sy) is a finitely generated right
D(&)-module, the sequence of right ideals BDfSy)

(5.3) D(S, Sn) € D(S, Sn-1) € -+ € D(S, S) € D(S)

is a sequence of finitely generated righ{S;)-modules.
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Set
(5.4) My := D(S, S-1)/D(S, SO.

We want to show that eacMy is a Noetherian righD(S,)-module.

Lemma 5.2.

I(Qg,s(3) = (Pa) - N I(b —a+ 7).

b —ae +Z(ANT )i <k

Proof. By (3.3) and (5.2),

I(Qs,5(8) = (pa) N N I(b —a+7).

b —ac H+7Z(ANT )i <k

Suppose thab —ae S+Z(ANT). If b —a+ Kz € ZC(Qg(d)), then there exists
a faceto > 7, such thatF, (b — @) € F,(SQ) \ (—F, (@ + F»(S)). This contradicts the

fact that F, () € F,(S). Hencepy ¢ I(bh —a+ 7). If fpae () I(bh —a+5), then
f e I(b —a+7) sincel(bh —a+7) is prime. We have thus proved the assertion]

Corollary 5.3. If (Mk)a # 0, thenb —ae § + Z(A N ), or equivalently if
(Mb,—a 70, thenae S+ Z(AN w).

Proof. This is immediate from Lemma 5.2 and the definitionMyf (5.4). ]
Lemma 5.4. If (M)p—aD(Sn)ec #0, thena—c=g, . a
Proof. We have

a—CAg,q @

< I() +a—c£s, I(w) +a
© [(Qs,(0) € (k +a—0
= (Mk)-aD(Sn)c = 0.

(5.5)

Here the first equivalence is by Theorem 4.11; the second ithéydefinition of g,
(4.1). For the implication (5.5), 1eX € D(S, S—-1)b.—a andtcf(s) € D(Sy)c. Since M
is a right D(Syn)-module, Xt¢f (s) € t%#°[(Qg 5, (bx —a+0)). Since f(s) € I(Qs, (9),
we have f(s) € I(zx + a— ¢). Hence by Lemma 5.2

Xt (5) € thI(Qg, 5, (b — a+ Q) NI(r +a— ¢ < t* I, 5, (b — a+ Q).

Thus the implication (5.5) holds. ]
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The following proposition is immediate from Lemma 5.4.

Proposition 5.5. Let C be a set of equivalence classes n+%(A N ) with
respect to~g, ,, such thatd <g , candce C implyde C.
Then Pe.c(Min—c is a right D(Sy)-submodule of M= P .z(anm) (Mk)b—c-

For 1<k <m, set

(5.6) S=%\ J G+zZ(Anw)

1<i<m;i #zk

Then D(§k) is a K-subalgebra ofD(&) (Proposition 3.3), and we may assume that
D(S) is right Noetherian by the induction. Sinddy is a Noetherian rightD(S)-
module, andD(%) is finitely generated as a righd(&)-module by Theorem 3.6\
is a Noetherian righD(&)-module.

The following lemma relates the Noetherian property as atrig(S)-module to
that as a rightD(S,)-module.

Lemma 5.6. Let G CC, C h—S+Z(ANty), and suppose that iN= @aeci (My)a
(i =1, 2) are right D(Sy)-submodules of M If, for anya a+ce C,\ Cy, X € (My)a,
and Pe D(é()c, there exists Qe D(Sn). such that XQ = X.P, then N/N; is a
NoetherianZd-graded right O(Sy)-module

Proof. LetN be aZ-graded rightD(S;,)-submodule oMy with N; € N € N,. Put
N=| @ Na|D(&.
a€C2\C1

Then N is a right D(&)-submodule ofM,. By the assumptionN, = N, for all a e
C,\C;. Hence NN N2+N;p)/N; = N/N;. Therefore the Noetherian property bfy as
a right D(&)-module implies that oiN,/N; as aZ9-graded rightD(Sy)-module. [

Replacinga by b, — a in Lemma 5.6, we have the following corollary.

Corollary 5.7. Let C be an equivalence class i 8Z(A N t) with respect to
~g.7, and letde C. If, for anyg a—ce C, X € (Mk)p-a and Pe D()c, there
exists Qe D(Sy)c such that XQ = X.P, then

B M-z / P (Mn-a
d d

dﬁsn‘fk d<3n.fk

is a NoetherianZd-graded right O(S)-module where <s, ., means=<s, , and s, -.
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Proposition 5.8. For each equivalence class C in $Z(A N 1) with respect to
~s,.u the assumption irCorollary 5.7is satisfied

Proof. Similarly to Lemma 5.2, we see

H(szsn(c)):ma-ﬂ( U (h—0+fi)>,
)

b —Ce Sn+Z(ANT

H(QQ(C))=<|OC>~H( U (b —c+fi)).

b —ce &+Z(ANT )i 2k

SinceSh € & b —ce Sn+Z(AN ) impliesh —ce & +Z(ANT). Hence,
if bk —c¢ Sn+Z(AN ), then(Qg(d) € [(Qs,(9), i.e., D(X)c € D(Sn)e; and we
have nothing to prove.

Suppose thabe — ce Sp+Z(AN ). Let f € [(Uy cegszann)izk® — c+ 1))
If fel(b—c+w), thenp.f € I(25,(c)), and again we have nothing to prove.

Let f ¢ I(bx —c+ 7). Let X € (Mk)p—a- Suppose thab, —a ¢ K. Then there
exists a facet > ¢ such thatF,(bk —a) #0. SinceF,(s) — F,(bx —¢) € I(bx — ¢+ 1),
Pef(Fo(s) — Fo (b — ) € I(R2s,()). We have

X-tcpcf(Fa(S) - Fa(bK - C)) = X-(FU(S - C) - Fa(bK - C))tcpcf
= X(F(f(a_ C) - FU(bK - C))tcpcf
= XF, (b — at°pcf.

Here the second equality above holds because
X € (Mp—a = t* 2U(Qg, s, (b — @)/t* Qg s, (b — &) NL(a+ =)

Hence in this case

X.tcpcf =X tcpcf(Fa(S) - Fa(h( - C))

1
.Fo(h(_a)

as desired.
Finally suppose thaly —a e K. Sincea~sg, , a—C, we have

a—(@a—-h)eSh+Z(Any) ©a—c—(a—b) € Sn+Z(AN 1),
or equivalently,

ke Sh+tZ(AN1) & b —ce S+ Z(AN ).
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But the left hand side is false by the definition dk,(zx), and the right hand side is
true, which is one of our assumptions. Hence the case vbhena € Ktx does not
occur, and we have completed the proof of the proposition. 0

Corollary 5.9. My is a NoetherianZ?-graded right {Sy,)-module

Proof. SinceS+Z(AN1) has only finitely many equivalence classes with respect
to ~s, by Lemmas 4.6 and 4.1QVl is a NoetheriarZ?-graded rightD(Sy)-module
by Corollary 5.7 and Proposition 5.8. ]

Theorem 5.10. D(S;) is right Noetherian

Proof. By the sequence (5.3) and Corollary 53(S)/D(S, Sy) is a Noether-
ian Z4-graded rightD(Sy)-module, and henc®(Sy) is Z%-graded right Noetherian by
Robson’s lemma. Then, by the general theoryZ8fgraded algebras (see [22JR(Sn)
is right Noetherian. ]

6. Right modules and left modules

We retain the notation in Sections 3 and 4. Ti#ysis a finitely generated scored
NA-set, we have an irredundant expression (3.1):

s=s\Jb +Z(ANnT))

i=1

with b € &, andF, () = F,(S) for all facetso. In this section, we assume th&tis
an NA-set. WhenS satisfies Serre’sS) condition, it is not difficult to see thab(S)
and D(w(9)) are anti-isomorphic to each other, where

w(S) = —1 x (the weight set of the canonical module KfS]).

Hence the left Noetherian property &f(S) is derived from the right Noetherian prop-
erty of D(w(S)). In this section, we give a sufficient condition for thisggament to
stay valid.

For P =), t2fy(s) € D(ZY), the operatorP* =", fo(—s)t? is called the formal
adjoint operator ofP. ThenK[z9] = K[t{?, ..., ;9] is a right D(S)-module by taking
formal adjoint operators.

Lemma 6.1 (cf. Proposition 4.1.5 in [26]). Suppose thatA C Z9 satisfies that
ae A andb=<s aimplybe A. Then K[—A] is a right D(S)-submodule of KZ9].

Proof. Let foeI(Qs(a)) andbe A. Then we havetffy(s))*.tP= fy(—s)tdtP=
fa(=S)t3D= fo(b— a)tab.
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The conditionb — a Z£s o b is equivalent tol(Qs(a)) € mp_a by Lemma 4.1 and
Theorem 4.11. Hencea¥fa(s))*t ®=0 if b—a£s b This proves the lemma. [

For the left Noetherian property, we constructlA-setw(S), and show a duality
betweenD(S) and D(w(S)). To constructw(S), we prepare some notation. L&t
denote the unioF U {7j:i =1,..., m}. Set

e b e KrnZYZ(ANTt) for all r € F.
(6.1) B:=1(b;),cz:e Foralli and allt € F with T > 7, there existsj with
7j =t such thath +b, =b; +b;, mod Z(AN1).

Throughout this section, we assume
(6.2) B # 0.
Fix an elementlg) € B once for all. We define a subse(S) of Z¢ by

w(S) :={aeZ: b, ¢ E(S,.(—a) for eacht € F}
={aeZ% —a—b, ¢ S+Z(AN<) for eacht € F}.

By Lemma 6.1,K[w(9)] is a right D(S)-module.
REMARK 6.2. If S satisfies Serre’sS,) condition,

(6.3) S=()(S+Z(ANno)),
oeF

then F = 7, and 0) € B. Hence condition (6.2) is satisfied.

WhenNA satisfies Serre’sS) condition, —w(NA) for (0) € B is the weight set of
a right D(NA)-module H8 (K[NA])*, the Matlis dual of the local cohomology module
HI(K[NA]).

Lemma 6.3. ®(S) is an NA-set

Proof. Letae w(S), andbe NA. Suppose thad+b ¢ «(S). Then there exists a
facet € F such that—-a—b—Db, € S+Z(AN ). Then from theN A-stability of S we
obtain —a— b, € S+ Z(AN 1), which contradicts the assumptiere w(S). O

Lemma 6.4. D(9* € D(w(S)), where

D(S)* = (P*: P € D(S)}.
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Proof. Since theNA-set & is finitely generatedw(S) is not empty. We know
that w(S) is an NA-set by Lemma 6.3. Hence, P* € D(S)* satisfiesP*(t%) = 0 for
all ae w(S), then P* =0. L]

Next we show thaty(S) is of the form considered in Sections 3 and 4. Then we
show thatD(S)* = D(w(S)) under condition (6.2). Thus we deduce the left Noetherian
property of D(S) from the right Noetherian property dD(w(S)) if condition (6.2) is
satisfied.

We define the scored closu®(w(S)) of w(S) by

(6.4) S(@(9) = [{ae Z®: F,(a) € Fy(w(9)).

oeF

Lemma 6.5. S(w(9) is a finitely generated scored A-set

Proof. ClearlyS(w(9)) is scored. Since(S) is anNA-set by Lemma 6.3%(w(S))
is also anN A-set.

For the finite generation, by Lemma 3.2, itis enough to proa¢eact, (S («(9))) =
F. (w(9)) is finitely generated as &f, (NA)-set. For this, it suffices to show thg (w(S))
is bounded below. For each faecetwe know by Lemma 4.9

S+Z(ANo) =[S +Z(ANo)]\ | b +Z(ANo)).

Clearly
Fo((9) € —(F,(9°U {F,(8): 7 =0o}).
This proves the finite generation, since the right hand ssdeounded below. O

Corollary 6.6. D(w(9)) is right Noetherian

Proof. By the Noetherian property ¢€[NA], Lemma 6.5, and the similar argu-
ment to that in [27, Proposition 3.4}p(S) can be written of the form considered in
Sections 3 and 4. Hence we can apply Theorem 5.160(8). L]

Lemma 6.7. For t € f,
(S +Z(ANT)={ac Z%: E(S).(—a) # b, for any v’ € F with 7/ >= 7).

Proof. The inclusion <’ is clear by definition.

For the inclusion »’, let a € Z9 satisfy E(S),(—a) # b, for any t’ F with
7/ = 7. Then we can takd € N(A N t) such thatF,(—a— b) ¢ F,(S) for any facet
o % t. ThenE(S).(—a—h) =@ for any facer’ # t. In particular,a+be o(S). [
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Lemma 6.8. Leto be a facet For A € Z° N Ko,
A € E(w(9),(-a) & b, =X ¢ E(S,(a).
Proof. By Lemma 6.7,
(S +Z(ANo)={aec Z%: —a¢h, + S+ Z(ANo)}.
Hence
7% = [w(S) + Z(ANo)] U —[b, + S+ Z(AN0o)].

Hence the assertion follows. O

The following proposition may be considered as the dual@gyweenS and w(S).

Proposition 6.9.
S={aeZ E(S.(@) >0 for all t € F}
={ae Z% E(w(9).(—a) # b, for any r € F}
= w(w(9)).

Proof. For any facer, we have

S+Z(ANT) = S+ Z(ANT)\ | (b +Z(ANT)).

=T
Hence

S=S(9N () (S+Z(ANT)),

codimzi>1

where $(S) = (), ~(S+Z(AN0)) is the S-closure of S This means the first equality
of the proposition.
For the second equality, first note that by Lemma 6.8

(6.5) E(9.(8) >0 & E(w(9).(—a) # b,
for any faceto. We have

S(S) ={ae Z: E(S),(a) > 0 for all facetso}
={ae Z%: E(w(9),(—a) # h, for any facets}.
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Suppose that e $(S) and b, € E(w(9)),(—4a) for somer; with codimzg; > 1.
Then—a—b, € (S +Z(AN7). By Lemma 6.7,E(S);(a+b;,) # b, or equivalently,
E(S).(a) # 0. We have thus proved the inclusiog™ of the second equation.

Since S= $(9) \ Ugogimz -1(B + Z(AN 7)), and since the right hand side of the
second equality is included i8(S), to prove the inclusion2’, it suffices to show
thatbe b + Z(AN ) with codimz; > 1 does not belong to the right hand side. Since
(b;) belongs toB, for any r € F with T = 7 there existsj with 7; =t such that

b+b, —b, e bj +Z(ANT).
In particular,

b+b, —b, ¢ S+Z(ANT).
Hence

b. ¢ E(S:(b+b,) forany reF with 7> 1.

This means by Lemma 6.7

—b—b, € (9 +Z(ANT).
This is equivalent to

b, € E(e(9)r (D).

Henceb does not belong to the right hand side of the second equdlityeoproposition.

0
Theorem 6.10. Under condition(6.2),
D(w(9) = D(S)".
Proof. By Lemma 6.4 and Proposition 6.B(w(S)* € D(S). Hence
D(«(9) = D(«(9))™ < D(§)* < D(w(9)).
Hence D(w(S)) = D(S)* and D(S) = D(a(S)"*. 0

Theorem 6.11. Assume that S satisfies conditi(§2). Then there exist one-to-
one correspondences between left module ideals right modules right ideals of
D(S) and right modulesright ideals left modules left ideals of Dw(S)), respectively

Proof. This is immediate from Theorem 6.10. O
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02

Fig. 1. The semigroufNA in Example 6.15

Theorem 6.12. If S satisfies condition(6.2), then IXS) is left Noetherian In
particular, D(S) is left Noetherian if S satisfies Serre’s conditioft).

Proof. This is immediate from Corollary 6.6 and Theorem 6.11 O

Theorem 6.13. Assume that S satisfies conditi@®2) and that there exista €
78 such thatw(S) = a+ S Then there exist one-to-one correspondences between left
modules left ideals of S) and its right modulesright ideals respectively

Proof. We have

D(w(9) = D(a+ 9 =t*D(9t 2~ D(9

as K-algebras. Hence the theorem follows from Theorem 6.11. O

Corollary 6.14. Assume that KNA] is Gorenstein Then there exist one-to-one
correspondences between left moduledt ideals of OONA) and its right modules
right ideals respectively

Proof. In this caseNA satisfies the assumption of Theorem 6.13. ]

EXAMPLE 6.15. Let

A_01334466
12112010 1

The semigroupNA is illustrated in Fig. 1. The scored extentic®(NA) equalsN?.
We have

Z(AN 1) :Z[g] and Z(AN o) :Z[g}.
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B RINHEBINBE)
(HEHINE

The $-closure $(NA) equalsNAU {[S ] and thusNA does not satisfy %) condi-
tion. )

We haveF = {01, 02, {0}}.

The setB consists of only one elemeni,|:

o[l
o [2]

We can check that, for thish(), w(NA) = [_02] + NA. Hence, by Theorems 6.11

and 6.12, the category of leD(NA)-modules and that of righD(NA)-modules are
equivalent, andD(NA) is Noetherian.

7. Left Noetherian property

In this section, we consider the left Noetherian propertg; give a sufficient con-
dition in Subsection 7.1 and a necessary condition in Stiosee.2.

Let S be a semigrouNA, and S its S-closure.

Let

s=s\Jb +Z(AnT)),
(7.1) =

|
S =5\ Jb +Z(An7))

i=1

be the standard expressions férand . Hencer; (i <) are facets, whiler; (I <
i <m) are not.

Lemma 7.1.

D(S < D(Sy).
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Proof. Recall that

D(Sz)a:D(S:)a']I( U b —a"'KTi),

b —ae S+Z(ANT),i <l

D(S)a:D(S:)a'H( U bh —a+ K‘L’i).

b —ae SHZ(ANT ),i <m
Note that fori <|
S+Z(ANT)=S+Z(ANT)
sincet; is a facet. HencedD(S) € D(S). ]

7.1. A sufficient condition. Since D(S) is left Noetherian by Theorem 6.12,
the following lemma is proved similarly to Lemma 5.1.

Lemma 7.2. If D(S)/D(S, S is a Noetherian left DS)-module then I(S) is
left Noetherian

Theorem 7.3. Assume that S S is a finite setlf, for all i > |, the intersection

N

hfbjGK‘L’j,j§|
equals the originthen (9) is left Noetherian

Proof. We show thaD($)/D(S, S) is finite-dimensional. Then the theorem fol-
lows from Lemma 7.2.

Note that allt; with i > | are the origin{0}, since$;\ S is finite.

First we show thatD(S), = D(S, S)a for all but finite ae Z%. Recall that

D(&)a:D(&)a‘H( U b —a"'KTi),

b —ae S+Z(ANT),i <I

D(S, S)a:D(&)a~H( U h—a+Kri).

b —ae S+Z(ANT),i<m
Hence D(S)a # D(S, S, if and only if there existd > | such that

eh —ac s,

(7.2)
eb —beKr (j <I) = bj—a¢ S+Z(ANT).
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It suffices to show that for a fixeid> | there exists only finitely mang e Z¢ with (7.2).
Take M as in (3.2), i.e,,

M > maxF,(S)°U({F,(b):i} for all facets o.

(Note that minF,(S) U {F,(b): i} =0 in our case.)
Suppose thaa e Z9 satisfies (7.2). Then

e F,(bh —a) >0 for all facets o,

(7.3)
e Fylh —a=F;(bj—a <M forall j<I with b —beKr.

There exists only finitely many sucha e Z¢, since the intersectiofiy _p, ek, j<i Tj
equals the origin.

Now it is left to show that eaclb(S)a/D(S, ), is finite-dimensional. Let =
I{h —a:h —ae S, 1 <i <m}). ThenD(S)al € D(S, Sa. There exist surjective
K[s]-module homomorphisms

D(£)a/D(S, 9a < D(£)a/D(S)al < K]g]/I.

The latter is an isomorphism, sind®(S), is a singly generated [s]-module by [25,
Proposition 7.7]. Henc®(S,)./D(S, S, is finite-dimensional, and we have completed
the proof. Ul

7.2. A necessary condition. Let S be a semigroufNA, and let

s=s\[Jb +Z(An 7))

i=1

be the standard expression, whe&keis the scored extention d& In this subsection,
we assume that codim, > 1, and that

(7.4) ( ﬂ ‘Ei) Z Tm,
Ti>Tm; b —bmeK

and we show thaD(S) is not left Noetherian. We construct a strictly increasse
quence of left ideals oD(S).

Let p be a ray ofR-oA contained in((, ., . _p ckz %)\ (zm \ {0}). Fix a vector
d, € N(An p). Similarly to Lemma 5.2, we have the following lemma.

Lemma 7.4.

(7.5) D(S)-kq, = H( U @+ Kfi)) - Pia,
)

b +kd, € SFZ(ANT,
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where O(&)_kd, = K[S] P,
Lemma 7.5. For k> 0,
(7.6) bm +kd, € S+Z(AN 7).

Proof. Sinced, € S, by +kd, € &. Suppose thaby + kd, ¢ S+ Z(A N ).
Then there exist$ with 7 > 7, such thathy, +kd, e b +Z(AN7) for k> 0. Hence
d, € Z(ANt). Thus we havéy, € b +Z(ANt), and thenby,+Z(ANty) € b +Z(ANT).
By the irredundancy of the standard expression, we haven. But, sincep % tn,
we haveby, +kd, ¢ by + Z(AN 7). O

Lemma 7.6. Suppose that; > t, and b — b, € Kt;. Then
(7.7) b +kd, ¢ S+Z(AN ).

Proof. By the definition ofp, p < 7 for suchz. Henced, € Z(AN 7). Then
we seeb +kd, ¢ S+Z(ANT). L]

For eachi with b +kd, € S+Z(ANrg) andb + K # by + K, we take a facet
o; > 1; as follows:
(1) If 5 # tm, then take a facet; > 7; such thato; ¥ .
(2) f 5 >ty andb — by, ¢ K1, then take a faced; > 7 such thatF,, () # Fs, (bm).
(3) We do not need to consider the case whgre t, andb — by, € K¢; by Lem-
ma 7.6.

Finally take a faceby, containingp and . Then defineE(k) by

(7.8) EK = (Fop = Fonn)  [[  (Fo —Fo(®)): Pk,
b +kd, € SFZ(ANT),
b +K 7 #bm+Km

Then, by Lemma 7.4E(k) € D(S) g,
Lemma 7.7. E(K) ¢ (Fo,, — Fop(bm))D(S) kg, for k> 0.

Proof. By the definitions o, [[h+kd,es+z(ann),(Fo — Fo(8)) ¢ I(bm + K1),
b +K 7 Z by +K oy
Hence the assertion follows from Lemmas 7.4 and 7.5. O

Theorem 7.8. D(S) is not left Noetherian

Proof. We construct a strictly increasing sequence of bidals.
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First we claim that fork, | > 0

(7.9) D(8)-1q, - E(k) < (Fo, — Fo(Bn)) D(S)—(+k)q, -

Let f(s)P_i4, € D(S)_iq4,. Note that, by Lemma 7.4, fdt,| > 0 we havef(s)P_yq, €
D(S) kg, if and only if f(s)P_jq, € D(§_iq,, and recall from [27, Lemma 5.10] that
P—(I+k)d,, = P—Id,, P—kd/, for k, 1 > 0. Thus fork,| > 0

f(8)P-ia, E(K) = f(S)P-ig,(Fs, — Fo, (b)) I1 (Fo — Fo (B8)) Pia,
b +kd, S+Z(ANT),
b +K 7 7 bm+Ktm

€ (Fo, — For(bm))K[S] f(S)P-1d, Pka,
= (Fo, — For (bn))K[S] f (S) P-g+k)d,
C (Fop, — For(Bn)) D(S) g+, -

Thus we have proved claim (7.9).
Take kg € N large enough. By Lemma 7.7 and claim (7.9), for h,

h
E(lko) ¢ <Z D(S) - E(kko)> :
~Ikod,

k=1

Therefore{ZEzl D(S E(kky):h=1,2,... } is a strictly increasing sequence of left
ideals of D(S). O

Finally we make a conjecture of the condition fox(S) to be left Noetherian.

Conjecture 7.9. Let (7.1) be the standard expressions of S and Shen the
following are equivalent
(1) D(9) is left Noetherian
(2) D(S)/D(S, 9) is a Noetherian left S)-module
(3) D(S)/D(9) is a Noetherian left PS)-module

@) Foralli >I,
ﬂ Tj =T.
Tj>fi,h7bj€KTj,j§|

REMARK 7.10. Lemma 7.2 says that (2) implies (1). Clearly (2) and 48
equivalent under (1). The implication (8 (4) is Theorem 7.8. Note also that (4) is
satisfied when the séf is not empty (cf. Theorem 6.12).

By Theorems 7.3 and 7.8, the conjecture is true dot 2.
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