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Abstract
We derive a holomorphic spinor representation formula fuacelike surfaces of
constant mean curvature 1 in de Sitter 3-space, and use tnstract examples of
spacelike catenoids and trinoids with constant mean curwet.

1. Introduction

Spacelike surfaces of constant mean curvature (CMC) in psRigimannian space
forms share many interesting properties in common with CM@asas in Riemann-
ian space forms. In particular, there exist representati@orems by null holomorphic
maps for minimal surfaces in Euclidean 3-spate[15], CMC 1 surfaces in hyper-
bolic 3-spaceH3(—1) [5] [20], spacelike maximal surfaces in Lorentzian 3epa’
[10] [14], and spacelike CMC 1 surfaces in de Sitter 3-sp§§(a) [1] [12], which
enable us to use the powerful complex function theory fodyihg those surfaces.

Even though it is invaluable to have a large collection ofnegkes for a well-
developed surface theory, not many exampleglobal spacelike surfaces of CMC 1
in S3(1) are known to this date. A reason might be that, unlike trernnian counter-
parts, spacelike CMC 1 surfaces #§(1) are not complete in general, and people
have not paid much attention. The only complete spacelikiases of CMC 1 irﬁi’(l)
are totally umbilic flat surfaces [2] [17].

If we allow some sort of singularities, however, for CMC sgda in pseudo-
Riemannian space forms we may expect to have many integeskamples. For ex-
ample, Umehara and Yamada recently studied maximal sgrfadth singularities in
L3 and showed that there are interesting examples of suchcssrf24]. For spacelike
surfaces ir@i’(l), R. Aiyama and K. Akutagawa noted in [1] that the same holo-
morphic map produces both CMC 1 surfacesHif(—1) and spacelike CMC 1 surfaces
in Si(l), hence there is a local one-to-one correspondence betwleem. The first
named author further developed local theories of CMC 1 spacslurfaces inS3(1)
[12] [13] in comparison with the CMC 1 surfaces #i*(—1). Through their study it
is naturally expected thaglobal CMC 1 spacelike surfacewith some sort of singu-
larities may be obtained by transferring the data for CMC 1 surfacesyjetbolic
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Fig. 1. Horosphere, catenoid, trinoid in the hollow ball rabd
of S’f(l). See the last paragraph in Section 2 for the description
of the hollow ball model. The three circles represent theirtit
ideal boundary.

3-space if the period problem can be solved.

One of the interesting classes of CMC surfaces are trinoidsiehdra and
Yamada gave a full classification of irreducible CMC 1 triroid H3(—1) [23]. Then,
Bobenko, Pavlyukevich, and Springborn developed a reptagen formula for CMC 1
surfaces inH3(—1) in terms of holomorphic spinors and derived explicit fotee for
CMC 1 catenoids and trinoids iH3(—1) in [4]. Since the pioneering work of Bryant
in 1987 [5], the main technique of constructing CMC 1 surfaitedl®*(—1) has been
Bryant's representation theorem, or variants of it, whionsists of finding a null holo-
morphic ¥ by integrating W —td¥ given in terms of a holomorphic function and a
holomorphic one-form. Bobenko, Pavlyukevich, and Sprorgbnoted that it is more
efficient to integrate d¥)Ww— given in terms of spinors when one wants to find an
explicit formula of W. The basic reason for this phenomenon is that the dhigy —*
is geometric, and is well defined on the same Riemann surfaddeaconformal im-
mersion that¥ represents. Rossman, Umehara, and Yamada already knewseadd u
the equation ¥)¥ ! to construct CMC surfaces iHﬁ(—l) [18], but they interpreted
it as the data for the dual surface. The second named autborirgbgratesdw)w 1
to construct Bjrling representation formulae for CMC 1 surfacesHR(—1) and in
S3(0) [25].

Motivated by the results of [4], we develop in this article gresentation for-
mula for CMC 1 spacelike surfaces Eﬁ(l) in terms of holomorphic spinors, and
use it to derive explicit formulae for CMC 1 spacelike surfacé two-noid or trinoid
type in Si’(l). In the process, we rediscover the horosphere typecasfas degenerate
catenoids, which already appear in [2] [17]. In our work, wergvable to use without
significant modifications many ideas and complicated coatmrtal results carried out
in [4]. We are certainly indebted to them for their work.

A substantial amount of our work is to determine when the ieitpsolutions of
the spinorial equation derived in [4] parameterized on thizarsal cover ofC\ {0, oo}
or of C \ {0, 1, oo} can produce CMC 1 surfaces Bf(l). We could completely char-
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acterize when they dblt turns out that the period problem for CMC 1 two-noids and
trinoids in Si(l) can be solved in much more cases than for CMC 1 two-noids and
trinoids in H3(—1). Furthermore, we found that, in contrast B5(—1), there appear

to be catenoidal ends iﬁf(l) with abnormal behavior. It oscillates between the faitur
and past ideal boundaries ﬁf(l) infinitely many times. See Fig. 2 and comments be-
fore Definition 10. So there exists a much richer structunetfgo-noids and trinoids

in S3(1) than inH3(—1).

Note that a spacelike surface has a natural orientationotmpating the mean cur-
vature in this article, we choose the future, or past, pogqtinit normal vector field
if a secondary Gaul3 mag satisfies|g] < 1, or |g| > 1, respectively. The precise
definition of g is given in Section 4. Ifig| = 1, we get singularities. The existence of
singularities distinguishes the theory of global spaeebkrfaces in pseudo-Riemannian
spaces from the theory of complete surfaces in Riemannianesp See Fig. 1, where
a catenoid is clipped so that the conic singularity is visibFerrandez, lopez, and
Souam studied maximal surfaces with isolated singularitie.® [6]. Umehara and
Yamada gave full criteria for a singularity of maximal swéa inlL° to be a cuspidal
edge or a swallowtail [24]. Clarifying the nature of the gikagities for CMC 1 sur-
faces inS3(1) requires further study. Recently, Fujimori developed[7] a theory of
spacelike CMC 1 surfaces with singularitiesS#(1), and constructed numerous exam-
ples by transferring the CMC 1 surfaces ii?(—1) with a holomorphic null lift with
the monodromy representation in U(1).

Construction and classification of trinoids in de Sitterebuspace are not complete
yet, since in this article we assume above all things thateigenvalues of the mono-
dromy matrices are not half integers as in [4]. Further casesvell as the study of
singularities will be studied in [8] with a different method

2. Preliminaries

Let L* be the Minkowski 4-space with rectangular coordinagsxy, X, X3 and
the standard Lorentzian metric, ) of signature £, +, +, +) given by the quadratic
form —(x0)? + (x1)? + (X2)2 + (x3)2. The de Sitter 3-spacB3(1) is a complete time-
like pseudo-Riemannian 3-manifold of sectional curvatlirdnat can be realized as the
hyperboloid of one sheet ih*:

S5) = {(x0. X1. X2, X3) € L*: —(X0)? + (x1)? + (%2)? + (X3)? = 1}.
Let SO(31)" be the identity component of the special Lorentz group

SO@31) = {A € GL(4;R): detA =1, (Av, Aw) = (v,w) for any v,we ]L4}.

1Recently, S. Fujimori found out that we missed one case forraids [8].
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v = (Xg, X1, X2, X3) € L* can be identified with the 2 2 Hermitian matrix
Xo+ Xz Xp+iXx 3
0 3 1 2
. = Oy,
(Xl—IX2 xo—x3> ;X‘” *
whereo, are the Pauli spin matrices

(L 0y (01 __(0 i (L 0
°“\o 1)° “*7\1 o) "27\4 o) BT \o -1)°

In terms of the corresponding matrices, the inner product) of L* satisfies
(v, v) = —detv.
Under this identification, de Sitter 3-spagg(1) is represented as
S3(1) ={gosg*: g € SL(2;C)}, where g*:=g'.
The complex special linear group SL(2) acts isometrically ori.* via the C* action:
SL(2;C) x L* - L% (g,v) — gvg*, geSL(2;C), vel*

This action induces a double covering SL(3;— SO(3, 1)* of the identity com-
ponent of the special Lorentz groupQO(3, 1).

Any smooth spacelike surface Rﬁ(l) has a natural orientation. Given a smooth
spacelike surfacef: M — Sﬁ(l), we choose a conformal structure with local coor-
dinatesz = x +iy such that the future pointing unit normal vector fidll satisfies
det(N, fy, fy, f) > 0. The first and second fundamental forms are

| = (df,df)=e'dzdz=€"|dz? Il=—(df,dN)=QdZ+He"'dzdz+ QdZ,

where the quadratic 1-fornQ dZ := (f,, N)dZ® is the Hopf differentialand H :=
2e Y(fz, N) is the mean curvature. The Gaul3-Weingarten equations are

1 1
Q) f,,=u,f, — QN, fzg:—ie“f—zHe“N, N, =—Hf, —2e7"Qfs.

For visualization, we identify§3(1) with the hollow balle™™/2 < \/y? +y2 + yZ <
€"/? via the following formula [25]:
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3. An adapted spinor frame representation

Let f: M — Si’(l) be as in the previous section. Then, by the doubling eover
ing, there exists a liff-: U — SL(2;C), called a local adapted framing df, of the
orthonormal frame field

F=(N,e"2f,,e"?f, f): M - SO(3 1),
whereU is an oriented and simply-connected open seMinsuch that
(20 FooF*=FF*=N, FoF*=e"2f,, FoF*=e"?f,, FosF*=1f.

Note that t=F* > 0 for any F € SL(2;C), henceFF* is future pointing.

Let Q = F71dF = F7'F,dz+ F~1F;dz: TU — sl(2;C) be the Maurer-Cartan
form. By calculating €,);, (f,)z, N, from (2) and comparing the results with (1),
we see

@) ) . )
4z —Z(H +1)e"? —ZZ —Qe /2
Fie=| 4 Z S )
Qe % —SH-pe Z

The Maurer-Cartan equatioth2 + 2 A = 0 and the GauR-Codazzi equations
1 2 U —u ~ 1 u
(4) Uzz — E(H —1)e +Ze QQ :0’ QZ: Ee HZ

are equivalent. We immediately see thit M — S3(1) has constant mean curvature
if and only if the Hopf differential is holomorphic, i.eQz = 0.
We observe from (2) that

- 0 dz %
df = f,dz+ fzdz = e"F (dZ 0) (e4F)".

Let ® := e¥/4F. Then the spinor

(5 5

is well-defined globally on the Riemann surfabk while F is not. (For more details,
see, for example, [12].) Note that det= €/, In sum, we have

Theorem 1. A smooth conformal spacelike immersion M — S3(1) defines
uniquely up to signa spinor (5) on M such that locally

(6) f =e2do3d*, df =@ (doz doz> ®*, N=e"2pp*
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Furthermore det® = €*/? and ¢ satisfies the following Lax equations

()

u 1 —_Qe u/2
1 = —Z(H +1)e"? -1 0 Qe
oo, = 2 2 , o lds= 1 Us
—Qe 2 0 —SH-ne? =

Conversely consider a spinor on M given locally b{p). Suppose thatb satisfies(7)
where &/2:=det®. Then the formulag(6) describe a conformally parameterized
spacelike surface if$3(1).

4. A holomorphic spinor representation for spacelike surfzes of CMC 1

Let f: M — Sf(l) be as in Theorem 1, and suppose further thatas CMC 1
with respect to the (future pointing) unit normél.

Let ® = (g §) be the one given by the theorem. From the second equation),in (7
we see that the entrie® and Q are holomorphic spinors oM. From the first equa-
tion in (7), we see

P,= 2P -Qe 'R, Q,=2Q-Qes,
hence the holomorphic spinors are related to Hopf difféaéty the equation
P.Q -PQ,=Q.
The GauRR-Codazzi equations (4) with= 1 are invariant under the transformation
(8) Q- AQ, e'— |A%¢" forany ieC\/{0}.

Thus, every CMC 1 spacelike surfadein Si’(l) has a two-parameter familf; of de-
formations (8) within the CMC 1 class. Ld%,: U — SL(2;C) be the corresponding
lift and let &, := "/4F,. Then, detb, = €'/2 and

= e 0 _teuzg
© ort@)=| " BEARCVE ML
——e 0 Zz
e 0 2
Note that
P R
1 O =d = .
¢ o= (g )

Now let A — O while A > 0. The corresponding equations

—u/2

u/2 -1 % 0 -1 0 —e Q

detdg = €V, D, (®o)z = 2 . P (Po)z = Uz
_e—U/ZQ 0 0 E
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have solutions of the form

_ (P q
1) cbo-<q 3

where p and g are holomorphic spinors on the universal cowdr of M, and we
see that

(12) 2= p2-1g/% Q=p.q— pds..

Note that this impliegp/q| > 1.

Proposition 2. v := <I>1<bgl: M — SL(2;C) is holomorphi¢ and satisfies

2

43 %:@(? —&)’
_(PQ —P?

o (& )™

where p, q are the holomorphic spinors oM given by(11), and P, Q are the holo-
morphic spinors on M given bgl0). Furthermore f = Wo3¥*,

Proof. W is holomorphic sincelz = (®1®,"), = @1(P; H(P1)z— Py (Po)z) Do ' =
0. Now we observe that

, . _ 0 -1\ _
Wy = @1 (@11(®1); — Bg ' (Po)z) By = €20y (0 0 ) .

Thus, using ded, = detd; = e'/2,

iy, = “/2%(8 _01> o5, wzw—lze“/2¢1(8 ‘01> @7
from which (13), (14) follow. Since®ylo3(®y) L =e Y203, we have WoaW* =
e_u/2d>10'3d>i = f. O

Consider the maximal analytic extension wf and call it again¥’. Recall that the
metric of f = Wo3zW* is | = e'|dZ? = (|p|? — |q/?)?|dz?. Since (12) impliesp/q| > 1,
W must be restricted on an appropriate domairvinin order for Wo3W* to be smooth
(and connected). However, note that

2P
q

+

p
q

1

2
1
G eyl
2<E> 1+
q

>l

P
g
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henceN = e Y/2d,® = W (e W2dyds)W* is past pointing iflp/q| < 1.

It turns out that still on other regions d¥l, Wosw* is of CMC 1 with respect
to the future pointing unit normal ifp/q| > 1, but with respect to the past pointing
unit normal if |p/q| < 1. That is, Vo3¥* has singularities on regions oMl where
[p/ql = 1 but is smooth and of CMC 1 elsewhere. Combining all these avestate a
global representation theorem. Recall that

SU(L 1) :={U € SL(2;C): UosU* = 03} = {(g 2) ‘a,beC, bb—aa= 1} .

Theorem 3. Let f: M — S3(1) be a smooth spacelike surfaceS#(1) of CMC 1
with respect to the future pointing unit normadnd let P, Q be the holomorphic
spinors on M given irProposition 2.Then f= Wo3W*, where W is a solution of the
equation(14). ¥ is unigue up to right multiplication byU(Z, 1).

Conversely let P and Q be two holomorphic spinors with the same spin struc-
ture on a Riemann surface MSuppose thatv: M — SL(2;C) is a solution to the
equation(14) where M is the universal cover of MThen f:= WosW*: M — S3()
defines a smooth spacelike immersion irg(1) on the region of M where
[(W~1dW),/(¥~1dW),,| # 1, and it is of CMC1 with respect to the

.. . . . (‘-I"_ld\lf)lz
future pointing unit normal vector field if | -—————— 1,
poiming W TdW)y,|
.. . X . (\I}fld\y)lg
ast pointing unit normal vector field if |———— .
PR PR CRET

The equation (13) can be rewritten, by letting= (¥ 2dW).,/(¥ 1 dW),, = p/q
andw = (W~1dW¥),; =g?dz as

vty = <gll :g) go.

The mapg, or its inverse in some articles, is called tbecondary Gauld mapn fact,
there is a 1: 1 correspondence, so-calledvson type correspondendeetween space-
like CMC 1 surfaces irSi(l) and spacelike maximal surfacesTif, and the mapg
coincides with the projected Gaull map of correspondingedig@cmaximal surface in
L. See [12] for more details. The ordered pair, ) of a holomorphic mapy and
a holomorphic 1-formw is used as thé&\eierstrald datdor the CMC 1 spacelike sur-
face f in [12]. However,g and w are not well-defined on the same Riemann surface
M on which the conformal spacelike immersidnis defined (they are well-defined
on the universal coveM of M). On the other hand, the hyperbolic GauR n@ap=
(dww—1)1,/(dww—1),, = P/Q and the holomorphic 1-fornf2 = (dWW1),; = Q%dz
are well-defined on the Riemann surfabé itself. (In some articles, the hyperbolic
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Gaull map is defined to b@/P.) In terms of these, the equation (14) can be written

a_(1 -G
@nei=(gh “$)ea

In this paper, the ordered paiG(2), or equivalently P, Q), is used as the Weierstral3
data for CMC 1 spacelike surfacé. Note that in [12], G, ) is used as the
Weierstrafld data not for the immersidnitself but for thedual CMC 1 spacelike sur-
face f*.

Note that if U is a solution of (14) andy; := o; ¥, then

— —-P 2 % * *

v t= <_P? SQ> , 10305 =01 (Vos¥™) o7,
_ e Y

Wt = ( ;Q P%) : o035 = 0, (Wo3¥*) 07,

~ P P2 . .

Wt = (_82 b Q) : 30305 = 03 (VozU™) 0.

Since we will use the techniques and results of [4], we wilhsider the following
form of the spinor equation in the rest of this paper:

PQ P2)

(15) vyl = (—QZ PO

Note thata3< XotXs Xl+iX2) o = ( Xo+X3 _Xl_iX2>. That is, the action of3 on L* maps

X1 —iX2 Xg—X3 3 —X1+iX2 Xo—X3
(X0, X1, X2, X3) 10 (X0, —X1, —X2, X3).

5. Catenoids

In this section, we describe some CMC 1 surfaces which we eddinoids, moti-
vated by [4]. They are the images of

WoaW*: C\ {0, 00} — S3(1)

where ¥ satisfies (15) with

P= % + Poos = q—zo + 0w, Where po, Poo: o, oo € C and polo — Poclo # 0.

It should be remarked thaty or go may be 0. The case gfpQs — Poofo = 0 Will be
treated in the next section.
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A particular solution of (15) with these data is (cf. [4])

1/2 A
vay=ee (%) )c(y )

where
_1 _ [ PoGec = Peolo
= SVIH AP0t = Poclo), C=y/
% tp, P 2n—1 —(2r+1)
8= | o poq“_;opwqo . C = | 2(Potioc — Pco) 2(Pote — Poclo)
— — + 0w - ®
( z q ) poqoo - poqu 1 1

The general solution iskr(z) = ¥(2)R with R € SL(2;C). This g is in general
not well defined onC \ {0, oo}. Suppose\I/R transforms toUg as z traverses once

around O counterclockwise. Thedr = WgMg, where the monodromy matrikg is
_R71<92;M ej’i*) R. And, \TlRaﬁJE = Wro3Vg if and only if MrosMj = o3. Note

that poQe — Poclo 7 0 impliesA # £1/2. Now we classifyR such that¥rosVj is
well defined onC \ {0, co}. In the following, R* =R\ {0}.

Theorem 4. (i) If X € (1/2)Z but A 7 £1/2, then MrosMj = o3 for any
Re SL(2 C).
(i) If » € R\ (1/2)Z, then MkosM% = o3 if and only if R = (‘fje‘,’s) SorR=

( eso)S for some € R and Se SU(4, 1).

(iii) If 2 € (1/2)Z®iR*, then MrozM} = o3 if and only if R= 1/f<
some¢ € R and Se SU(4, 1).
(iv) If A eR\ (1/2)Z ®iR*, then MrosMj 7 o3 for any Re SL(2;C).

)Sfor

¢l g=0i

Proof. From the definition oMg, we have thatMrozM} = o3 if and only if

. e2rin 0 i e2rin 0 *
(16) RO‘3R :( 0 e 271”») RO‘3R < 0 eZni)») .

(i) follows immediately. Now supposé € C \ (1/2)Z and R € SL(2;C) satis-

fies (16). SinceRozR* is Hermitian, we may writeRogR*:<%:Z> for some
ri, r22 € R andryp € C. Then (16) is equal to
a7 1 rio) _ ezni(,\—fzrll ezni(A+Z1r12
T2 rap) \eZ0rn e 2rilAry, )"
Since deRo3R* = —1, at least one ofy; andrqi, is nonzero. If both of them are

nonzero, then (11)-components imply that — » € Z and (1 2)-components imply
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Fig. 2. Catenoid withpg = —0x, =1 and p, = qop =0, and¢ =
7/2. The figure is the image of = re'? wheree™® < r < €3,
0<f#<mand l<r <€ 0<0 <m, respectively.

that A + A € Z, hence 2 € Z, which is not under consideration. So we may assume
without loss of generality that exactly one of them is noozer

Supposery; # 0. Thenrip = 0, and (11)-components of (17) imply that € R.
Since deRo3R* = —1, we haveRozR* = + (e;s 7:725> for somes e R. (ii) follows.

Supposery; = 0. Then,ri # 0, which imply thatRex € (1/2)Z. ((iv) follows.) If
ro, #Z 0 in this case, then € R, hencex = Rex € (1/2)Z, which is not a case under
consideration. ThereforeRozR* = (e—gm ezg') for someg¢ € R, and (iii) follows. [

It is clear that for any A € C there are pg, Poo, o, O With A =(1/2)

X /1 +4(PoGsc — Poclo)-

Through computer graphics we see only conic singularitexuo At this moment
we are not completely sure if they are the only kind of singtiés that are allowed
for catenoids, though we believe that is the case.

The most interesting phenomenon is the behavior of the efdnw e (1/2)Z &
iR*. The ends oscillate between the future and past bounda‘riﬁ%(b). The right pic-
ture in Fig. 2 shows half of the end at= co. See Section 7 where we provide a
complete analysis of the behavior of arbitrary catenoidelse

6. When catenoids degenerate

In this section, we consider solutions of (15) with P = pg/z+ P, Q = 0o/Z+0x
with ppQs — Pocfo = 0. Note that the condition implies th&® = «P or P = «Q for
somewa € C. This again implies that the hyperbolic Gaul map is constémiich
characterizes the horospheresHi(—1)). They arise as the catenoids constructed in
the previous section degenerate @Slc — Poodo — O.

Consider (15) with

(18) P=21p. Q=aP, ppuacC
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By changingz to 1/z if necessary, we may assume without loss of generality that
po # 0. Following [9, pp.79-81] and [4, Lemma 1], we see thatpif = O then
¥ = ABPZ is a particular solution of (15) with (18) and that jif, # O then

P
JZ 0 [2P= g 1 po

1 =P,
w=ABP| 1 e - ( 2po)<l '”Z)
V2 ° Vop.

is a particular solution of (15) with (18), where

1
0 =
Po z%72 0 1 -1 2 0
A= 1], B:= 12), P= , A=
—aPo 0 z 0 1 0 1
Po )

The general solution of (15) with (18) iWr = WR with R € SL(2;C). Now we
classify R with which Wro3W} is well defined onC \ {0}.

Theorem 5. (i) If ps =0, then WrosWf is well defined or@\{O} for any R=
({; :j) € SL(2;C). If |r3] # |r4], then it is spacelike everywhere (@1\ {0}, complete
totally umbilig flat, unique up to an isometry cﬁf(l) and a coordinate change 2
az, and has constant hyperbolic and secondary Gaul3 mHp#s| = |r4], the image
of the map is a lightlike line
(if) Suppose g € C\ {0}. ThenWro3W¥} is well defined orC \ {0, oo} if and only if

R= ((”i)/z (r’i)/z) S or R= ((1:r1)/2 (”1)/2) S for some re R and Se SU(4, 1). In

this case the image of the map is a lightlike line

Proof. Whenps =0 andR = (% 2), A *Wro3(A 1WR)* is

I3 rg

2 2 2 2
ra ra _ .\ Irg)® —rs
rh——| —r2——= (raif3 —rafg) + ————
z z
o Iral? — |r3|?
(Tirs —Targ) + ———— Ir3|? — |ral?

Its image is a lightlike line ifirs| = |r4|. Otherwise, it is complete and spacelike every-
where onC \ {0}, and the claims follows from [17] or [2]. The secondary Gau&pm
IS —rg/r3.

Now assumep,, # 0. The monodromy matrixM of ¥ is M = ((1)2’?), hence
Mgro3Mg = o3 if and only if RosR* = MRozR*M* if and only if RosR* = £ (1 §).
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The formula forR follows. In this case, we see that

sk v 2poo/p0
A_l\IJ RO’3R*\I]*(A_1)* - 2% 2p00/p0
v 2poo/pO
v 2poo/pO
wherex* is a certain real valued function af Therefore the image is a lightlike line.

]
The case wher® = aQ can be treated similarly.

7. Catenoidal and horospherical ends

Motivated by the previous examples, we define the following:

DEFINITION 6. Suppose that for a local coordinate
a b,]_
(19) P:7+ao+0(1), Q:7+bo+0(1)

and that a solution of (15) with these data provides a wellnéefimap from a neigh-
borhood ofz = 0 into Si(l). We call the image of the neighborhood a catenoidal end
if a 1bg—agh_; #0, or a horospherical end & 1by — agb_; =0 anda ;b _; # 0.

Note that we donot requirea_;b_; # 0 for catenoidal ends.
Let U be a solution of (15) with (19). Thenb := B-A1w, where A=

1 0 .
(—aﬂ,ll 1/(;1) and B = ( /aﬁﬁ>, satisfy (cf. [4, Lemma 1])

1
—+r 1
2

(20) WUt = +0O(1) for z— 0, where r =a_jby—agh_;.

NI

There are two cases we need to consider in findfng_et A :=4/(1/4) +r. Note that

W2+ 1 _ 1 _ (X0
( T _(1/2)_r> = PAP~! whereA =(; °) and
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Lemma 7 ([9, pp.79-81]). (i) If » € C\ (1/2)Z, then there is a particular so-
lution of (20) in the form

U(2) = PO(2)Z*

where ©(z) is holomorphic at z= 0 with ®(0) =1.
(iiy If A € (1/2)Z, then there is a particular solution 0f20) in the form

7 vz 0 vz o vz o 1 f(2
V() =P o L P> o 1L -+ Py 0 A d)(z)(o 1)
NE: NE NE

where R € SL(2;C), ®(2) is holomorphic at z= 0, and f(z) is either0 or Inz de-
pending upon the coefficients, &;. (Whenx = 0, only the last two terms surviye

Corollary 8. (i) [4, Corollary 2] If A € C\(1/2)Z, then there is a parti-

cular solution ¥ of (15) with (19) whose monodromy matrix M around=20 is
_ ezm 0

—2rik )"

0
(i) If » e (1/2)Z, then there is a particular solutiont of (15) with (19) whose
monodromy matrix M around 2 0 is (—1)**2" (3 %) wherex is 0 or 2ri.

Note that both cases in (ii) have appeared in the previousswations.

The general solution islg := VR for R € SL(2;C). Now we classify R with
which the catenoidal end is well defined on a punctured neidgtdnd ofz = 0. Argu-
ing exactly as in the proof of Theorems 4 and 5, we have thevdtly proposition,
where we assumg € C\ (1/2)Z to make the situation simple.

Proposition 9. (i) If » € R\ (1/2)Z, then there is no period if and only if R
(es 0 )S or R= ( 0 es)S for some £ R and Se SU(1, 1).

0es —-e*0

. . % . . . . ed:i 76’»'
@iy If A e (1/2)Z2®iR*, then there is no period if and only if R(l/\/i)(efd,i it ) S
for some¢ € R and Se SU(1 1).
(i) If » € R\ (1/2)Z @ iR*, then the period problem cannot be solved for any R
SL(2;C).

When 1 € (1/2)Z @ iR*, the catenoidal ends behave in an interesting way -as
0. To observe it, we note that &~ 0, then®(z) ~ | hence

— * —1\*x O eZ¢i A *
A WRosWi(ATY)* ~ (BP)ZA (e—2¢i 0 )zA(B P)
2\ [ Pu —
P11 P12 0 ez“"% \/—lzi PavZ
= 5 V4
= z z _
P;fﬁ P;zfﬁ ewZ o )| P2 grs)
2 72 22/ 2



SPACELIKE CMC 1 TRINOIDS IN S3(1) 655

where B; is the (, j) entry of P. Therefore
PP 7"
|zje2¢ 7

_ 7+ r|z|e? 7+
=2R P11P — + —
e:r 11 12|:r|z|e2¢"zA 7

where we have usedP;1P1» = (1/r)P21P,,. Let us restrictz to be real and positive.
If we writer =e*B A =a+iB, z=¢€ >0 for A, B,«, B, € R, then
7+ r|z|e? z*
r|z|e2i z+ 2.

_ 7>
tr[A  WrosWhH(A Y] ~ 2Re! + Py Ppy| € §}

=2cosh@+s)cos B + 2¢ +2sp)
+ 2i sinh(A + s) sin(B + 2¢ + 2sp).

We immediately see that i # 0, then tfA"'Wgro3Wi(A1)*], hence the time com-
ponent of Wro3W5, oscillates betweero and —oco ass approaches-oco. This means
that the end oscillates between the future and past ideahdasies ofS3(1) indefi-
nitely, and the singularities accumulate at the end.

Therefore we define the following:

DEFINITION 10. (i) A catenoidal end is “normal” il € R \ (1/2)Z.
(i) A catenoidal end is “abnormal” i € (1/2)Z & iR*.

It is clear that this definition does not depend upon the spriation ofP and Q.

8. Trinoids

In this section, we describe some CMC 1 surfaces which we dabitls, moti-
vated by [4]. They are the images of

WozW*: €\ {0, 1, 00} — S3(1)

where ¥ satisfies (15) with

Po P1 Qo Q1
21 P=—+ + ==+ +
(1) 2 Tzo1 P QEL T
where po, P1, P> do, 01, deo € C, and there are no periods far=0, 1, co.
The existence and properties of the solutions of the equdfib) with data (21) is
presented in [4] in detail, which we summarize here for theveaience of the read-
er: Let

NI =

o=

(1= V1+4p.dlo +4(p. Q)10 )
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— } (p’ q)lO(l - 20{) - (p, q>Ooo

ﬂ 2 (pv q)Ooo + (ps q)lO
’ 00 1
¥ = (P, Dowo <<p ih + 5>,
A A+(pvq)000a

(p’ q)Ooo A — (pv q>000(p’ Q)10+ (A + (p’ q)loo)a,
w=2(p, A)oso (1— k<p’2)1°°) ;

<pv q)Ooo(ps Q)lo— AC(
A2+ (pv q)lO(p’ q)ooo(pv q)loo’
= _Pe(P.Q0  _ Geo(P. Q)10

- A2 A
—_ pO(p’ q)loo — _qO(p’ q)loo
BL= A . P2= — A

A= <p7 Q>10(p7 Q>Ooo + (pv Q>10(p, q)loo + (p’ q)OOO{pv q)lOOv
(p.)ij = pigj — pjg for i,j=0,1, 00,
T=VB2+ys, p=+(a+B)+ys,

az=a+t+p, b=za+r—p, cCc=20,

Jz-1 0 20
D) = ( P ayz ) ) X (; o)
T \-Q wztp '
Zz—1 Jz—-1 11
and
<I>(0)(2)

20+1 . -
5 z*(z-1) ,F(a,b;c;z) z7%(z-1)y ,F(a—c+1l,b—c+1;2—¢c;2)

zM(z— 1) ,F(a+1,b+1;c+2;2)

-1
z%z-1) ,F(a—c,b—c;—c;2)

where ,F,(a, b; c; 2) is the hypergeometric functio®© has branch points a, 1, cc.
We choose the branch cuts frolnto co along the positive real axis and frofto co
along the negative real axidf

1
(22) a,7,p €C\SZ,

then ¥(2) := D(2)®©)(2) is a particular solution of the differential equatiofl5) with
P,Q as in (21), and the monodromy matrices ®f(z) as z traverses once around
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0, 1, oo, respectivelyare as follows

Tia
Mo = (ez 0 ) ;Moo = MytMTE

0 e—erioz
2o sinrasinzb 27i 201 I'?(—c)
M, = sinzc y 2a+l1T(—a)l'(—=b)['(a—c)['(b—c)
" 2ni 2041 r2(c) rin 47 SINT(C=@)sinT (c—b)
3§ 20—1T(@T(b)'(c—a)l'(c—hb) sinzc

We assume (22) in the rest of this article. The general swiutif (15) with (21)
is Wg = D(2®@(2R with R € SL(2;C). Now we want to classifyR with which
VrosWE is a well defined map fronC \ {0, 1, o0} into Si(l). We first observe that
Ui = DOOR transforms toWg := DOOM, R as z traverses once aroumg counter-
clockwise. Then

WUrosW = DOOM, Ros (DOOM,R)*
= DOOM, RozR* M (0©)" D,
WrogWi = DOORo3R* (0©@)* D*.

Therefore,Wros W} is well defined or@\{o, 1, o0} if and only if
(23) RosR* = M, RosR* M for v=0,1, cc.

Now we classify R which satisfies (23). It is best done in terms of ter, p. We
first state a nonexistence result, which follows immedjatedm Proposition 9.

Lemma 11. If at least one ofw, 7, p belongs to(R \ (1/2)Z) @ iR*, the period
problem cannot be solved

Since we are assuming (22), there remain only the followiogr fcases, after a
suitable change of coordinates if necessary:
(1) (eee casey,t,p € R\ (1/2)Z.
(2) (eeh casey,t e R\ (1/2)Z and p € (1/2)Z & iR*.
(3) (hhe caseyr,t € (1/2)Z@iR* andp € R\ (1/2)Z.
(4) (hhh case)y, 7, p € (1/2)Z & iR*.
“e” and “h” stand for elliptic and hyperbolic, respectivel§]. An end Wo3W is called
elliptic, parabolic, or hyperbolic if the monodromy matiax the lift ¥ is conjugate in
SU(1, 1) to an elliptic, parabolic, hyperbolic matrix, respeetix

In each case, the trinoid has three normal ends, two normlcge abnormal
ends, two abnormal and one normal ends, or three abnormal ezgpectively.

We first prove an auxiliary lemma. Recall th@ata+7+p, b=a+7—p,Cc=20.
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Lemma 12. Consider(sinrasinzb)/sinzc and (sinz(a—c) sinz(b—c))/ sinxc.
(1) In the eee and eeh caskoth of them are real
(2) In the ehh and hhh caséoth of them are purely imaginary

Proof. Note that ifn € Z andy € R\ {0}, then
cos (%n+ yi) eR, sin2r (%n+yi> €eiR.
Now we observe
sinrasinzb = %{cos Zrp —cos Zr (o + 1)},
sin(a — c)sinz(b —¢) = %{cos Zrp —cos2rt}.

These are real in all the four cases. On the other hand;csinsin 27« is real in the
eee and eeh cases, but is purely imaginary in the hhe and rd@s.c@herefore the
conclusion follows. O

Theorem 13. (i) In the eee and eeh casethe period problem(23) can be
solved if and only if

(24) sinrasinzbsinz(a — ¢)sinz(b —c) > 0.

When(24) holds R € SL(2;C) solves(23) if and only if

_(r O A r
R-(O rl)s or R-(_rl 0)8

for some S SU(L, 1) and

-

(i) In the hhe and hhh casethe period problem(23) can be solved for any, z, p.
R solves(23) if and only if

_ 1 (e e
(25) R_Tz(e‘f’i e¢i>s

for some¢ € R as in the proof and an arbitrary & SU(1, 1).

20— 1
20+ 1

? 7% 1 N(-a)l(-b)l(a-9rp— o Aroiesinrr| ",
1y |2 4a? sinrasinzbsinz(c — a) sinz(c — b) .

REMARK 14. Note that the sign of sinasinzbsinz(a — c¢)sinz(b —c) in (24)
above is different from the sign of that in [4, Theorem 6 (ii)]
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Proof. It is enough to find alR’s such thatRo3zR* = M, RosR* M for v =0, 1.
Let’s first consider the eee and eeh cases. Proposition 9edpia the endz = 0

implies that
_(r 0 _ 0 r
R-(O rl>s or R-(_rl O)S

for somer > 0 and S € SU(4, 1). Now consider the end &= 1. If we write M, =
(M“ M“), then the above two equations aRd3R* = M, RozR* M imply

M21 Mgz,
r2 0 _ Mj_j_ M12 r2 0 M—ll M—Zl
0 -—r —2 Mo1  Myo 0 —r -2 M_ZLZ M_22
_ (r®MuMy; — 1 2MpMyp  12M1iMag — 1 =2MioMz,
r2M21M—11 — r_ZMggM_]_z r2M21M—21 — r_ZMggM—zz '

(26)

By comparing the (12)-components, we conclude that

r4 — MlZM—ZZ
M11 M2
We have from Lemma 12 that
My — Vi = €217 — 21 smn.asmnb a2t 4 g sin(c — E.l) sinz(c— b)’
sinzc sinzc

hence

—_ 2i ) ) . .
Mi1— Mo =2isin2rt + Sinmc (singrc — ma) sin(rc — b)) — sinrasinxb)
T

=2isin2rt — 2i sinr(a+b —c).

Sincea+b — ¢ = 2r, we haveM;; = My,. On the other hand, sincE(x)/I'(—x) =
1/IT(=x)I1? = /(Xsinzx), we have
20 — 1

2 72 —y8
20 + 1 W(ab(c—a)(c— b))
 IM(=a)r(-h)r@—orp — o) *Ir(-o)*(csinzcy?
sinrasinzbsinz(c —a)sinz(c — b)

M2

Mz,

We have

Vo = ab(c—a)(c—b).

27) —

from y8=1%2—82 pB=(@?®+1%-p?)/(-2a), and the definitions ofa,b,c. So
—yd/(ablc —a)(c—b)) >0 from (27) and the fact thatu e R\ (1/2)Z. Also,
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(csinzc)? > 0 sincec = 2. Therefore,M12/My; > 0 if and only if (24) is satisfied.
Conversely, we see that if as in the statement of the Theorem, then (26) is satisfied.
By combining all the above arguments, we complete the probfete and eeh case.

Now we consider the hhe and hhh cases. Proposition 9 appmli¢det endz = 0
implies that the period problem at=0 can be solved if and only if

0 e

(28) RosR* = (e2¢i 0 ) for some ¢ € R.

If we write My = (Mi mg) as before, then (23) witz =1 is equal to

0 e\ _(Mu Mp 0 ¥\ (M My
e_2¢i 0 M1 My e_2¢i 0 M—]_z M—22 ’
By comparing the four components of this matrix equation, asaclude that the pe-
riod is solvable az =1 if and only if

_ Mg M1 _ _
M—]_2 Mll M21 M—22 1-— MllM—ZZ M21M—12

__M—21 Mz, _ MMy _1- MZZM—H:eM)i

(29)

Note that the first term in (29) has modulus 1. We first show thatfirst three equal-
ities of (29) are true in any hhh and hhe case.
We immediately see from Lemma 12 that

Mi11, M22 € R,

and, from Lemma 12, formulas (27) andx)'(—x) = —x/(sinzx) , that

—47? (D) (=¢))?

M12Maz = y8 T'@T(=a)[(b)[(=b)['(c — a)['(a— c)I'(b — c)['(c — b)
4sinnasinnb sinz(a — c)sinxz(b — ¢)
SintC SIntC
e R.

The first equality of (29) is now obvious. Both the left and tight hand sides of the
second equality in (29) are equal teM,1/M,; since

1— M11Mz =1 — My1Mpp = —M1Mps.
Finally,

—MiM M Mo
RHS of the third equality in (29) = =2 = - —2 = _ "2

My1 M1z M1z M2
= RHS of the second equality
= LHS of the third equality
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Since the first three equalities always hold in the hhe and téwes, the matrix
(1/x/§)<e‘iq:,i ;f:;) where ¢ makes the fourth equality true solves the period problem.
]

Now we want to classify the values dbo, p1, P and o, gz, G Which vyield
given a, 7, p. It is convenient to use the following quantities

Co = (P10o — Pod1) + (PoGoc — Pocdo)s
(30) C1 = (P10o — Pod1) + (P10oc — Poola)s
Coo = (P00 — Poolo) *+ (P10 — Poollt),

which are related ta, 7, p (from [4, p.80]) by

31) _1 [ _/C+1 _
a_z CO 4’ T = 1 4’ P = 00 4

Lemma 15. For any ¢ = (Co, C1, Cso)T € C3\ {0} there are p= (Po, P1, Psc)”

and q = (qo. G, Oso)" in C2 which solve(30). p,§ is also a solution if and only if
(ap) = A(§) for some Ae SL(2;0).

Proof. Given a nonzero vector = (X, X1, Xso)' € C3\ {6}, define

—X1 + X0 Xo —Xo
A= —X1 Xo *+ X0 —X1 ]

Xoo Xoo —Xo — X1

Then,

(1) the rank ofAy is 2,

(2) x is a basis of the null space @,

(3) Ny = (Xg+ X1+ Xoo, —Xg — X1 + Xoo, —Xo + X1 — Xso)" iS NOrmal to the column space
of Ay,

(4) for anyx,y we have Ay = —AyX.

Now we see that (30) is equal = Aqp, which has a solution if and only i€ is
perpendicular tdNq. This is equivalent to saying thatis in the following planec C3

(Co— €1 — Coo)X +(Co — €1+ Co)Y + (Co + €1 — Cx)Z = 0.

So, we just choose a nonzegofrom this plane. Then there must exigtwhich satis-
fies the equation.

By switching the roles off and p, we see thafp must lie in this plane also. Fur-
thermore, if p = tq for somet € C, then Aqp = tAqq = 0 # c. Thereforep andq
are linearly independent. Now suppopeq also solve (30). Then they must be in the
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above plane, hencg = a;p + ay,q, § = agp + a4q for someay, ap, ag, as € C. Now we
see that

C = Agprag(@p +axq) = (aay — apag) Aqp = (a184 — apag)c.

So we conclude thadiay — aaz = 1. It is obvious that ifp, q are of the form men-
tioned above, then they solve (30). O
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