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HAMILTONIAN-PRESERVING SCHEMES FOR THE LIOUVILLE
EQUATION WITH DISCONTINUOUS POTENTIALS*

SHI JINt AND XIN WEN#

Abstract. When numerically solving the Liouville equation with a discontinuous potential, one
faces the problem of selecting a unique, physically relevant solution across the potential barrier, and
the problem of a severe time step constraint due to the CFL condition. In this paper, we introduce
two classes of Hamiltonian-preserving schemes for such problems. By using the constant Hamilto-
nian across the potential barrier, we introduce a selection criterion for a unique, physically relevant
solution to the underlying linear hyperbolic equation with singular coefficients. These schemes have
a hyperbolic CFL condition, which is a significant improvement over a conventional discretization.
These schemes are proved to be positive, and stable in both [*° and ! norms. Numerical experiments
are conducted to study the numerical accuracy.

This work is motivated by the well-balanced kinetic schemes by Perthame and Simeoni for the
shallow water equations with a discontinuous bottom topography, and has applications to the level
set methods for the computations of multivalued physical observables in the semiclassical limit of
the linear Schrodinger equation with a discontinuous potential, among other applications.
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limit
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1. Introduction
In this paper, we construct and study a class of numerical schemes for the d-
dimensional Liouville equation in classical mechanics:

fiAv -V f=ViV -V f=0, t>0, x,veR’ (L.1)

where f(t,x,v) is the density distribution of a classical particle at position x, time

t and travelling with velocity v. V(x) is the potential. The Liouville equation is a

different formulation of Newton’s second law:
dx dv
—_— =V —_— =
a7 dt

which is a Hamiltonian system with the Hamiltonian

—ViV, (1.2)

H:%WP+V&) (1.3)

It is known from classical mechanics that the Hamiltonian remains constant across a
potential barrier.

The Liouville equation is a linear wave equation, with the characteristic speed
determined by the Newton’s equation (1.2)-which is usually called the bicharacter-
istic. If V(x) is smooth, then the initial value problem to (1.2) is well-posed, and
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a standard numerical method (for example, the upwind scheme and its higher order
extensions) for linear wave equations give satisfactory results. However, if V(x) is
discontinuous corresponding to a potential barrier then the characteristic speed of
the Liouville equation given by (1.2) is infinity at the discontinuous point. When
numerically approximating V, across the interface, the numerical derivative of V' is of
O(1/Az), with Az the mesh size in the physical space. Thus an explicit scheme needs
time step At =O(AzA¢) with AE the mesh size in particle velocity space. This is very
expensive. Moreover, a conventional numerical scheme in general does not preserve a
constant Hamiltonian across the interface, and usually leads to poor or even incorrect
numerical resolutions by ignoring the discontinuities of V(x). Theoretically, there is a
uniqueness issue for weak solutions to these linear hyperbolic equations with singular
wave speeds [2, 4, 7, 22, 23]. It is not clear which weak solution a standard numerical
discretization that ignores the discontinuity of V(x) will select.

Potential barriers appear in many important physical problems, such as the quan-
tum tunnelling (and quantum dots) in semiconductor device modelling, plasmas, and
geometrical optics through different materials. Liouville or Vlasov equations describe
the density distribution of particles in such a heterogeneous medium. For some re-
cent mathematical studies of discontinuous potentials in high frequency waves see
[1, 19, 24].

In this paper, we construct a class of numerical schemes that are suitable for the
Liouville equation (1.1) with a discontinuous potential. An important feature of these
schemes is that they are consistent to the constant Hamiltonian across a potential bar-
rier for the Liouville equation (1.1). We call such schemes Hamiltonian-preserving
schemes. A key idea in this paper is to use the behavior of a classical particle at
the potential barrier—either to cross over if its kinetic energy is sufficiently large— or
to be reflected with a velocity in the opposite direction. We build this mechanism
into the numerical scheme to construct the Hamiltonian-preserving schemes. This
work is motivated by the well-balanced kinetic scheme of Perthame and Simeoni [21]
for the shallow water equations with a (discontinuous) bottom topography, in which
the same mechanism was built into a hydrodynamic scheme for the shallow water
equations in order to capture the steady state solutions—corresponding to a constant
energy— of the shallow water equations. However, the work of Perthame and Sime-
oni was focused on a kinetic scheme for the shallow water equations defined in the
physical space, thus the numerical discretization in the phase space was not stud-
ied. The phase space discretization is an important issue for the Liouville equation
with a discontinuous potential. As shown by this work, if designed properly, the
explicit Hamiltonian-preserving schemes allow a standard hyperbolic CFL condition
At=0(Az,Af). More importantly, by using the a constant Hamiltonian condition
across the potential barrier, these schemes select a unique, and physically relevant,
solution for the underlying linear hyperbolic equation with singular coefficients.

Another application of the Liouville equation like (1.1) is the level set method
for the computation of multivalued solutions to quasilinear PDEs, see [12, 3]. Such
problems arise in the semiclassical limit of the linear Schrodinger equation, which
yields the Liouville equation (1.1) with the initial data

f(xvvao)ZPO(X)é(V*uO(X))a (14)

see for example [18, 9]. In the physical space, the moments of f:

p(x,t):/f(x,v,t)dv, (1.5)
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1
u(x,t)p(x’t)/f(x,v,t)vdv, (1.6)

may become multivalued, see [10, 27] and the relevant numerical methods [8, 6]. The
level set method proposed in [11] solves the Liouville equation (1.1) with the initial
data (1.4) by decomposing f into ¢ and ¥;(i=1,---,d) where ¢ and 1; solve the same
Liouville equation (1.1) with initial data

¢(X7V70):p0(x)7 %(X,V?O):Uz‘—uio(x), (17)

respectively. This allows the numerical computations for a bounded solution rather
than a measure-valued solution of the Liouville equation with singular initial data
(1.4), which greatly enhances the numerical resolution. The moments can be recovered
through

ploxt) = [ 0w I, (0 v, (1)
u(x,t):/gb(x,v,t)sz'?l:ﬁ(z/;,;)dv/p(x,t). (1.9)

Numerical computations of a multivalued solution using this technique were given
in [11] for smooth potentials. In this article we will also apply the Hamiltonian-
preserving schemes for the level set computations of a multivalued solution of the
physical observables p,u, etc.

In Sections 2, we first point out the problems with the usual finite difference
scheme to solve the Liouville equation with discontinuous potentials. We then present
the designing principle of our Hamiltonian-preserving schemes using the behavior of
classical particles at a potential barrier. In Section 3, a 1d Hamiltonian-preserving
scheme based on a finite difference approach (called Scheme I) is given, and its posi-
tivity and [°° are established. We also state our I' stability results, which are proved
in a separate paper [13]. In Section 4, a 1D Hamiltonian-preserving scheme based
on a finite volume approach (called Scheme II) is given. In Section 5, we prove that
Scheme II is positive, [®-stable, and I!'-contracting (for more general I* initial data
than Scheme I). We extend these schemes to two space dimension in Section 6. In
Section 7, we show that even for smooth initial data, the solution to the Liouville
equation (1.1) could become discontinuous in the downstream part of the potential
barrier. This contributes to the reduced numerical convergence rate to 1/2 for a for-
mally first order scheme, as in any shock capturing method for a linear wave equation
with discontinuous initial data. Numerical examples are given in Section 8 to verify
the accuracy of the two schemes. We conclude the paper in Section 9.

2. The designing principle of the Hamiltonian-preserving schemes

2.1. Deficiency of the usual finite difference schemes. We consider the
numerical solution of the 1D Liouville equation

ft+€fzfvzf§:0 (21)

with a discontinuous potential V'(x).

Without loss of generality, we employ an uniform mesh with grid points at
xH_%,i:O,m,N, in the z-direction and §j+%,j:0,~~,M in the &-direction. The
cells are centered at (x;,;),i=1,---,N,j=1,---,M with xi:%(xiJr%—i—xF%) and
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&= (§]+1 +&; ) ThemeshsizeisdenotedbyAx::cH_%fzi_%,AE:EHLfﬁj 1.

2 )

We also assume a uniform time step At and the discrete time is given by 0=ty <t; <
<ty =T. We introduce mesh ratios A\, = ﬁ; A= ﬁé AS = ﬁ‘i, assumed to be fixed.
We define the cell averages of f as

fij= AmAf/ / fx, & t)dEdx.

The 1-d average quantity fi;1/2 ; is defined as

1 §.j+%
fi+1/2,j—A£/£ f(@ig1y2,€,t)dE.

J1,j4+1/2 is defined similarly.
A typical semi-discrete finite difference method for this equation is
fiJr%,j_fi—%,j fi,j+%_fi,j7%

Az -Dv A

(9tfij+£j =0, (2.2)
where the numerical fluxes f; 1 fij 41 are defined by the upwind scheme, and DV}
is some numerical approxunatlon of V, “at = ;.
Such a discretization suffers from at least two problems:
e The above discretization in general does not preserve a constant Hamiltonian
H= %52 +V across the discontinuities of V. Such a numerical approximation
may lead to an unphysical solution or poor numerical resolution.
e If an explicit time discretization is used, the CFL condition for this scheme
requires the time step to satisfy

max; |£;] | max; |DV;]

A=A, A&

(2.3)

Since the potential V(z) is discontinuous at some points, max;|DV;|=
O(1/Ax), so the CFL condition (2.3) requires At=0(AzAf).

2.2. Behavior of a classical particle at a potential barrier. In classical
mechanics, a particle will either cross a potential barrier with a changing momentum,
or be reflected, depending on its momentum and on the strength of the potential bar-
rier. The Hamiltonian H = %fg—i—V should be preserved across the potential barrier:

SE AV =€)V (24)

where the superscripts £ indicate the right and left limits of the quantity at the
potential barrier.

For example, consider the case when, at a potential discontinuity, the character-
istic on the left of the potential discontinuity is given as a constant velocity £~ > 0.
There are three possibilities (see Figure 2.1) :

1) V= >V™. In this case, the potential decreases, so the particle will cross
the potential barrier and gain momentum in order to maintain a constant
Hamiltonian. (2.4) implies

=V +2(V--VT).
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Fic. 2.1. Change of particle momentum across a potential barrier for the case when &~ >0.

2) V- <Vt and £(¢67)2> VT —V~. If the kinetic energy of the particle is bigger
than the potential jump then the particle will cross the barrier with a reduced
momentum. (2.4) implies

=\ )P -2vr-vo)

3) V=<Vt and 1(67)2<V T —V~. In this case, the kinetic energy is not large
enough for the particle to cross the potential barrier, so the particle will be
reflected with a negative velocity —£~.

If £~ <0, similar behavior can also be analyzed using the constant Hamiltonian
condition (2.4). See Fig.2.1.

The main ingredient in the well-balanced kinetic scheme by Perthame and Sime-
oni [21] for the shallow water equations with topography was to build in the above
mechanism into the numerical scheme in order to preserve the steady state solution
of the shallow water equations when the water velocity is zero. Note that the density
distribution f remains unchanged across the potential barrier, thus

f(t7l‘+,§+):f(t,$_,f_) (25)

at a discontinuous point x of V(z), where £ and £~ are related by the constant
Hamiltonian condition (2.4). This was used in constructing the numerical flux in [21].

In this paper, we use this mechanism for the numerical approximation to the
Liouville equation with a discontinuous potential. This approximation, by its design,
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maintains a constant Hamiltonian up to approximation error across the potential
barrier. The new issue faced here, not explored in [21], is the discretization in the &-
direction. Given £~ as a grid point, the 1 constructed from the constant Hamiltonian
condition (2.4) may not be a grid point, thus some appropriate interpolations in the
&-direction are needed here. The approximation in the £-direction, and its consequent
numerical properties, constitutes the main body of this paper.

3. Scheme I: a finite difference approach

3.1. The Hamiltonian-preserving numerical flux. = We now describe our
first finite difference scheme for the Liouville equation with a discontinuous potential.
We call this scheme Scheme I.

Assume that the discontinuous points of potential V' are located at the grid points.
Let the left and right limits of V' at point x;; 1,5 be Vli 1 and VZ; , respectively. Note

. . . + _ —
that if V' is continuous at ;1 /2, then Vi-s—% =V

i1 We approximate V by a piecewise

linear function

—_vt

1;1/2 1—1/2(

A;Zj x_xi—l/Q)'

V@)=V, 2t
We will adopt the flux splitting technique used in [21]. The semidiscrete scheme
(with time continuous) reads
- 4t - _y+t
5 f__+£_fi+%7j Fiiys Viey7Vils figey—fiims
LS Ag Az AE

—0, (3.1)

where the numerical fluxes f; j+1 are defined using the upwind discretization. Since
the characteristics of the L10uv1lle equation may be different on the two sides of a
potential discontinuity, the corresponding numerical fluxes should also be different.
The essential part of our algorithm is to define the split numerical fluxes fi_ 1 f;:i ;
at each cell interface. We will use (2.5) to define these fluxes.

Assume V is discontinuous at x;; /2. Consider the case {; >0. Using the upwind

scheme, fi;%,j = fi;. However,

f;1/27j:f(xj+1/27§;_):f(xi__i_l/gagj_)

while £~ is obtained from 5;' =¢; from (2.4). Since £~ may not be a grid point, we
have to define it approximately. The first approach is to locate the two cell centers that
bound this velocity, then use a linear interpolation to evaluate the needed numerical
flux at {~. The case of ; <0 is treated similarly. The detailed algorithm to generate
the numerical flux is given below.
Algorithm I
[ fj >0
fH— L fzg )
|:| lf ‘/;_;’_% > ‘/;_"_17

0 1f§J>,/22(2 V),
= e (v, -viy)

if & <& <&y1 for some k
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then f;:_% §k+1 & fzk:+§ fz k+1

O else
+
i+3,7
O end
O if V

= fiJrLk where fk = —gj

\/§2+2 Vi -V
if & <& <&y for some k
then f;;%- Setis 5 fir+ S5 fikm
OV, :V+
I
O end

2,] l+2J

(] fj<0 .
fH— J f1+1,,]7
0V, <V+1,

O if |§j|>\/m,
—\/f?”(vi_‘/}i;)

if & <&1 <&gqq for some k

then fijr% gk“ & fit1, k‘|‘§A$ Jit1k+1
O else
fii1 ;= fik where § =—§;
O end
P +
OV, >V

€= g2V, -u)

2

if & <&T <&k4q for some k
then f;% -—gk“ S fir1p+S A{ Efi1, k41
-yt
0V, =V

fivys= z:%,j
O end

The above algorithm for evaluating numerical fluxes is of first order. One can
obtain a second order flux by incorporating the slope limiter, such as van Leer or
minmod slope limiter [17, 28], into the above algorithm. This can be achieved by
replacing fix by fik—i—%sik, and replacing fi 11,5 by fi+1,k—%5¢+1,k in the above
algorithm for all the possible index k, where s;;, is the slope limiter in the z-direction.
After the spatial discretization is specified, one can use any time discretization

for the time derivative.

3.2. Positivity and [*°-contraction. Since the exact solution of the Liou-
ville equation is positive when the initial profile is, it is important that the numerical
solution inherits this property.

We only consider the scheme using the first order numerical flux, and the for-
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ward Euler method in time. Without loss of generality, we consider the case &; >0
and szs-l <Vitl for all 4 (the other cases can be treated similarly with the same
2 2

conclusion). The scheme reads
1 - _yvt

i7;+ — fij +§4fij*(lei—l,k+c2fi—1,k+l) Vz’+% Vif% fij*fi,j—1:

At

J Az Az A¢ 0

where c¢1,co are positive and ¢; +c2 =1. We omit the possible superscript n of f. The
above scheme can be rewritten as

A
i+ 1 i—1
ZH: 1_|£j|>\;_72Am N | fig HIEGIN (e ficik+eafimirgn)
Vi =Viia
2 2
+ Ax Affivj_l' (32)

Now we investigate the positivity of scheme (3.2). This is to prove that if £}z >0

for all (i,7), then this is also true for f**1. Clearly one just needs to show that all
the coefficients before f™ are non-negative. A sufficient condition for this is clearly

Vo, -V,

t ity i3yt
g - >,
or
max Vl%ivit%
max; ;] ' A
At L/ <1 .
Az A€ - (3:3)

This CFL condition is similar to the CFL condition (2.3) of the usual finite dif-
AR

irl 1 .
ference scheme except that the quantity % now represents the gradient of

potential at its smooth point, which has a finite upper bound. Thus our new scheme
has a hyperbolic CFL condition.

According to the study in [20], our second order scheme, which incorporates a
slope limiter into the first order scheme, is positive under the half CFL condition,
namely, the constant on the right hand side of (3.3) is 1/2.

The above conclusion is analyzed based on the forward Euler time discretization.
One can draw the same conclusion for the second order TVD Runge-Kutta time
discretization [26].

The [°°-contracting property of this scheme

1F oo <[ f" Ml for any n

follows easily with the same hyperbolic CFL condition, because the coefficients in
(3.2) are positive and the sum of them is 1.
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3.3. The [!-stability. The proof of [!-stability is lengthy, and thus will
be given in a separate paper [13]. Here we cite the main results of [13], which was
established for the first order upwind flux with the forward Euler method in time,
and a step function V(z).

We first impose an assumption:

Assumption 1:

There exists a positive constant &, such that

V(i,j) € S:={(i,))| @i<wmpy1, 0<& <&}, (3.4)
it holds that
|1 <Cal ol (3.5)
We now state the following theorem from [13]:

THEOREM 3.1. Under Assumption 1, there exists an hg >0 such that, when Ax < hg,
Scheme I is I*-stable:

I <ClfO

REMARK 3.1. The semiclassical limit initial data (1.4) does not satisfy this condition.
Thus Scheme I, when directly applied to this problem, may have stability problems, as
shown in a counter example in [13]. However, if the decomposition idea mentioned in
the Introduction is used, Scheme I is still suitable, which is what will be done in the
numerical experiments of Section 8.

4. Scheme II: a finite volume approach

In this section another flux which results in an [!-contracting scheme is proposed.
We call this scheme Scheme II.

By integrating the Liouville equation (2.1) over the cell [2;_1/2,%;41/2] X
[£5-1/2:€j41/2]), one gets the following equation
f‘t%,j V;Jr% _V;J:% fi,jJr% _fi,jfé

f:rl L
. ) 1T 3,] T
0ufis +&; Ax Ax A&

=0. (4.1)

ViVl
The upwind discretization depends on the sign of £; and %. To illustrate

Vo, -Vt
. . . i+ 5 i— 5 — —+ . .
the basic idea, we assume §; >0, —21—= <0 and Vi+% <Vi+% (this is the case

when the particle loses momentum from left to right at the barrier). In this case
-1 Sl _ d
fosomeae ). S (w7, 600 de,
fijpr=———"— 1 /$i+%sz(m, ,_l,t>d:c.
Jt 3 Vi+%7vit% vy j+3

By using the condition (2.5):

fﬂ;’jgleg/:fgf (”T;:é’f’t)dg£j1A£/sjj€f(mi_+é’5’t>d5’ (42)
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where f is defined as

7( 1+17§t ( 1,\/5 +2 )t)

Using a change of variable on (4.2) leads to

1 Sird
+ 0 = 2 - 2 + _y-
i+;,ffjAf/g.l ! (36%’\/E +2(Vi, ‘@Q’t) *

1
“gacl, éf( 27,y 6ot) dE,
where
G=\/€, 12V, Vi), 6=/, 42V, V).

(4.3)

(4.4)

The integral in (4.3) will be approximated by a quadrature rule, since the end
point & and & may not be grid points in the ¢-direction. We first need to locate the
grid points that bound &} and &,. There are two possibilities, namely, either £ and
&4 fall into the same cell, or they are in separate cells. In the former case, we use the

midpoint rule. In the second case, the composite midpoint rule is used.

We propose the following evaluation of the split fluxes fi 1 in (4.1).

Algorithm IT
o if §j>0
fivy =i
R +
0 if Vi+% >V;+%’

0 e, 1>1/2(Vz+; Vliﬁ)
51\/5?;2@1;‘@1;)

- +
52_\/3#_ (V1+1 Vi+%)
Oif & 1 <& <g <§k+1 for some k
fhy =S

O else §k_%§£1 <§k+1 <- <£k+s_,<§2<£k+s+1 for some k,s

3
fis »_5_7{ Hz fkfzk+§k+1fz k1t

3.0
£5— sl
+£k+s 1fz k+s— 1+7§k+sfz k+s}
0 end
O else
f;%7j :fi+1,k where fk:—fj
O end
OV, <V+

51—%2 2V Vi)
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55:\/f?+;+2("ii;“’il;)
0 if &1 <& <& <&y for some k
+  _16-¢
Gy = S

O else &1 <& <&p1 < <§k+s_%<§§§§k+s+% for some k,s

€€l
,:% g { —Re—Sefie t &1 fipr1+ -

§5—& o 1
FEhts—1fikts—1+ %&ﬂﬁ k+s}

O end
O if V 11 —V
i+§,j fi:"%aj
0 end
o if §j<0
f;%’j:le,ja
N +
0 if Vi+% <V;+%’

0 i lgey1>4/2(ViEy ~Viry):

— 2 - +
\/5j;+2( Vi)

€é_ \/§2+1+2( H_l V:_%)
O iffk_%§§1<§2<§k+1 for some k
frn, =58 fin
3 &;
O else gk_%§§1<§k+1 <. <§k+3_; <§§<§k+s+1 for some k,s

[P ¥ e

i+, g. 7fkfz+1 k+HE&k+1fit1 k1t
£—¢ s—1
Ferts—1firthps—1+ Akiz&wrsfzﬂ k+s}
O end
O else
f;_%J = fir, where & =—¢;
O end

e - +
OV >V,

2 - +
‘\/@—;*2(‘%; Vi)

— 2 +

55__\/€+1+2( z+1 Vi )
O iffk_%§§1<§2<§k+1 for some k

- 1 &—
fiv1,76 7 fkfzﬂk
0 else£k7%§£1<£k+1< " <Epys—1 <E < &pqey s for some ks

3
_ k+2

fivi,;= 7 fkfurl k+Ert 1 fit 1 p1 4

&—¢ a1
FEhts—1fit1 krs—1+F gig&mfm k+s}
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O end
B e
0 if Vz’+%_vi+%
fo. =t
i+3.,5 i+3,j
O end

e end

REMARK 4.1. The above Algorithm uses a first order quadrature rule at the ends of
the interval (4.3), thus it is of first order even if the slope limiters in x-direction are
incorporated into the algorithm. One can also use a second order quadrature Tule at
the ends of intervals (4.3).

5. Stability theory of Scheme II
In this section we study the I! and [ stability of Scheme II. Its positivity is
obvious under the hyperbolic CFL condition (3.3).

THEOREM 5.1. If the forward Euler time discretization is used, then the fluxr given
by Algorithm II yields the scheme (4.1) which is I*-contracting and [>°-stable.

Proof. For simplicity, we discuss the case when the potential has only one dis-
continuity at grid point Tyl with jump Vn;r% an';r% =D>0, and V'(z)<0 at
smooth points. The other cases, namely, when V’/(z) >0, or the potential having sev-
eral discontinuity points with increased or decreased potential jumps, can be discussed
similarly.

We consider the typical situation when & < —v/2D,&y >v/2D, so that all the
three situations discussed in Section 2 are included. We assume the mesh is defined
such that 0,4v2D are grid points in the ¢-direction. We define some sets of indexes

Dy ={(m.5)lg; >0},
D}y ={(m+1j)l¢;_, > v2D},

Dy ={ma)l-/g-20<g <o},

= {(m+1.5)g4 <-V2D},

D?:{(Zaj)|xz<wm7§j+; <_\/€%_7}'

These domains are shown in Figure 5.1.
Due to velocity change across the potential jump at x,, 41 D} represents the

area where particles come from outside of the domain [z1,2x5] X [£1,€0]- In order to
implement Scheme I conveniently, we need to choose the computational domain as

Eq={(i,j)li=1,---,N,j=1,--- ,M}\Dj}.

Now denote F; = - Our scheme (4.1) with Algorithm II can be

- _y+
Vi+§ Vifl'

2

made precisely as
1) if & >0,i#m+1,
Z}H =(L=F = &M.) i+ Fidefijo1 + &0 fim s (5.1)

2) if fj <0,i7ém,
Z}H = (1=F e —|&|NL) fig + FNefig o1 +1&5 AL firags (5.2)
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E'M
+
Dm+1
D+
m
Ed
D"
m
D"
4 m+1
Dl
E1
X, Xme1/2 *N
Fic. 5.1. Sketch of the index sets D:;L,D:;+1,D;L,D;L+I,Df.
3) if fj >0,
Pt ;= (U= i Ne = §00) 1+ Fonia A 11 HEAF s (5.3)
4) if fj <0,
fl,ﬁl = (1=Fn Mg —&51ML) fmg + FmAefim g1+ \§j|)\tzf,;+%,j ) (5.4)

where we omit the superscript n on the right hand side.

Due to the linearity of the scheme, the equation for the error between the ana-
lytical and the numerical solution is the same as the scheme itself, so in this section,
fi; will denote the error. We assume there is no error at the boundary, thus f;; =0
at the boundary. If the ['-norm of the error introduced at each time step in incoming
boundary cells is ensured to be o(1) part of | f™|1, our following analysis still applies.

By summing up (5.1)-(5.4) for (i,7) € E4, one typically gets the following expres-
sion

YoM=Y aufyt Y GNFLL Y GNS

(1,)€Eq (1,4)€Eq (m+1,j)eD} (m,§)EDm
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Due to the zero boundary condition, the coefficients «;; in (5.5) satisfy

ai; <1, (i,j)GEd\{D+UD_+1} (5.6)
i <1—|&IAL,  (i,4) € DL UDL

m

We now study the relation between Iy and > ,, - p+ |EGAL fnj]. Let

_ [e2
PN+1=4 /81 2D,
and assume

Er <pN+1<E&kt1<Eny1-

Assume £, 1 =0 for some .J5. Since

f1r2_2|sjfmj|+f’N+1 Sefmrl <0 1€ fmils

J=J2 (m.j)eD,

thus

L< Y |G fmg|- (5.8)

(m,j)eDt,

Similarly, one gets

I3 < Z |§j>\§cfm+1,j|- (5.9)

(m+1,5)€D;,, ,,

Combining (5.5), (5.6), (5.7), (5.8) and (5.9) gives

Yo Y I (5.10)

(i,4)€Eq (i,j)€Eq

This is the ['-contracting property of this scheme.

Next we prove the [*°-stability. In the cells where §; >0,i#m+1 or & <0,i#m,
one uses (5.1) or (5.2). Observing that the coefficients on the right hand side of
(5.1) or (5.2) are positive and the sum of them is 1, so in fact these schemes are
[*°-contracting. It remains to study the cells where &;>0,i=m+1 or & <0,i=m,
corresponding to (5.3) or (5.4).

We first consider (5.3). It can be checked that when &, 1< V2D, f;+ y = frmt1k
with k such that &, = —¢;, thus the [°°-contracting property still holds. Wghen 5];% >

V2D, denote

g=y(4) ~20.  g=y/(50:) 0. (5.11)

Since V'* il < \4 a1 one has &, — &} > A&. Therefore, it is impossible that §ro1t <

§ <6< for any k. Assume Ero1 S8 <&pyr < <&ppoo 1 < <Epyoqy With
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s>1. In this case

f+ _l fk+%_§i§f e f .
m‘f‘%ﬂl gj A§ kJmk k+1/m,k+1
6/ _5 s—%
ERUUNRY SR S L A’“g 2 v Foniets o (5.12)

Substituting (5.12) into (5.3) yields

fih = (=P N =&AL Frn g+ Fnai A fn i1

Eopr — &1
+/\tx{ ;gﬁ Eufmk &1 fmpt1+
fé _£k+57%

+£k+s—1fm,k+s—1+ A§

§k+sfm,k+s} . (5.13)

Observing that the coefficients on the right hand side of (5.13) are still positive.
Thus it remains to check the sum of these coefficients given by

gk-&-l_gi fé—§k+3_;
I4:1_§j>‘§r+)‘tw{ggfk+fk+1+"'+§k+s1+A§2§k+s
Elwr%_g1 E5—& o1
§k+§k ++§k s— +72§k s
=T —=8 = i ac o b (514
&
Let
¢ — &k +Ekts _ €k+% +€k}+87%
k 9 ) 9
1 =&l
o= e 0]
§5—Epis 1
aé:%g?e(O,lL
then
gk:g;c_77 §k+S:€]/g+T

Also notice

{<€k+§ _fi) + (£k+57% —féﬂ = %(aﬁ —a5)AE,

N

1
52—5(51‘%5):
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hence one gets

1 {£k+; - Eot&hrit &1+ HM&HS}

G A Ag
1 §k+% -& P , fé_fk-i-s—% p sAE, ,
_Q{Agfk+5k+"'+§k+Aggk}+2§j(a2_a1)
_ (fé_gi)ﬂg SAf / /
Y + 2, (a5 —ay)
A / A , , I et ) )
— (SQ 523(2-24‘62) + 825]5 (a2 _al) _ (5225]51) (a2 —01)
— (652 _512) + (1 _a’112gal2>A£ (a/z _a/l)
(%% —53-7%) (%% +€>%) 7
Af Ag
<1+8§j<1+8\/ﬁ' (5.15)
Substituting (5.15) into (5.14), the sum of the coefficients in (5.13) is estimated
as
o AL 1
I4<1+€])\$8\/ﬁ<1+8)\2\/ﬁAt’ (5.16)

where the last inequality is deduced by using the CFL condition.
Now we consider case (5.4). Denote

g{:—\/(5j7%)2+2D, 5;:—\/(§j+%)2+21). (5.17)

In this case, & — & < AE. So there are two cases §o1 < & <& S&pror§ 1 < &<
§k+% <&y < £k+% corresponding respectively to

f"”%’j:g QAf Lk a1k (5.18)

or

- 1 fk—%*fi 557§k+%
fm""é,j:g-{Aggkferl’k—i_Affk+1fm+1’k+l . (5.19)
J
Substituting (5.18) or (5.19) into (5.4) gives
n+1 t t t t %751

fmj :(17Fm)‘§7|£]|>\x) fmj+Fm)\ffm,j—l+>\3; Ag |£k|fm+1,k’7 (520)

or

Foit = (L= F A = 1§10%) fong + Frn A frn g1
fé_fk-s-%

fk—&-%_fi
+A;{§kfm+1,k+ At

A€ |§k+1|fm+1,k+1}. (5.21)
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In each case, the coefficients on the right hand side are positive. Thus it remains
to check the sum of the coeflicients, which is, respectively,

(& — &) 1€k }
1+ Afc{—l 5.22
or
(Srtt = €18k (82— Epp ) €41
145N ¢ —2 2 —1p. 5.23
Let Dy, be (3 5‘1)g|§k| (p 1 51)\&;‘(;2' §pp L )lfk“‘. One has
A L SN+A
Dk<(€2 &)z + &) + 5]: 2(|f1"|/“52|)l‘~‘ f<1_|_ tAt 7
3131 3161+ 1&0) AeV2D
thus the sums (5.22) and (5.23) are both bounded above by
+— A (5.24)
ANV2D '

Combining (5.16) and (5.24), and letting Cy = be an O(1) quantity, we get
Agv2D

" oo < (14 CoAL) "o,
thus
¥ lo0 < (14 CoAL) | f0]oo < T | f]oc. (5.25)
This is the [°°-stability property of this scheme. 0

6. The schemes in higher dimensions
Our 1D schemes can be easily extended to a higher dimension using a dimension-
by-dimension approach. For example, consider the 2D Liouville equation

We employ a uniform mesh with grid points at Tig1 ,yj+2,§k+é,nl+1 in each
direction. The cells are centered at (:L'l,yj,fk,m) w1th T;= 1( i1t ,),yj

%(yj+%+yj7%) é‘k—*(é—k+1 +&1)m= (77l+1 +m_1). The mesh size is denoted
by Av=x; 1 —x;_1,Ay=y; 1 — yJ_f,Af §k+1 ~&_ 1 An=m 1 —m_1. We de-
fine the cell average of f as

e T dnddyd
fijkl Al‘AyAfAT]/ / / /17 ) LU yvganat) n g yazx.

1
3 =3

Similarly to the 1D case, we approximate the potential by a piecewise bilinear function,
and for convenience, we always provide two interface values of potential at each cell
interface. When the potential is smooth at a cell interface, the two potential interface
values are identical.
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The 2D Liouville equation (6.1) can be semi-discretized as

)

Ot fijkl + &k AL Ay

- _y+t - _y+
‘/i-&-%,j Vi—%,jfij,k+%,l_fij,k—%,l ‘/i,j+% Vi,j—% fijk,l—&-%_fijk,l—%

Ax A€ Ay An

- + - +
fi+é,jkl_f' l,jkl+mfi,j+%7kl_fi,j—%,kz

:0)

where the interface values f;; . 10 Tijhat 1 are provided by the upwind approxima-
tion, and the split interface values fz‘:r%,jkl’fi—t%,jkl’fijjJr%,kl’f:jf%,kl can be obtained
using essentially the same algorithm described in subsection 2.3 or 2.5 for the 1D
case. Since the gradient of the potential at its smooth points is bounded, this scheme,
similar to the 1D scheme, is also subject to a hyperbolic CFL condition under which
the scheme is positive, and Hamiltonian preserving (if the discontinuity of V' aligns

with the grids).

7. Discontinuous solutions and numerical accuracy

When the solution of the Liouville equation is smooth, the formally second order
shock capturing finite difference scheme will produce second order numerical approxi-
mations. Consequently the physical observables obtained by evaluating the numerical
d-integral concentrated on these numerical solutions, such as those in (1.8)-(1.9),
should generally be of first order. However, when the potential V is discontinuous,
the solution of the Liouville equation, even with smooth initial data, may produce
discontinuities at the downstream part of the potential discontinuity. These discon-
tinuities influence the accuracy of the numerical d-integral through which the desired
physical observables are obtained.

7.1. Discontinuities produced in the downstream part. For the Liou-
ville equation with a discontinuous potential, if the initial data is smooth, the level set
function exhibits discontinuities in the downstream side of the potential discontinuity.

We use a 1D example to illustrate this. Let ¢ be the level set function that solves
the 1d Liouville equation with the potential given by

A, < —b;
V(z)= —%, —b<x<0; (7.1)
0, x>0,

with A,b positive. Let the initial velocity profile be a constant velocity £, >0 and the
initial density is denoted by po(x). The initial value of the level set function is

(b(xagao) :£7£O~

We consider the solution at t=T. In this example the potential is continuous,
and the initial level set function is continuous, so this level set function should still
be continuous at t=T. Now look at the set

S1={(z,8)| —b<z <0},
which is part of the initial zero level set. The bicharacteristic of the Liouville equation
(2.1) is

%: = 5 ) :C(O) =205
" , (7.2)
P -V (l‘), 5(0) 260-
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Denote the solution of (7.2) by

x:l.(x07§0>t)7 §:£($07€0,t),

then define the set

Sy = {(x,€)|x:x(x07507T)7£:£($0a503T)3(x07€0) € Sl} ’

which is a subset of the zero level set of ¢(z,£,T).

Select an element (x1,1) € S. We now want to evaluate ¢¢(z1,61,7). Assume
(z1,&1) = (2(—¢,&,T),£(—¢,&0,T)). Consider the case that T is large enough so that
(z1,£1) is a downstream point. Then the relation between z; and ¢ is

x1<c>=T\/§8+?—Z(58+%“>-

The density at x == at time T is the inverse of the Jacobian of x(c) multiplied by
the initial density

po(—c) bpo(—c)
p(xl’T): dzi(c) - )
e ‘TA b‘

On the other hand, it is known

1+e
— po(— __ p(=9
plen )=l )/5 o€ T = o e T
So we have
(e (a1, 60,T)| = | —— 2 op|p
§g+2?c

If we take the limit b— 0, we know |¢¢(z1,&1,T)| — oo.

Moreover, the time needed for (z1,£1) to be in the downstream domain, which
is the time for the point (—c,&y) to reach =0 along its bi-characteristic, should be
T(c)=2%./+ 2‘20. Notice T'(¢) — 0 as b— 0, we know in this example when taking
limit to the discontinuous potential, the level set function should contain discontinu-
ities in the downstream domain.

7.2. Influence of discontinuities on the accuracy of the numerical evalu-
ation of moments. In the previous subsection, we showed that the discontinuities
inevitably emerge in the downstream part of the potential discontinuity. As is well
known, the I'-convergence rate for finite difference schemes to compute a discontinu-
ous solution of a linear equation is at most halfth order [16], [29]. Here we show that
a halfth order error is also introduced when evaluating the moments (1.8) (1.9) based
on the discontinuous part of the solution.

We use the 1D linear advection equation with the Riemann initial data to illustrate
this. Consider equation

ut +au, =0 (7.3)
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with initial data

1, x<0;
u(z,0)= . o0 (7.4)

Since the finite difference solution is closer to the solution of the modified equation
Ut +aty = Dy, (7.5)

than the exact solution of the original linear advection equation (7.3), we check the
accuracy of the numerical moments based on the solution of the modified equation
(7.5).
If the upwind scheme is used then D=$Axz(1—aX.) [17, 28]. Thus D~ Az.
The exact solution of the equation (7.5) with initial data (7.4) is

x—at

2 VaDt 2
E(w,t):—ﬁ/oﬁe_z dz. (7.6)

The exact solution of (7.3) with initial data (7.4) at ¢ is

1, T <at;
u(z,t)= . et (7.7)

which has the property

/5(u(:v7t))dac =0.
When evaluating the d-integration concentrated on (7.6), one gets

1 VarDt

| s 00— e~

=VdnDt.

r=at

Since D ~ Az, the accuracy of numerical d-integral based on (7.6) is only halfth
order. This implies that the evaluation of J-integration in (1.8)(1.9) based on the
finite difference solution for (7.3) is also only halfth order.

8. Numerical examples

In this section we present three numerical examples to show the performance
and accuracy of the proposed methods. In the numerical computations the second
order TVD Runge-Kutta time discretization [26] is used. The exact solutions are
constructed by the method of characteristics, taking into account the behavior of the
classical particles described in Section 2.

Example 8.1. A 1D problem with an exact L°°-solution. Consider the 1D
Liouville equation

ft+€fw_vmf§:0 (81)

with a discontinuous potential given by

0.2, x<0;
Vi(z)=
0, x>0.
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fusesniziziag
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Fia. 8.1. Ezample 8.1, solution in the phase space. Upper: non-zero part of the initial data;
lower left: non-zero part of exact solution f(x,£,1); lower right: the part of numerical solution
f(x,£,1) > 0.5 computed by the 100 x 101 mesh. The horizontal azis is the position, the vertical axis
is the velocity.

The initial data is given by

1, <0,6>0,\/224+£2<1;
f(2,€0)=1 1, £>0,6<0,\/22+€2<1; (8.2)

0, otherwise;

as shown in the upper part of Figure 8.1 which depicts the non-zero part of f(z,£,0).
The exact solution at t=1 is given by

1, x>0, £€<v0.4, &>
—/2—22
1, r>0, £<0, v<1, {>5F=5—";

_ _ Ve
1 r<0, £<z, £>-V06, z<(1 Ve

o T+vV2—2x2 .
1, 2<0, €30, z>-1, &< oI,

w20 V04, £, €<V o> (1 YRR

f(x,&1)=

0, otherwise,

as shown in the lower left in Figure 8.1.

The numerical solution computed with a 100x 101 mesh on the domain
[-1.5,1.5] x [-1.5,1.5] using Scheme I is shown in the lower right in Figure 8.1. It
shows a good agreement with the exact solution.
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Table 8.1 compares the I!-error of the numerical solutions computed using 50 x 51,
100 x 101 and 200 x 201 meshes respectively. From these data, the convergence rate
of the numerical solution in the /*-norm is about 0.66 for both Scheme I and Scheme
II. This agrees with our study in section 8, and the well established theory [16], [29],
that the ['-error by a finite difference scheme for a discontinuous solution of linear
equation is at most halfth order.

Table 8.1 Example 8.1, ! error of the numerical solutions with different meshes

mesh 50 x 51 100 x 101 200x 201
Scheme I 0.245192  0.155871  0.093817
Scheme IT  0.246248  0.156963  0.094275

Example 8.2. Computing the physical observables of a 1D problem with
measure-valued solution. As mentioned in the Introduction, such problems arise in
the computation of the semiclassical limit of the Schrédinger equation. Consider the
same problem as in example 8.1, with the initial data

f(@,6,0)=5( ~w(=)), (84)
where
0.9, <2
0.9—22(x+2)2, —2<z <0;
w(r) = —0.94 22 (z—2)%; O<x<2. (8.5)
-0.9, x>2.

Figure 8.2 plots w(x) with the dashed line.
In this example we are interested in the approximation of the moments, such as
the density

plant) = [ e,
and the averaged velocity

_ (@8 g
JF(€.0de

These quantities are computed by the decomposition techniques described in the
Introduction. We first solve the level set function ¢ and the modified density func-
tion ¢ which satisfy the Liouville equation (8.1) with initial data & —w(x) and 1
respectively. Then the desired physical observables p and u are computed from the
numerical singular integrals (1.8), (1.9), which are computed by approximating the
delta function in the integrand by a discrete delta function

u(x,t)

%@F{;aﬂwgfngn 59
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15

0.5 AN 8

-1 I I I I I I I
-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

Fi1c. 8.2. Exzample 8.2, velocity. Dashed line: w(x); Solid line: multivalued velocity at t=1.8.
The horizontal axis is the position, the vertical axis is the velocity.

and then evaluating the integral on a uniform mesh [30, 5]. The w in (8.6) is half of
the support size of the discrete delta function. In our computation we choose

w=max ([t,],1)h,
where |1, | denotes the Jacobian of ¥ = (¢;) with respect to v:
|8\P/8(’U17 7vd)|a

and is approximated by the central differencing. In example 8.2 d=1 and in example
8.3 d=2.

The exact velocity profile and the corresponding density at t=1.8 are given in
the Appendix. Figure 8.2 shows the exact multivalued velocity.

Figures 8.3 shows the calculated density p(x,t) and averaged velocity u(x,t) with
different meshes using Scheme I together with the exact solutions. Note in the velocity
the halfth order error produced around the discontinuity travels to the right and stops
at around x=1.2. There are also such errors produced in density, but they can not
be observed in the figure since these errors are small compared with the maximum
density value.

Table 8.2 compares the [!-error of the numerical densities p(z,t) computed with
200 x 161, 400x 321 and 800 x 641 meshes on the domain [—2,2] x [-1.6,1.6]. We
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50 50
40 40
30 30

a a
20

10

Fic. 8.3. Ezample 8.2, density p(z,t) and averaged velocity u(z,t) at t=1.8. Solid line: the
exact solutions; ’o’: the numerical solutions. Upper: density; lower, the averaged velocity; left:
200 x 161 mesh; right: 800 X 641 mesh.

notice that Scheme II has slightly larger errors than Scheme I. This is understandable
because in order to maintain the /*-contracting property, Scheme II may use more cell
values to perform the numerical interpolation in evaluating the split fluxes.

Table 8.2 ! error of the numerical density p(z,t) with different meshes

mesh 200 x 161 400 x 321 800x 641
Scheme I~ 1.691542 0.967246  0.670656
Scheme II  1.694563 0.992385  0.679215

Table 8.3 compares the I'-error of the numerical averaged velocities u computed
with 200 x 161, 400 x 321 and 800 x 641 meshes on the domain [—2,2] x [-1.6,1.6]. It
shows the halfth order convergence.

Example 8.3. Computing the physical observables of a 2D problem with a
measure-valued solution. Consider the 2D Liouville equation

fe+&fatnfy—Vefe—=Vyfn=0
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Table 8.3 ! error of the numerical averaged velocity p on different meshes

mesh 200 x 161 400 x 321 800x 641
Scheme I 0.170247 0.116522  0.073458
Scheme II ~ 0.170900 0.128646  0.081642

with a discontinuous potential given by

0.1, xz>0,y>0,
Vi(z,y)=

0, else,

and the delta-function initial data

f(x7y7£7n70) Zp(x,y,0)5(£—p(x,y))5(77—q(x,y)),

where
0, x>—-0.1,y>-0.1;
p(x7ya0):{l else Y
(2.9) = a(z.5) 0.4, z>0,y>0,
p\Z,y)=aq\%,y)= .
0.6, else.

In this example we are interested in the computation of numerical density which
is the zeroth moment of this delta-type solution

ple,yt) = / / F(y,€,m.t)dedn.

The computational domain is chosen to be [z,y,&,1] €[—0.2,0.2] x [-0.2,0.2] x
[0.3,0.9] % [0.3,0.9].
The exact density at t=0.4 is

1, <0 or y<O0;
3z .
play0a)=q 1o 0SS0
L5, 0<y<14/150,y < 5
0, otherwise,

as shown in the upper left part in Figure 8.4.

The other parts in Figure 8.4 show respectively the calculated density p with 144,
26% and 50* meshes in the phase space using Scheme I in space.

Table 8.4 compares the [! errors on [0,0.2] x [0,0.2] of numerical densities com-
puted with 144, 26* and 50* meshes in phase space. Again the error of Scheme II is
larger than Scheme I. The convergence order is about 1/2.

9. Conclusion

In this paper, we introduced two classes of Hamiltonian-preserving schemes for
the Liouville equation with discontinuous potentials. By using the constant Hamil-
tonian across the potential barrier, we introduced a selection criterion for a unique,



310 LIOUVILLE EQUATION WITH DISCONTINUOUS POTENTIALS

Table 8.4 ! error of numerical densities
on [0,0.2] x [0,0.2] using different meshes

mesh 144 264 504
Scheme I 0.01851 0.01417 0.01029
Scheme IT  0.01864 0.01527 0.01257

0.2 5 0.2 5
15 i
\\\\
A\
K ‘
o \\\k&\wﬁl, 1 o 1
\\\&%5;’/ 05 0.5
\\\““&""I | i |
| 0 t«:.‘f:f:}&‘f:f:::ﬁ’/ 0

KR

S o

Fic. 8.4. Example 8.3, density at t=0.4 in space. upper left: the exact solution; Upper right:
the numerical solution using 14* mesh; lower left: the numerical solution using 26* mesh; lower
right: the numerical solution using 50* mesh.

physically relevant solution to the underlying linear hyperbolic equation with singular
coeflicients. These schemes have a hyperbolic CFL condition, which is a significant
improvement over a conventional discretization. We established positivity, and stabil-
ity theory in both ! and [* norms, of these discretizations, and conducted numerical
experiments to study the numerical accuracy.

This idea has also recently been extended to the Liouville equation arising from
the geometrical optics limit of the linear wave equation with a discontinuous local
wave speed [14], and with reflections and transmissions [15]. In addition, the same
idea can also be extended to problems with external fields, such as the electrical
or electromagnetic fields. There Vlasov-Poisson or Vlasov-Maxwell systems arise.
Currently we are exploring the Hamiltonian-preserving schemes in these more general
applications, as well as the case of a curved interface.
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Appendix.
This Appendix gives the exact velocity profile and density at t =1.8 for the prob-
lem in Example 8.2.

Set t=1.8, X =—2+,/5%(0.9—/0.4) +0.4¢.
e In domain —2<x < —2+0.9¢t or 2— 0.9t <z < 2, the velocity is single phased
given by

0.9, —2<x<—-240.9¢;

u@ =4 _p9, 2-09t<z<?2,

the corresponding density is the constant 1.
e In domain —2+0.9t <z < —0.09150169603022, the velocity is single phased
given by

the corresponding density is given by
2

T 2'
0.9t\/—ﬁ+ (2-5%)

e In domain —0.09150169603022 < x < 0, the velocity has three phases.

0.9 2 4z 2\’
—0.9-— [ = /- (o=
wi(®) 1 | 0.9t \/ 0.0t ( O.9t> ’

while us,u3 both satisfy the expression

_$ _(2_()?%>Q+< \/049 (09_\/m)+2/0.9/t>

U2

. —
Vu3+0.4
and

—0.36444353343385 < ug <0, —0.56860919537261 < ug < —0.36444353343385.
The first branch of the density is

px) =

2

o 9t\/—m+ -2

To determine densities ps,p3, denote the derivative of ug(z),us(x) to be
uh(x),us(x) respectively. Define the functions

W(w)=—+vw?+0.4,

4
X(W)=2-/ 55(0.9+W),
0.9

Y(X)=—(X-2),
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then

e In domain 0 <z < X, the velocity has three phases. u; is determined by

2
2
0.9t 2 4 2 w
(o =) = (09— /uz—04 S S
4 ( O.Qt) (\/0.9 ( ) 0. 9t> Z_04

with 0.97449009909131 < u; < 1.05986622602208, and

2

0.9 2 4g 2 \?
T 9=
ua() =09 4 0.9¢ \/ 0.9t+< 0.9t>) ’

2
0.9 2 Az 2 \°

S Y ) (NI e S T
us(2) Ty 0.9t+\/0.9t+< O.9t> )

Denote the derivative of uj () to be u)(x). Define the functions

X(W)= 09(09 W) —
Y(X):—O—;(X—M)

then the densities are

p1(z) = ‘ W (u1 ()Y (X (W (u1(x))))
2
p2(z) = 2’
0.9t/ 42 + (2 — 501

=
09t\/—m (2—5%)

e In domain X <x<—-2+0.9t+
mined by

3 9t’ the velocity has four phases. u; is deter-

2

2
0.9¢ 2 4 2 u
- =) — (/= (09-y/uz—04)- | | —___
1 < 0.9t> (\/0.9( i > 0.9t> Z_04




SHI JIN AND XIN WEN 313

with 0.96921825670040 < u; <0.97449009909131, and

0.9 2 Az 2 \?
=09 [~ 4/ p P
uz(#) =09 O.9t+\/ 0.9t+< 0.9t> ’
0.9 2 Az 2 \°
=09 — [ )2 (2
us(2)=09== |~ \/0.9t+< O.9t> ’

0.9 2 Az 2 \°
= 09+ = 2 =
ua() R 09t+\/0 9t+< 0.9t>

Denote the derivative of uj(z) to be v} (x). Define the functions

W(w)=+vw?—-0.4,

X —
(W)=y/ o 509-17)~
0.9
Y(X):—7(X+2)
then the densities are
uy (z)uf (2)

p1(x) = ‘ W (uy (x))Y(X(W(m (x))))

27
09t\/—m (2—5%)

p3(z): » 5 3
0.9t o%ﬁ(?—m)

o 9t\/—ﬁ+ -2’

e In domain —2+0.9t+ 55; 9t < <0.35899646920179, the velocity has two

phases. u; is determined by

2
2
0.9t 2 4 2 u
1 (2-=) - —\/u? 04 —=
4 < 0.9t> (\/09(09 -0 ) 09t> Z04

with 0.63245703734354 < u; <0.96921825670040, and

2
2
0.9 2 4z 2
= — —_— _— —_— 2 _—
uz(2)==09+ 0.9t+\/0.9t+< O.Qt) )
Denote the derivative of u;(x) to be u}(x). Define the functions
=+vw?2—-0.4,

—(0.9—-W)—

0.9
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[7]
(8]
[9]
(10]
(11]

(12]

(13]
14]

(15]

LIOUVILLE EQUATION WITH DISCONTINUOUS POTENTIALS

then the densities is given by

_ uy (z)uf (v)
or(e) _‘W(ul(m)Y(X(W(ul(x)))) ‘
2

p2(z)= :
o 2
O.9t\/—ﬁ +(2—5%)

e In domain 0.35899646920179 < x <2 —0.9¢, the velocity is single phased given

by

0.9 2 4z 2\’
S T [ S T S
@) ==09+ = | —ggi 0.9t+( 0.9t) ’

the corresponding density is given by
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