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#### Abstract

We construct a fully supersymmetric biHamiltonian theory in four superfields, admitting zero curvature and Lax formulation. This theory is an extension of the classical AKNS, which can be recovered as a reduction. Other supersymmetric theories are obtained as reductions of the susy AKNS, namely a nonlinear Schrödinger, a modified KdV and the Manin-Radul KdV. The susy nonlinear Schrödinger hierarchy is related to the one of Roelofs and Kersten; we determine its biHamiltonian and Lax formulation. Finally, we show that the susy KdV's mentioned before are related through a susy Miura map.


## 1. Introduction and Preliminaries

In the last decade there has been increasing interest in superextensions of the soliton evolution equations. The earlier results concerned the construction of field theories with fermionic and bosonic fields depending on time and one space variable $x$ [Kup]. Next, the susy (=supersymmetric) soliton equations were investigated. In the so-called $N=1$ susy extensions [MR], in which we are mainly interested, the field variables depend, apart from time, on the superspace variables $x, \theta$, with $x$ even and $\theta$ odd; the field equations are formulated in terms of the superderivative $D=\theta \partial / \partial x+\partial / \partial \theta$, with the property $D^{2}=\partial / \partial x$. Also, the $N=2$ susy extensions were introduced, with one even and two odd superspace variables $x, \theta_{1}, \theta_{2}$ [Mat]; in this case, two superderivatives $D_{i}=\theta_{i} \partial / \partial x+\partial / \partial \theta_{i}$ are employed.

The best known methods for constructing soliton equations can be appropriately generalized to the susy framework. The Lax formalism in terms of fractional powers was extended by introducing an algebra of pseudodifferential operators in $D$ (or $D_{1}$ and $D_{2}$ ); in this way, some susy KdV equations were constructed [MR, Mat, LM], and the corresponding biHamiltonian structures were obtained via $R$-matrix theory [OP, FMR].

Moreover, the connections between the susy soliton equations and the theory of Lie superalgebras were analyzed in [IK1-4, MP1], in order to obtain a superanalogue of the classical Drinfeld-Sokolov theory [DS].

Recently, the method of prolongation structures [EW] was extended to field theories with fermionic variables [RH]; as a byproduct, a super nonlinear Schrödinger (NLS) hierarchy was obtained by Roelofs and Kersten [RK], involving a bosonic field $q=q(x)$ and a fermionic field $\omega=\omega(x)$. The vector fields and the conservation laws of this hierarchy were written in terms of $q, \omega$ and their $x$-derivatives; moreover, it was found that the super NLS equation admits an $N=1$ susy formulation in terms of the superfield $\psi(x, \theta):=\omega(x)+\theta q(x)$ and its superderivatives. (This super NLS equation is different from the one proposed previously in [Kul, CN], for which a susy formulation in the above sense was not given).

In our previous works [MP1-4], we discussed the susy KdV equations from a biHamiltonian and Lie superalgebraic viewpoint. Following this approach, in this paper we propose an $N=1$ susy extension of the AKNS theory, involving two even superfields $b=b(x, \theta), a=a(x, \theta)$ and two odd superfields $\psi=\psi(x, \theta)$, $\varphi=\varphi(x, \theta)$. This theory consists of a hierarchy of commuting vector fields, possessing infinitely many conservation laws; we explicitly construct the biHamiltonian formulation, giving a pair of compatible Poisson structures for which all the vector fields of the hierarchy are Hamiltonian. Moreover, we give the zero curvature representation and the Lax formulation. The classical AKNS hierarchy in two field variables $q=q(x), r=r(x)$ can be recovered through the reduction

$$
\begin{equation*}
b=a=0, \quad \psi(x, \theta)=\theta q(x), \quad \varphi(x, \theta)=\theta r(x) . \tag{1.1}
\end{equation*}
$$

Both the biHamiltonian structure and the spectral problem of the susy AKNS can be reduced to the classical ones via Eq. (1.1).

On the other side, if we put the constraints

$$
\begin{equation*}
b=a=0, \quad \varphi(x, \theta)=\overline{\psi(x, \theta)} \tag{1.2}
\end{equation*}
$$

we get a susy extension of the ordinary NLS theory; by inspection of the first vector fields and conservation laws, it is found that they can be converted into the homologous objects of the Roelofs-Kersten super NLS hierarchy. The advantages of our approach are:
i) the intrinsically supersymmetric formulation of the hierarchy, which is constructed directly in terms of the superfield $\psi(x, \theta)$ and its superderivatives;
ii) the fact that we give a biHamiltonian and a Lax formalism.

We also consider two alternative reductions of the susy AKNS, which are defined by the constraints

$$
\begin{equation*}
a=b, \quad \varphi=\psi \quad \text { and } \quad b=-1, \quad \psi=0 \tag{1.3}
\end{equation*}
$$

respectively. The first reduction gives rise to a modified susy KdV theory; the second one generates the susy KdV of Manin and Radul [MR]. By comparing the associated Lax formulations, we obtain a susy Miura map relating the two theories. (As is known, the classical AKNS theory contains the NLS, modified KdV and KdV theories as reductions; so, the susy extension considered in this paper possesses the counterparts of these classical features).

We now illustrate the plan of the paper and the theoretical setting from which the results came about.

In Sect. 2, we present the main results about the susy AKNS, giving the first vector fields and conservation laws, the biHamiltonian structure (Table 1a) and the zero curvature/Lax formulation (Table 1b). The reductions mentioned above are discussed in Sect. 3 and the main results are summarized in Tables 2-4.

Subsequently, we illustrate the method we have employed to generate the susy AKNS; in Sect. 4, we consider in particular the biHamiltonian structure and in Sect. 5 we derive the zero curvature/Lax formalism. Most of the computations in the paper have been carried out using the MATHEMATICA symbolic manipulation system; in order to save space, only the essential part of the computational results has been reported in the tables.

As for the theoretical setting, we refer to the methods discussed in general in the previous papers [MP1-2]; different applications of these techniques were also presented in [MP3-4]. As anticipated above, our approach is essentially Lie superalgebraic and biHamiltonian; it is based on a geometrical viewpoint which was widely developed for the classical soliton equations (see, in particular, [FF, MMR, DS, CMP, CP]).

The main geometrical objects in our setting are the loop superalgebras, i.e. Lie superalgebras of maps $V=V(x, \theta)$, taking values in some finite-dimensional Lie superalgebra. The odd part $\mathscr{G}_{1}$ of a loop superalgebra $\mathscr{G}$ is a biHamiltonian manifold, i.e., it carries two compatible Poisson tensors $Q$ and $P$; at any point $V$ we have

$$
\begin{equation*}
Q_{V}(\delta V)=[A, \delta V], \quad P_{V}(\delta V)=D(\delta V)+[V, \delta V] \tag{1.4}
\end{equation*}
$$

for each covector $\delta V$ (identified with an element in the even part $\mathscr{G}_{0}$ of the loop superalgebra). In the above equation, $A$ denotes a fixed element of $\mathscr{G}_{1}$, whose choice is in principle arbitrary. The susy AKNS theory discussed in this paper is derived working with the loop superalgebra $\mathscr{G}=g l(2,2)\{x, \theta\}$; the elements of $\mathscr{G}$ are $4 \times 4$ matrices, the entries being scalar superfields. $A$ is the (constant)
matrix $\left(\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0\end{array}\right)$.
The biHamiltonian structure (1.4) can be reduced using a technique proposed recently in [CMP, CP], where the Marsden-Ratiu reduction theorem for general Poisson manifolds [MaR] was specialized to the biHamiltonian case. In these papers, it was shown that the Poisson tensors of a general biHamiltonian manifold can be reduced to a conveniently defined quotient manifold, and this result was applied to loop algebras in connection with the classical KdV-type equations. The method also works in a susy framework [MP1]; in our previous papers, it was applied to the loop superalgebra $\mathscr{G}=g l(2,2)\{x, \theta\}$, giving rise on the quotient space to the biHamiltonian structure of the Manin-Radul susy KdV.

Here, we are working with the same loop algebra, but the matrix $A$ defining the first Poisson tensor in Eq. (1.4) is different from the one considered in previous works. The choice of $A$ related to the Manin-Radul theory was made on the grounds of a natural susy extension of the Drinfeld-Sokolov "lowest root criterion" [DS], also considered in [IK2]; here, we explore a different possibility, which is suggested by the analogy with the classical AKNS case. With this new choice, the quotient manifold of the reduction turns out to be a space of quadruples $(b, a, \psi, \varphi)$, where the two first components are even superfields $b=b(x, \theta), a=a(x, \theta)$, and the other two are odd superfields $\psi=\psi(x, \theta), \varphi=\varphi(x, \theta)$. Using the reduced biHamiltonian structure, we generate with a standard procedure a hierarchy of vector fields and Hamiltonian functions: this is the susy AKNS.

The next steps in our construction are the zero curvature and the Lax formalism of the hierarchy, which are natural outcomes of the biHamiltonian reduction [MP2]. The zero curvature representation can be seen as a Lax formulation with
parameter, the Lax operator being a $4 \times 4$ matrix first order differential operator in the superderivative $D$. From here, it is possible to derive a reduced, parameter independent Lax formalism, where the Lax operator is a $2 \times 2$ matrix differential operator acting on a space of pairs $\binom{\Psi_{1}}{\Psi_{2}}$, each component being a superfield $\Psi_{i}=\Psi_{i}(x, \theta)$. The eigenvalue equation for this operator is

$$
\left\{\begin{array}{l}
-\partial_{x} \Psi_{1}-\psi D \Psi_{2}-b \Psi_{2}=\lambda \Psi_{1}  \tag{1.5}\\
\partial_{x} \Psi_{2}+\varphi D \Psi_{1}+a \Psi_{1}=\lambda \Psi_{2}
\end{array}\right.
$$

which appears to be a natural susy extension of the classical AKNS spectral problem.
The biHamiltonian and Lax formalism of the susy AKNS can be carried over to the reductions mentioned before, i.e., the susy NLS, modified KdV and Manin-Radul KdV . In the case of the two KdV's, it is also possible to derive in a geometrical fashion the scalar Lax formulation in terms of fractional powers.

This is, summing up, the content of the paper. Before going into the details of the susy AKNS, we add some (very short and informal) preliminaries about the basic supermathematics employed in the paper; this is useful for uniformity of language. Also, we recall the definition of the Lie superalgebra $g l(2,2)$ and the associated loop algebra.
1.1. Linear superalgebra. We extensively refer to the framework of the previous work [MP1]. The "numbers" or "scalars" we employ are the elements of a super ( $=\mathbb{Z}_{2}$-graded) algebra. More precisely, we have a real associative superalgebra with unit $L=L_{0} \oplus L_{1}$, whose elements commute in the graded sense (i.e., elements in the even part $L_{0}$ commute with every element of $L$, and elements in the odd part $L_{1}$ mutually anticommute). The complexification of $L$ is the complex superalgebra $\Lambda=$ $\Lambda_{0} \oplus \Lambda_{1}$, where, for $k=0,1, \Lambda_{k}:=\left\{u+i v \mid u, v \in L_{k}\right\}$; we define complex conjugation setting $\overline{u+i v}:=u-i v$ for each $u, v \in L$. The whole $L$ (or its even part $L_{0}$ ) plays a role similar to the real numbers, while $\Lambda$ (or $\Lambda_{0}$ ) plays the role of complex numbers. Throughout the paper, we employ the language of linear algebra consistently with these choices for the basic sets of scalars. In particular, the term "space" generally means a module over $\Lambda_{0}$ or a $\mathbb{Z}_{2}$-graded module over $\Lambda$; a "linear map" between two spaces means a $\Lambda_{0}$ or $\Lambda$-linear map. In dealing with $\mathbb{Z}_{2}$-graded structures, we always denote with $\operatorname{deg}(U)$ the degree, i.e., the parity of an object $U ; \operatorname{deg}(U) \in \mathbb{Z}_{2}$.
1.2. Superanalysis. Setting up superanalysis requires that the superalgebra $L$ be topological (in an appropriate sense). We are mainly interested in calculus for functions of one even variable $x$ and one odd variable $\theta: x$ ranges over $L_{0}$ (or the torus $\left.L_{0} / \mathbb{Z}\right)$ and $\theta$ over $L_{1}$. The set of pairs $(x, \theta)$ is called the (1|1)-dimensional superspace. A superfield is a differentiable function of $x$ and $\theta$, with values in the complex superalgebra $\Lambda$; we say that a superfield is even (resp. odd) if it takes values in $\Lambda_{0}$ (resp. $\Lambda_{1}$ ). Apart from superfields, that are scalar valued functions, we also consider vector or matrix valued functions of $x$ and $\theta$. We employ the odd superderivative $D:=\theta \partial / \partial x+\partial / \partial \theta$, satisfying the identity $D^{2}=\partial / \partial x$, and we denote by $\int d x d \theta$ the integration over superspace. All functions are assumed to satisfy appropriate boundary conditions in the $x$ variable, so that one can integrate by parts without introducing boundary terms.

The action of $D$ is denoted with a prime, and the action of $\partial / \partial x$ with a subscript $x$; so, for example, the third superderivative of a superfield $f=f(x, \theta)$ is $f^{\prime \prime \prime}=f_{x}^{\prime}$. For the sake of clarity, we recall a standard notational convention for superdifferential operators: if $f$ is a superfield, and $k$ an integer, the operator $D^{k} f$ is the composition of $D^{k}$ with the multiplication operator by $f$; this should not be confused with the $k^{\text {th }}$ superderivative of $f$, which is a superfield. The context allows to distinguish the operator from the superfield; in Tables $1-4$, notations like $D f, D^{-1} f$, (or $\partial_{x} f, \partial_{x}^{-1} f$, etc.) always stand for operators. A general $\Lambda_{0}$-linear operator $A$ mapping superfields into superfields is said to be even (resp. odd) if it preserves (resp. changes) the parity of superfields; so, $\partial_{x}$ is even, $D$ is odd, and the multiplication operator by a superfield $f$ has the same parity as $f$. The adjoint of $A$ is the unique operator, denoted with $A^{*}$, such that

$$
\begin{equation*}
\int d x d \theta f(A g)=(-1)^{\operatorname{deg}(f) \operatorname{deg}(A)} \int d x d \theta\left(A^{*} f\right) g \tag{1.6}
\end{equation*}
$$

for each pair of superfields $f$ and $g$. For the product of operators, it is found that $(A B)^{*}=(-1)^{\operatorname{deg}(A) \operatorname{deg}(B)} B^{*} A^{*}$, implying that $\left(A^{-1}\right)^{*}=(-1)^{\operatorname{deg}(A)}\left(A^{*}\right)^{-1}$ if $A$ is invertible. Moreover, $D^{*}=-D, \partial_{x}^{*}=-\partial_{x}$; if $f$ is a superfield of any parity, for the corresponding multiplication operator we have $f^{*}=f$.
1.3. Supermanifolds and tensors. The introductory remarks about supermanifolds and tensor fields given in [MP1] are also useful for our present purposes. If $\mathscr{M}$ is a supermanifold, and $m \in \mathscr{M}$, we denote by $T_{m} \mathscr{M}$ the (even) tangent space, and by $T_{m}^{*} \mathscr{M}$ the (even) cotangent space (both of them are $\Lambda_{0}$-modules). Tangent vectors and covectors will often be indicated, respectively, by $\dot{m}$ and $\delta m$, and the pairing by $\langle\delta m, \dot{m}\rangle$. A vector, or covector field is a section of the (even) tangent, or cotangent bundle.

The phase spaces of the susy AKNS theory and the other systems considered in this paper are infinite-dimensional supermanifolds of maps, where each point is a function on (1|1)-dimensional superspace. Several types of tensors are considered on these manifolds. As is usual, the term $(2,0)$ tensor means a map $m \mapsto P_{m}$ where, for each $m \in \mathscr{M}, P_{m}$ is a linear operator from $T_{m}^{*} \mathscr{M}$ into $T_{m} \mathscr{M}$. A $(1,1)$ tensor is a map $m \mapsto N_{m}$, where $N_{m}$ is a linear operator of $T_{m} \mathscr{M}$ into itself. A $(0,2)$ tensor is a map $m \mapsto \Omega_{m}$, where $\Omega_{m}$ is a linear operator from $T_{m} \mathscr{M}$ to $T_{m}^{*} \mathscr{M}$. In the sequel, we will extensively work with Poisson tensors, recursion operators and (pre)symplectic tensors on $\mathscr{M}$. As usually, a Poisson tensor means a skew-symmetric $(2,0)$ tensor $P$ such that the bracket $\{f, l\}:=\langle d f, P d l\rangle(f, l$ even functions on $\mathscr{M})$ satisfies the Jacobi identity. A recursion operator is a $(1,1)$ tensor $N$ with vanishing Nijenhuis torsion and a (pre)symplectic tensor is a skew-symmetric $(0,2)$ tensor $\Omega$ with vanishing exterior derivative [FF, MMR, LiM].
1.4. Lie superalgebra $g l(2,2)$ and associated loop superalgebra. The Lie superalgebra $g l(2,2, \Lambda)$ (denoted for brevity with $g l(2,2)$ ) consists of $4 \times 4$ matrices with entries in the set of scalars $\Lambda$. Any such matrix can be written in block form as $U=\left(\begin{array}{ll}X & Y \\ Z & W\end{array}\right)$, where each block is a $2 \times 2$ matrix. The even part of $g l(2,2)$, denoted by $g l(2,2)_{0}$, consists of matrices with even entries in the blocks $X, W$ and odd entries in $Y, Z$; similarly, the odd part $g l(2,2)_{1}$ consists of matrices with the parities of the blocks interchanged. $g l(2,2)$ can be regarded as a $\mathbb{Z}_{2}$-graded $\Lambda$-module, and it is a Lie superalgebra with the supercommutator $[U, V]:=U V-(-1)^{\operatorname{deg}(U) \operatorname{deg}(V)} V U$.

The loop superalgebra $\mathscr{G}=g l(2,2)\{x, \theta\}$ consists of $g l(2,2)$ valued functions of the superspace variables $x$ and $\theta$. An element of $\mathscr{G}$ can be represented as a $4 \times 4$ matrix where each entry is a superfield depending on $x$ and $\theta . \mathscr{G}$ is a Lie superalgebra; the even and odd parts $\mathscr{G}_{0}, \mathscr{G}_{1}$, as well as the supercommutator [, ], are defined pointwisely in terms of the omologous structures of $g l(2,2)$. If $U=U(x, \theta)$ is an element of $\mathscr{G}$, written in terms of $2 \times 2$ blocks, we define $D U:=\left(\begin{array}{cc}D X & D Y \\ -D Z & -D W\end{array}\right)$. For further details about the topic of this subsection, see [Lei, Cor].

## 2. The susy AKNS: Main Results

2.1. The susy AKNS from the biHamiltonian viewpoint. Let us consider a (flat) supermanifold $\mathscr{M}$, whose points are quadruples $m=(b, a, \psi, \varphi)$, where $b=b(x, \theta)$ and $a=a(x, \theta)$ are even superfields, $\psi=\psi(x, \theta)$ and $\varphi=\varphi(x, \theta)$ are odd superfields. A tangent vector and a covector at any point $m$ are written, respectively, as $\dot{m}=(\dot{b}, \dot{a}, \dot{\psi}, \dot{\varphi})$ and $\delta m=(\delta b, \delta a, \delta \psi, \delta \varphi)$, where $\dot{b}, \dot{a}, \delta \psi, \delta \varphi$ are even superfields and $\dot{\psi}, \dot{\varphi}, \delta b, \delta a$ are odd; we have the pairing $\langle\delta m, \dot{m}\rangle:=\int d x d \theta(\delta b \dot{b}+\delta a \dot{a}+$ $\delta \psi \dot{\psi}+\delta \varphi \dot{\varphi})$.

The manifold $\mathscr{M}$ carries a pair of Poisson tensors $Q, P$, which are compatible in the sense of [Ma1]; so, the triple ( $\mathscr{M}, Q, P$ ) is a biHamiltonian supermanifold. The explicit expressions for $Q$ and $P$ are given in Table 1a, which also contains the expression of the symplectic tensor $\Omega:=Q^{-1}$.

We remark that $Q$ and $P$ are skew symmetric in the ordinary sense, i.e., $\left\langle\delta m, Q_{m} \delta m^{\prime}\right\rangle=-\left\langle\delta m^{\prime}, Q_{m} \delta m\right\rangle$ and similarly for $P$. If we introduce the matrix elements $Q_{i k}$, as in Table 1a (with $i$ and $k$ ranging through the symbols $b, a, \psi, \varphi$ ), from the skew-symmetry of $Q$ we infer

$$
\begin{equation*}
Q_{k i}=-(-1)^{\operatorname{deg}(i) \operatorname{deg}(k)+\operatorname{deg}(i)+\operatorname{deg}(k)}\left(Q_{i k}\right)^{*} \tag{2.1.1}
\end{equation*}
$$

where the r.h.s. contains the adjoint of $Q_{i k}$ defined according to Subsect. 1.2; the same holds for the matrix elements of $P$.

Similarly, the skew-symmetry property $\left\langle\dot{m}, \Omega_{m} \dot{m}^{\prime}\right\rangle=-\left\langle\dot{m}^{\prime}, \Omega_{m} \dot{m}\right\rangle$ implies

$$
\begin{equation*}
\Omega_{k i}=(-1)^{\operatorname{deg}(i) \operatorname{deg}(k)+1}\left(\Omega_{i k}\right)^{*} \tag{2.1.2}
\end{equation*}
$$

We now describe the susy AKNS hierarchy. Let us consider the vector field $K_{0}(m)=m_{x}$, i.e., the generator of translations in the even variable $x$. It turns out that $K_{0}$ is Hamiltonian with respect to both Poisson tensors $Q$ and $P$; indeed, if we define the Hamiltonian functions $h_{0}(m):=-\int d x d \theta\left(b \varphi+a \psi+\psi \varphi^{\prime}\right)$, $h_{1}(m):=\frac{1}{2} \int d x d \theta\left(b \varphi_{x}+\psi^{\prime} \varphi_{x}-a \psi_{x}\right)$, we find that $K_{0}=P d h_{0}=Q d h_{1}(d$ denoting the differential). The general theory of biHamiltonian manifolds implies that there exists a hierarchy of vector fields $K_{j}$ and Hamiltonian functions $h_{j}$ satisfying the recursion relations

$$
\begin{equation*}
K_{j}=P d h_{j}=Q d h_{j+1}, \quad(j=0,1,2, \ldots) \tag{2.1.3}
\end{equation*}
$$

This is, by definition, the susy AKNS hierarchy(see the summary in Table 1a, where we also include the vector field $K_{-1}:=Q d h_{0}$ ). In spite of the nonlocal character of the Poisson tensors, the vector fields and the Hamiltonians appear to be local.

As is known from the theory of biHamiltonian systems, the vector fields $K_{j}$ mutually commute and each Hamiltonian function is a constant of motion for all the vector fields of the hierarchy; also, the Hamiltonians are in involution with respect to both Poisson brackets induced by $Q$ and $P:\left\langle d h_{j}, Q d h_{j^{\prime}}\right\rangle=\left\langle d h_{j}, P d h_{j^{\prime}}\right\rangle=0$ for each $j, j^{\prime}$.

Equation (2.1.3) implies

$$
\begin{equation*}
K_{j+1}=N K_{j} \quad(j=0,1,2, \ldots), \tag{2.1.4}
\end{equation*}
$$

where $N:=P \circ Q^{-1}$. This is a recursion operator, i.e., a $(1,1)$ type tensor with vanishing Nijenhuis torsion. The ( 0,2 ) type tensor $\Omega=Q^{-1}$ is symplectic; $\Omega$ and $N$ are compatible, i.e., the ( 0,2 ) tensor $\Omega_{\circ} N$ is itself (pre)symplectic.

Equation (2.1.3) also implies

$$
\begin{equation*}
d h_{j+1}=N^{*} d h_{j} \quad(j=0,1,2, \ldots) \tag{2.1.5}
\end{equation*}
$$

where $N^{*}$ is the adjoint of $N$. At each point $m, N_{m}^{*}$ sends $T_{m}^{*} \mathscr{M}$ into itself and is defined by the condition $\left\langle\delta m, N_{m} \dot{m}\right\rangle=\left\langle N_{m}^{*} \delta m, \dot{m}\right\rangle$.

The explicit expression of $N$ is given in Table 1a; here we report all matrix elements $N_{i k}$ for $i, k$ ranging within the symbols $b, a, \psi, \varphi$. The adjoint $N^{*}$ can be described similarly, specifying a list of matrix elements $\left(N^{*}\right)_{k i}$; on account of the previous definition, we find

$$
\begin{equation*}
\left(N^{*}\right)_{k i}=(-1)^{\operatorname{deg}(k)(\operatorname{deg}(i)+1)}\left(N_{i k}^{*}\right), \tag{2.1.6}
\end{equation*}
$$

where the r.h.s contains the adjoint of $N_{i k}$ defined according to Subsect. 1.2.
As will be shown in Subsect. 3.1, the classical AKNS theory can be obtained by restriction of the susy theory to the "classical" submanifold $\mathscr{M}_{\mathrm{cl}}:=\{(b, a, \psi, \varphi) \in \mathscr{M} \mid$ $b=0, a=0, \psi(x, \theta)=\theta q(x), \varphi(x, \theta)=\theta r(x)\} \quad(q, r$ arbitrary even functions of $x)$.

Remark. Equations (2.1.4-5) provide an efficient scheme for practical computation of the hierarchy. Let us illustrate this fact by considering, for example, the recursion relation for the Hamiltonians. In order to apply it, we need the explicit expression for $N^{*}$, which can be obtained from Table 1a and from the adjunction rules given above. If $\delta m=(\delta b, \delta a, \delta \psi, \delta \varphi)$ is any covector at $m$, it is found that the covector $\widehat{\delta m}:=N_{m}^{*} \delta m$ has components

$$
\begin{align*}
& \widehat{\delta b}=\frac{1}{2}\left(-\delta b_{x}+\psi \varphi \delta b+a \varepsilon+\varphi^{\prime} \varepsilon+a \eta+\varphi s\right) \\
& \widehat{\delta a}=\frac{1}{2}\left(\delta a_{x}+\psi \varphi \delta a++b \varepsilon+\psi^{\prime} \eta+b \eta+\psi s\right), \\
& \widehat{\delta \psi}=\frac{1}{2}\left(-\delta \psi_{x}+\psi \varphi \delta \varphi+a^{\prime} \eta+a g+\varphi^{\prime} g+\varphi \rho\right), \\
& \widehat{\delta \varphi}=\frac{1}{2}\left(\delta \varphi_{x}+\psi \varphi \delta \varphi+b^{\prime} \varepsilon+b g+\psi^{\prime} g+\psi \sigma\right), \tag{2.1.7}
\end{align*}
$$

where the odd superfields $\varepsilon, \eta, \rho, \sigma$ and the even superfields $s, g$ are such that:

$$
\begin{align*}
& \varepsilon_{x}=\left(b+\psi^{\prime}\right) \delta b-\psi \delta b^{\prime}-a \delta a+\psi \delta \psi-\varphi \delta \varphi \\
& \eta_{x}=b \delta b-\left(a+\varphi^{\prime}\right) \delta a+\varphi \delta a^{\prime}+\psi \delta \psi-\varphi \delta \varphi \\
& \rho_{x}=-b_{x} \delta b-a^{\prime} \delta a^{\prime}-\left(\psi_{x}+b^{\prime}\right) \delta \psi-b \delta \psi^{\prime}+a^{\prime} \delta \varphi+\left(a+\varphi^{\prime}\right) \delta \varphi^{\prime} \\
& \sigma_{x}:=b^{\prime} \delta b^{\prime}+a_{x} \delta a-b^{\prime} \delta \psi-\left(b+\psi^{\prime}\right) \delta \psi^{\prime}+\left(\varphi_{x}+a^{\prime}\right) \delta \varphi+a \delta \varphi^{\prime} \\
& s_{x}=-b \delta b^{\prime}+a \delta a^{\prime}+\left(2 b+\psi^{\prime}\right) \delta \psi-\left(2 a+\varphi^{\prime}\right) \delta \varphi \\
& g_{x}=b^{\prime} \delta b-a^{\prime} \delta a+2\left(b+\psi^{\prime}\right) \delta \psi-\psi \delta \psi^{\prime}-2\left(a+\varphi^{\prime}\right) \delta \varphi+\varphi \delta \varphi^{\prime} \tag{2.1.8}
\end{align*}
$$

We are interested in the application of these formulas for constructing the Hamiltonian functions of the hierarchy. To this purpose, let us consider the covector field $d_{0}=d h_{0}$, which is the differential of the first Hamiltonian; at any point $m$ we have $d_{0}(m)=\left(-\varphi,-\psi,-a-\varphi^{\prime},-b-\psi^{\prime}\right)$. The covector field $d_{1}:=N^{*} d_{0}$ is the differential of the Hamiltonian $h_{1}$. Consider the sequence of covector fields defined by $d_{j+1}=N^{*} d_{j}$; by a general property of recursion operators, the covector fields constructed in this way are exact, i.e., there exist functions $h_{j}$ such that $d_{j}=d h_{j}$.

For constructing the covectors $d_{j}(m)$ at a point, one computes, at each step of the iteration, the functions $\varepsilon, \eta, \ldots, g$ whose $x$-derivatives are given by Eqs. (2.1.8); for $j=0,1,2, \ldots$ it is found that the right-hand sides of these equations are total derivatives, so the covector fields and the Hamiltonians determined in this way are local functions of $m$. An analysis of this kind can be carried out also for the recursion relation (2.1.4) of the vector fields.
2.2. The zero curvature/Lax formulation for the susy $A K N S$. Let us consider the loop superalgebra $\mathscr{G}=g l(2,2)\{x, \theta\}$, already introduced in Subsect. 1.4; the elements of $\mathscr{G}$ are $4 \times 4$ matrices, whose entries are superfields. We denote by $\mathscr{G}^{\lambda}$, $\mathscr{G}_{0}^{\lambda}$ and $\mathscr{G}_{1}^{\lambda}$ the sets of polynomials in one (even) parameter $\lambda$ and coefficients in $\mathscr{G}$, in the even part $\mathscr{G}_{0}$ and in the odd part $\mathscr{G}_{1}$, respectively; each of these polynomials can be represented as a matrix where the entries depend on $\lambda$. We exhibit a family of maps $\mathscr{M} \rightarrow \mathscr{G}_{1}^{\lambda}, m \mapsto \Sigma^{\lambda}(m)$ and $\mathscr{M} \rightarrow \mathscr{G}_{0}^{\lambda}, m \mapsto \mathscr{C}_{j}^{\lambda}(m)(j=-1,0,1, \ldots)$ such that, for each vector field $K_{j}$ of the susy AKNS, the following holds:

$$
\begin{equation*}
\frac{d \Sigma^{\lambda}(m)}{d t_{j}}-D \mathscr{C}_{j}^{\lambda}(m)=\left[\Sigma^{\lambda}(m), \mathscr{C}_{j}^{\lambda}(m)\right] \tag{2.2.1}
\end{equation*}
$$

( $d / d t_{j}$ denoting the derivative along $K_{j}$ ). We call this equation the zero curvature representation of the susy AKNS hierarchy. Explicitly, we have

$$
\Sigma^{\lambda}(b, a, \psi, \varphi):=\left(\begin{array}{cccc}
0 & -\frac{1}{2} \psi & -1 & 0  \tag{2.2.2}\\
-\frac{1}{2} \varphi & 0 & 0 & -1 \\
\frac{1}{4} \varphi \psi-\lambda & -b-\frac{1}{2} \psi^{\prime} & 0 & -\frac{1}{2} \psi \\
-a-\frac{1}{2} \varphi^{\prime} & -\frac{1}{4} \varphi \psi+\lambda & -\frac{1}{2} \varphi & 0
\end{array}\right)
$$

(note that the time derivative of $\Sigma^{\lambda}(m)$ is independent of $\lambda$ ). The matrices $\mathscr{C}_{j}^{\lambda}(m)$ for the lowest values of $j$ are reported in Table 1b. In principle, each of these matrices can be computed requiring that:
i) it is a polynomial of degree $j+1$ in $\lambda$ with leading term $(-1)^{j+1} \lambda^{j+1} \mathscr{Z}$, where $\mathscr{Z}$ is the constant diagonal matrix $\operatorname{Diag}(-1,1,-1,1)$;
ii) the sum $D \mathscr{C}_{j}^{\lambda}(m)+\left[\Sigma^{\lambda}(m), \mathscr{C}_{j}^{\lambda}(m)\right]$ is independent of $\lambda$.

One could interpret Eq. (2.2.1) as an alternative definition of the susy AKNS hierarchy. According to this viewpoint, after constructing the matrices $\mathscr{C}_{j}$ with the requirements i) and ii), one defines $K_{j}$ as the unique vector field such that Eq. (2.2.1) holds. On the contrary, in our approach the hierarchy is defined by the biHamiltonian recursion scheme of Subsect. 2.1 and the zero curvature formulation is a supplementary output.

The biHamiltonian approach allows a geometrical interpretation for the matrices $\mathscr{C}_{j}$ [MP2] and provides the following formula for their construction:

$$
\begin{equation*}
\mathscr{C}_{j}^{\lambda}(m)=\sum_{k=0}^{j}(-1)^{k} \lambda^{k} \Sigma^{\star \lambda}\left(m, d_{j-k}(m)\right)+(-1)^{j+1} \lambda^{j+1} \mathscr{Z} . \tag{2.2.3}
\end{equation*}
$$

Here, $\Sigma^{\star \lambda}$ is a map, reported in Table 1 b , which associates to each covector on the phase space $\mathscr{M}$ an element of $\mathscr{G}_{0}^{\hat{\lambda}}$; the covector fields $d_{j}$, which are computed recursively using the tensor $N^{*}$, are the differentials of the Hamiltonian functions $h_{j}$.

As is usual in the classical framework [DS], we can interpret the zero curvature representation as a Lax formulation, where the Lax operator is a matrix first order differential operator. To this purpose, let us introduce a space $\mathscr{W}$ of quadruples $\Phi=$ $\left(\begin{array}{c}\Psi_{1} \\ \Psi_{2} \\ \xi_{1} \\ \xi_{2}\end{array}\right)$, where the components $\Psi_{i}=\Psi_{i}(x, \theta)$ and $\xi_{i}=\xi_{i}(x, \theta)$ are superfields. An element of $\mathscr{W}$ is defined to be even if the superfields $\Psi_{i}$ are even and the $\xi_{i}$ are odd; the odd elements of $\mathscr{W}$ are defined similarly, interchanging the parities of $\Psi_{i}, \xi_{i}$. The superderivative $D$ acts on $\mathscr{W}$ according to the rule $D \Phi:=\left(\begin{array}{c}D \Psi_{1} \\ D \Psi_{2} \\ -D \xi_{1} \\ -D \xi_{2}\end{array}\right)$; we also observe that the elements of the loop algebra $\mathscr{G}$ act naturally on $\mathscr{W}$ by matrix multiplication.

Let $\operatorname{Lin}(\mathscr{W})$ denote the set of linear operators on $\mathscr{W}$, and $\operatorname{Lin}^{2}(\mathscr{W})$ the set of polynomials in one variable $\lambda$, whose coefficients belong to $\operatorname{Lin}(\mathscr{W})$; each element $\mathscr{A}^{\lambda}$ of $\operatorname{Lin}^{\lambda}(\mathscr{W})$ is in fact an operator on $\mathscr{W}$, depending polynomially on the parameter $\lambda: \mathscr{A}^{\lambda}=\mathscr{A}_{0}+\lambda A_{1}+\cdots+\lambda^{n} \mathscr{A}_{n}$, where $\mathscr{A}_{0}, \ldots, \mathscr{A}_{n}$ are operators. We define a map $\mathscr{M} \rightarrow \operatorname{Lin}^{\lambda}(\mathscr{W}), m \mapsto \mathscr{L}^{\lambda}(m)$ setting

$$
\begin{align*}
\mathscr{L}^{\lambda}(b, a, \psi, \varphi) & :=D+\Sigma^{\lambda}(m)= \\
& =\left(\begin{array}{cccc}
D & -\frac{1}{2} \psi & -1 & 0 \\
-\frac{1}{2} \varphi & D & 0 & -1 \\
\frac{1}{4} \varphi \psi-\lambda & -b-\frac{1}{2} \psi^{\prime} & -D & -\frac{1}{2} \psi \\
-a-\frac{1}{2} \varphi^{\prime} & -\frac{1}{4} \varphi \psi+\lambda & -\frac{1}{2} \varphi & -D
\end{array}\right) . \tag{2.2.4}
\end{align*}
$$

It is straightforward to check that the zero curvature representation (2.2.1) is equivalent to the Lax formulation

$$
\begin{equation*}
\frac{d \mathscr{L}^{\lambda}(m)}{d t_{j}}=\left[\mathscr{L}^{\lambda}(m), \mathscr{C}_{j}^{\lambda}(m)\right] \tag{2.2.5}
\end{equation*}
$$

containing the ordinary commutator between $\mathscr{L}^{\lambda}(m)$ and $\mathscr{C}_{j}^{\lambda}(m)$ as $\lambda$-dependent operators on $\mathscr{W}$.

The spectral problem associated to the Lax operator $\mathscr{L}^{\lambda}(m)$ is the equation $\mathscr{L}^{\lambda}(m) \Phi^{\lambda}=0$, where $\Phi^{\lambda}=\left(\begin{array}{c}\Psi_{1}^{\lambda} \\ \Psi_{2}^{\lambda} \\ \xi_{1}^{\lambda} \\ \xi_{2}^{\lambda}\end{array}\right)$ is a vector of $\mathscr{W}$, depending on the parameter $\lambda$. Using Eq. (2.2.4), we find that the spectral problem is equivalent to

$$
\begin{gather*}
-\Psi_{1, x}^{\lambda}-(b+\psi D) \Psi_{2}^{\lambda}=\lambda \Psi_{1}^{\lambda}, \quad \Psi_{2, x}^{\lambda}+(a+\varphi D) \Psi_{1}^{\lambda}=\lambda \Psi_{2}^{\lambda} \\
\xi_{1}^{\lambda}=D \Psi_{1}^{\lambda}-\frac{1}{2} \psi \Psi_{2}, \quad \xi_{2}^{\lambda}=D \Psi_{2}^{\lambda}-\frac{1}{2} \varphi \Psi_{1} \tag{2.2.6}
\end{gather*}
$$

The first two equations define an eigenvalue problem

$$
L(m)\binom{\Psi_{1}^{\lambda}}{\Psi_{2}^{\lambda}}=\lambda\binom{\Psi_{1}^{\lambda}}{\Psi_{2}^{\lambda}}, \quad L(m):=\left(\begin{array}{cc}
-\partial_{x} & -b-\psi D  \tag{2.2.7}\\
a+\varphi D & \partial_{x}
\end{array}\right)
$$

The operator $L(m)$ acts on a space $\mathscr{H}$ of pairs $\binom{\Psi_{1}(x, \theta)}{\Psi_{2}(x, \theta)}$; it can employed to set up a reduced, parameter independent Lax formulation of the susy AKNS in terms of $2 \times 2$ matrix differential operators. In fact, we have

$$
\begin{equation*}
\frac{d L}{d t_{j}}(m)=\left[L(m), C_{j}(m)\right] \tag{2.2.8}
\end{equation*}
$$

where the operators $C_{j}(m)$ are constructed as explained in Table 1 b .
Finally, we recall a general property of the Lax formalism, which will be useful in Sect. 3: each power of the operators $\mathscr{L}^{\lambda}(m)$ and $L(m)$ can be as well employed to set up a Lax formulation. In particular, if we consider the squares we get

$$
\begin{align*}
\frac{d\left(\mathscr{L}^{\lambda}\right)^{2}(m)}{d t_{j}} & =\left[\left(\mathscr{L}^{\lambda}\right)^{2}(m), \mathscr{C}_{j}^{\lambda}(m)\right]  \tag{2.2.9}\\
\frac{d L^{2}(m)}{d t_{j}} & =\left[L^{2}(m), C_{j}(m)\right] \tag{2.2.10}
\end{align*}
$$

Table 1a. The susy AKNS: biHamiltonian formulation
First Poisson tensor $Q_{m}: T_{m}^{*} \mathscr{M} \rightarrow T_{m} \mathscr{M}$ and its inverse $\Omega_{m}:=Q_{m}^{-1}$ at a point $m=(b, a, \psi, \varphi)$ :

$$
\begin{aligned}
Q_{m}\left(\begin{array}{c}
\delta b \\
\delta a \\
\delta \psi \\
\delta \varphi
\end{array}\right) & =2\left(\begin{array}{llll}
Q_{b b} & Q_{b a} & Q_{b \psi} & Q_{b \varphi} \\
Q_{a b} & Q_{a a} & Q_{a \psi} & Q_{a \varphi} \\
Q_{\psi b} & Q_{\psi a} & 0 & 0 \\
Q_{\varphi b} & Q_{\varphi a} & 0 & 0
\end{array}\right)\left(\begin{array}{c}
\delta b \\
\delta a \\
\delta \psi \\
\delta \varphi
\end{array}\right), \\
\Omega_{m}\left(\begin{array}{c}
\dot{b} \\
\dot{a} \\
\dot{\psi} \\
j \dot{\varphi}
\end{array}\right) & =\frac{1}{2}\left(\begin{array}{cccc}
0 & 0 & \Omega_{b \psi} & \Omega_{b \varphi} \\
0 & 0 & \Omega_{a \psi} & \Omega_{a \varphi} \\
\Omega_{\psi b} & \Omega_{\psi a} & \Omega_{\psi \psi} & \Omega_{\psi \varphi} \\
\Omega_{\varphi b} & \Omega_{\varphi a} & \Omega_{\varphi \psi} & \Omega_{\varphi \varphi}
\end{array}\right)\left(\begin{array}{c}
\dot{b} \\
\dot{a} \\
\dot{\psi} \\
\dot{\varphi}
\end{array}\right),
\end{aligned}
$$

$Q_{b b}:=\psi \partial_{x}^{-1} b-b \partial_{x}^{-1} \psi$,

$$
\Omega_{b \psi}:=\varphi \partial_{x}^{-1} \varphi,
$$

$Q_{b a}:=D-\psi \partial_{x}^{-1}(a+D \varphi)-b \partial_{x}^{-1} \varphi$,
$\Omega_{b \varphi}:=1-\varphi \partial_{x}^{-1} \psi$,
$Q_{b \psi}:=\psi \partial_{x}^{-1} \psi$,
$\Omega_{a \psi}:=-1+\psi \partial_{x}^{-1} \varphi$,
$Q_{b \varphi}:=-1-\psi \partial_{x}^{-1} \varphi$,
$\Omega_{a \varphi}:=-\psi \partial_{x}^{-1} \psi$,
$Q_{a a}:=-\varphi \partial_{x}^{-1} a+a \partial_{x}^{-1} \varphi$,
$\Omega_{\psi \psi}:=-\varphi \partial_{x}^{-1}\left(a+\varphi^{\prime}\right)+\left(a+\varphi^{\prime}\right) \partial_{x}^{-1} \varphi$,
$Q_{a \psi}:=1+\varphi \partial_{x}^{-1} \psi$,
$\Omega_{\psi \varphi}:=D-\varphi \partial_{x}^{-1}(b+\psi D)-\left(a+\varphi^{\prime}\right) \partial_{x}^{-1} \psi$,
$Q_{a \varphi}:=-\varphi \partial_{x}^{-1} \varphi$,
$\Omega_{\varphi \varphi}:=\psi \partial_{x}^{-1}\left(b+\psi^{\prime}\right)-\left(b+\psi^{\prime}\right) \partial_{x}^{-1} \psi$,
$Q_{a b}=\left(Q_{b a}\right)^{*}, Q_{\psi b}=-\left(Q_{b \psi}\right)^{*}$, etc.
$\Omega_{\psi b}=-\left(\Omega_{b \psi}\right)^{*}, \Omega_{\varphi \psi}=\left(\Omega_{\psi \varphi}\right)^{*}$, etc.

Second Poisson tensor at a point $m$ :

$$
\begin{aligned}
& P_{m}: T_{m}^{*} \mathscr{M} \rightarrow T_{m} \mathscr{M}, \quad P_{m}\left(\begin{array}{c}
\delta b \\
\delta a \\
\delta \psi \\
\delta \varphi
\end{array}\right)=\left(\begin{array}{llll}
P_{b b} & P_{b a} & P_{b \psi} & P_{b \varphi} \\
P_{a b} & P_{a a} & P_{a \psi} & P_{a \varphi} \\
P_{\psi b} & P_{\psi a} & P_{\psi \psi} & P_{\psi \varphi} \\
P_{\varphi b} & P_{\varphi a} & P_{\varphi \psi} & P_{\varphi \varphi}
\end{array}\right)\left(\begin{array}{c}
\delta b \\
\delta a \\
\delta \psi \\
\delta \varphi
\end{array}\right), \\
& P_{b b}:=2 b \psi-b \partial_{x}^{-1}\left(2 b \varphi+2 a \psi+\psi \varphi^{\prime}+\varphi \psi^{\prime}\right) \partial_{x}^{-1} b-b \partial_{x}^{-1}\left(b \varphi+a \psi+\psi \varphi^{\prime}\right) D^{-1} \psi \\
& +b \partial_{x}^{-1}\left(b^{\prime}-\psi_{x}+2 b D\right)-\psi D^{-1}\left(b \varphi+a \psi+\psi \varphi^{\prime}\right) \partial_{x}^{-1} b+\left(b^{\prime}+\psi_{x}\right) \partial_{x}^{-1} b, \\
& P_{b a}:=D \partial_{x}-2 \varphi \psi D-2\left(b \varphi+a \psi+\psi \varphi^{\prime}\right)+b \partial_{x}^{-1}\left(2 b \varphi+2 a \psi+\psi \varphi^{\prime}+\varphi \psi^{\prime}\right) \partial_{x}^{-1} a \\
& +b \partial_{x}^{-1}\left(b \varphi+a \psi+\psi^{\prime} \varphi\right) D^{-1} \varphi+b \partial_{x}^{-1}\left(\varphi_{x}-a^{\prime}-2 a D\right)+\psi D^{-1}\left(a^{\prime}+\varphi_{x}\right) \\
& +\psi D^{-1}\left(b \varphi+a \psi+\psi \varphi^{\prime}\right) \partial_{x}^{-1}(a+D \varphi)-\left(b^{\prime}+\psi_{x}\right) \partial_{x}^{-1}(a+D \varphi), \\
& P_{b \psi}:=-b \partial_{x}^{-1}\left(2 b \varphi+2 a \psi+\psi \varphi^{\prime}+\varphi \psi^{\prime}\right) \partial_{x}^{-1} \psi-b \partial_{x}^{-1}(2 b+\psi D)+\left(b^{\prime}+\psi_{x}\right) \partial_{x}^{-1} \psi \\
& -\psi D^{-1} b-\psi D^{-1}\left(b \varphi+a \psi+\psi \varphi^{\prime}\right) \partial_{x}^{-1} \psi, \\
& P_{b \varphi}:=-\partial_{x}+2 \varphi \psi+b \partial_{x}^{-1}(2 a+\varphi D)+b \partial_{x}^{-1}\left(2 b \varphi+2 a \psi+\psi \varphi^{\prime}+\varphi \psi^{\prime}\right) \partial_{x}^{-1} \varphi \\
& +\psi D^{-1}\left(b \varphi+a \psi+\psi \varphi^{\prime}\right) \partial_{x}^{-1} \varphi+\psi D^{-1}\left(a+\varphi^{\prime}\right)-\left(b^{\prime}+\psi_{x}\right) \partial_{x}^{-1} \varphi, \\
& P_{a a}:=2 a \varphi-a \partial_{x}^{-1}\left(2 b \varphi+2 a \psi+\psi \varphi^{\prime}+\varphi \psi^{\prime}\right) \partial_{x}^{-1} a-a \partial_{x}^{-1}\left(b \varphi+a \psi+\varphi \psi^{\prime}\right) D^{-1} \varphi \\
& +a \partial_{x}^{-1}\left(a^{\prime}-\varphi_{x}+2 a D\right)-\varphi D^{-1}\left(b \varphi+a \psi+\varphi \psi^{\prime}\right) \partial_{x}^{-1} a+\left(a^{\prime}+\varphi_{x}\right) \partial_{x}^{-1} a, \\
& P_{a \psi}:=-\partial_{x}-2 \varphi \psi+a \partial_{x}^{-1}(2 b+\psi D)+a \partial_{x}^{-1}\left(2 b \varphi+2 a \psi+\psi \varphi^{\prime}+\varphi \psi^{\prime}\right) \partial_{x}^{-1} \psi \\
& +\varphi D^{-1}\left(b \varphi+a \psi+\varphi \psi^{\prime}\right) \partial_{x}^{-1} \psi+\varphi D^{-1}\left(b+\psi^{\prime}\right)-\left(a^{\prime}+\varphi_{x}\right) \partial_{x}^{-1} \psi, \\
& P_{a \varphi}:=-a \partial_{x}^{-1}\left(2 b \varphi+2 a \psi+\psi \varphi^{\prime}+\varphi \psi^{\prime}\right) \partial_{x}^{-1} \varphi-a \partial_{x}^{-1}(2 a+\varphi D)+\left(a^{\prime}+\varphi_{x}\right) \partial_{x}^{-1} \varphi \\
& -\varphi D^{-1} a-\varphi D^{-1}\left(b \varphi+a \psi+\varphi \psi^{\prime}\right) \partial_{x}^{-1} \varphi, \\
& P_{\psi \psi}:=-\psi \partial_{x}^{-1}\left(2 b \varphi+2 a \psi+\psi \varphi^{\prime}+\varphi \psi^{\prime}\right) \partial_{x}^{-1} \psi-\psi \partial_{x}^{-1}\left(2 b+\psi^{\prime}\right)-\left(2 b+\psi^{\prime}\right) \partial_{x}^{-1} \psi, \\
& P_{\psi \varphi}:=\psi \partial_{x}^{-1}\left(2 b \varphi+2 a \psi+\psi \varphi^{\prime}+\varphi \psi^{\prime}\right) \partial_{x}^{-1} \varphi+\psi \partial_{x}^{-1}\left(2 a+\varphi^{\prime}\right)+\left(2 b+\psi^{\prime}\right) \partial_{x}^{-1} \varphi \text {, } \\
& P_{\varphi \varphi}:=-\varphi \partial_{x}^{-1}\left(2 b \varphi+2 a \psi+\psi \varphi^{\prime}+\varphi \psi^{\prime}\right) \partial_{x}^{-1} \varphi-\varphi \partial_{x}^{-1}\left(2 a+\varphi^{\prime}\right)-\left(2 a+\varphi^{\prime}\right) \partial_{x}^{-1} \varphi, \\
& P_{a b}=-\left(P_{b a}\right)^{*}, \quad P_{\psi b}=\left(P_{b \psi}\right)^{*}, \quad P_{\varphi \psi}=-\left(P_{\psi \varphi}\right)^{*} \text {, etc. } \\
& \text { Recursion operator } N_{m}: T_{m} \mathscr{M} \rightarrow T_{m} \mathscr{M}, \\
& N_{m}\left(\begin{array}{c}
\dot{b} \\
\dot{a} \\
\dot{\psi} \\
\dot{\varphi}
\end{array}\right)=\frac{1}{2}\left(\begin{array}{llll}
N_{b b} & N_{b a} & N_{b \psi} & N_{b \varphi} \\
N_{a b} & N_{a a} & N_{a \psi} & N_{a \varphi} \\
N_{\psi b} & N_{\psi a} & N_{\psi \psi} & N_{\psi \varphi} \\
N_{\varphi b} & N_{\varphi a} & N_{\varphi \psi} & N_{\varphi \varphi}
\end{array}\right)\left(\begin{array}{c}
\dot{b} \\
\dot{a} \\
\dot{\psi} \\
\dot{\varphi}
\end{array}\right), \\
& N_{b b}:=\partial_{x}+\psi \varphi-b \partial_{x}^{-1}(2 a+\varphi D)+b^{\prime} \partial_{x}^{-1} \varphi-\psi D^{-1}\left(a+\varphi^{\prime}\right), \\
& N_{b a}:=b^{\prime} \partial_{x}^{-1} \psi-b \partial_{x}^{-1}(2 b+\psi D)-\psi D^{-1} b \text {, } \\
& N_{b \psi}:=b^{\prime} \partial_{x}^{-1}\left(a+\varphi^{\prime}\right)+b \partial_{x}^{-1} a^{\prime}-b_{x} \partial_{x}^{-1} \varphi, \\
& N_{b \varphi}:=b \partial_{x}^{-1} b^{\prime}+b^{\prime} \partial_{x}^{-1}(b+\psi D)+\psi D^{-1} b^{\prime}+b_{x} \partial_{x}^{-1} \psi, \\
& N_{a b}:=a \partial_{x}^{-1}(2 a+\varphi D)-a^{\prime} \partial_{x}^{-1} \varphi+\varphi D^{-1} a, \\
& N_{a a}:=-\partial_{x}+\psi \varphi+a \partial_{x}^{-1}(2 b+\psi D)-a^{\prime} \partial_{x}^{-1} \psi+\varphi D^{-1}\left(b+\psi^{\prime}\right) \text {, } \\
& N_{a \psi}:=-\varphi D^{-1} a^{\prime}-a^{\prime} \partial_{x}^{-1}(a+\varphi D)-a \partial_{x}^{-1} a^{\prime}-a_{x} \partial_{x}^{-1} \varphi \text {, } \\
& N_{a \varphi}:=a_{x} \partial_{x}^{-1} \psi-a^{\prime} \partial_{x}^{-1}\left(b+\psi^{\prime}\right)-a \partial_{x}^{-1} b^{\prime}, \\
& N_{\psi b}:=-\psi \partial_{x}^{-1}\left(2 a+\varphi^{\prime}\right)-\left(2 b+\psi^{\prime}\right) \partial_{x}^{-1} \varphi, \quad N_{\psi a}:=-\psi \partial_{x}^{-1}\left(2 b+\psi^{\prime}\right)-\left(2 b+\psi^{\prime}\right) \partial_{x}^{-1} \psi, \\
& N_{\psi \psi}:=\partial_{x}+\psi \varphi-b \partial_{x}^{-1}\left(2 a+\varphi^{\prime}+\varphi D\right)-\psi^{\prime} \partial_{x}^{-1}\left(a+\varphi^{\prime}\right)-\psi \partial_{x}^{-1}\left(\varphi_{x}+a D+\varphi^{\prime} D\right)-\psi_{x} \partial_{x}^{-1} \varphi, \\
& N_{\psi \varphi}:=-b \partial_{x}^{-1}\left(2 b+\psi^{\prime}+\psi D\right)-\psi^{\prime} \partial_{x}^{-1}(b+\psi D)-\psi \partial_{x}^{-1}\left(\psi_{x}+b D+\psi^{\prime} D\right)+\psi_{x} \partial_{x}^{-1} \psi, \\
& N_{\varphi b}:=\varphi \partial_{x}^{-1}\left(2 a+\varphi^{\prime}\right)+\left(2 a+\varphi^{\prime}\right) \partial_{x}^{-1} \varphi, \quad N_{\varphi a}:=\varphi \partial_{x}^{-1}\left(2 b+\psi^{\prime}\right)+\left(2 a+\varphi^{\prime}\right) \partial_{x}^{-1} \psi, \\
& N_{\varphi \psi}:=a \partial_{x}^{-1}\left(2 a+\varphi^{\prime}+\varphi D\right)+\varphi^{\prime} \partial_{x}^{-1}(a+\varphi D)+\varphi \partial_{x}^{-1}\left(\varphi_{x}+a D+\varphi^{\prime} D\right)-\varphi_{x} \partial_{x}^{-1} \varphi \text {, } \\
& N_{\varphi \varphi}:=-\partial_{x}+\psi \varphi+a \partial_{x}^{-1}\left(2 b+\psi^{\prime}+\psi D\right)+\varphi^{\prime} \partial_{x}^{-1}\left(b+\psi^{\prime}\right)+\varphi \partial_{x}^{-1}\left(\psi_{x}+b D+\psi^{\prime} D\right)+\varphi_{x} \partial_{x}^{-1} \psi .
\end{aligned}
$$

Recursion schemes: $K_{-1}:=Q d h_{0}, \quad K_{j}=P d h_{j}=Q d h_{j+1}(j=0,1,2 \ldots)$, or
$d h_{j+1}=N^{*} d h_{j}(j=0,1,2 \ldots), \quad K_{j+1}=N K_{j}(j=-1,0,1, \ldots)$.

First vector fields: $K_{-1}(m)=\left(\begin{array}{c}2 b \\ -2 a \\ 2 \psi \\ -2 \varphi\end{array}\right), \quad K_{0}(m)=\left(\begin{array}{c}b_{x} \\ a_{x} \\ \psi_{x} \\ \varphi_{x}\end{array}\right)$,

$$
\begin{gathered}
K_{1}(m)=\frac{1}{2}\left(\begin{array}{c}
b_{x x}-2 \varphi \psi b_{x}-2 \psi b^{\prime} \varphi^{\prime}-2 b \psi a^{\prime}-2 b \varphi b^{\prime}-2 a \psi b^{\prime}-2 a b^{2} \\
-a_{x x}-2 \varphi \psi a_{x}+2 \varphi a^{\prime} \psi^{\prime}+2 b \varphi a^{\prime}+2 a \psi a^{\prime}+2 a \varphi b^{\prime}+2 a^{2} b \\
\psi_{x x}-2 \varphi \psi \psi_{x}-2 \psi \varphi^{\prime} \psi^{\prime}-2 b \psi \varphi^{\prime}-2 b \varphi \psi^{\prime}-2 a \psi \psi^{\prime}-2 b^{2} \varphi-4 a b \psi \\
-\varphi_{x x}-2 \varphi \psi \varphi_{x}+2 \varphi \varphi^{\prime} \psi^{\prime}+2 b \varphi \varphi^{\prime}+2 a \psi \varphi^{\prime}+2 a \varphi \psi^{\prime}+4 a b \varphi+2 a^{2} \psi
\end{array}\right) \\
K_{2}(m)=\frac{1}{4}\left(\begin{array}{c}
b_{x x x}-3 \varphi \psi b_{x x}-3 \varphi b_{x} \psi_{x}+3 b^{\prime} \varphi^{\prime} \psi_{x}-3 \psi a^{\prime} b_{x}-3 \varphi b^{\prime} b_{x}+3 b a^{\prime} \psi_{x} \\
+3 a b^{\prime} \psi_{x}-3 b \varphi b_{x}^{\prime}-3 a \psi b_{x}^{\prime}-3 \psi \varphi^{\prime} b_{x}^{\prime}-6 a b b_{x} \\
\psi_{x x x}-3 \varphi \psi \psi_{x x}-3 \varphi^{\prime} \psi^{\prime} \psi_{x}-3 \psi \varphi^{\prime} b_{x}-3 \varphi \psi^{\prime} b_{x}-6 a b \psi_{x}-3 b \varphi^{\prime} \psi_{x} \\
-3 a \psi^{\prime} \psi_{x}-3 b \varphi \psi_{x}^{\prime}-3 a \psi \psi_{x}^{\prime}-3 \psi \varphi^{\prime} \psi_{x}^{\prime}-6 b \varphi b_{x}-6 a \psi b_{x} \\
a_{x x x}+3 \varphi \psi a_{x x}-3 \psi a_{x} \varphi_{x}+3 a^{\prime} \psi^{\prime} \varphi_{x}-3 \psi a^{\prime} a_{x}-3 \varphi b^{\prime} a_{x}+3 b a^{\prime} \varphi_{x} \\
+3 a b^{\prime} \varphi_{x}-3 b \varphi a_{x}^{\prime}-3 a \psi a_{x}^{\prime}-3 \varphi \psi^{\prime} a_{x}^{\prime}-6 a b a_{x} \\
\varphi_{x x x}+3 \varphi \psi \varphi_{x x}-3 \varphi^{\prime} \psi^{\prime} \varphi_{x}-3 \psi \varphi^{\prime} a_{x}-3 \varphi \psi^{\prime} a_{x}-6 a b \varphi_{x}-3 b \varphi^{\prime} \varphi_{x} \\
-3 a \psi^{\prime} \varphi_{x}-3 b \varphi \varphi_{x}^{\prime}-3 a \psi \varphi_{x}^{\prime}-3 \varphi \psi^{\prime} \varphi_{x}^{\prime}-6 b \varphi a_{x}-6 a \psi a_{x}
\end{array}\right)
\end{gathered}
$$

First Hamiltonian functions: $h_{0}(m)=-\int d x d \theta\left(b \varphi+a \psi+\psi \varphi^{\prime}\right)$,

$$
\begin{aligned}
h_{1}(m)= & \frac{1}{2} \int d x d \theta\left(b \varphi_{x}+\psi^{\prime} \varphi_{x}-a \psi_{x}\right) \\
h_{2}(m)= & \frac{1}{4} \int d x d \theta\left(2 a b^{2} \varphi+2 a^{2} b \psi+b^{2} \varphi \varphi^{\prime}+2 a b \psi \varphi^{\prime}+2 a b \varphi \psi^{\prime}+a^{2} \psi \psi^{\prime}+2 b \varphi \varphi^{\prime} \psi^{\prime}\right. \\
& \left.+2 a \psi \varphi^{\prime} \psi^{\prime}+\varphi \varphi^{\prime} \psi^{\prime 2}-b \varphi \psi \varphi_{x}-\varphi \psi \psi^{\prime} \varphi_{x}+a \varphi \psi \psi_{x}+\psi_{x} \varphi_{x}^{\prime}+b_{x} \varphi_{x}+a_{x} \psi_{x}\right)
\end{aligned}
$$

Table 1b. The susy AKNS: Lax formalism
Parameter dependent Lax formulation: $d \mathscr{L}^{\lambda}(m) / d t_{j}=\left[\mathscr{L}^{\lambda}(m), \mathscr{C}_{J}^{\lambda}(m)\right], \quad(j=-1,0,1, \ldots)$ :
$\mathscr{L}^{\lambda}(m)=\left(\begin{array}{cccc}D & -\frac{1}{2} \psi & -1 & 0 \\ -\frac{1}{2} \varphi & D & 0 & -1 \\ \frac{1}{4} \varphi \psi-\lambda & -b-\frac{1}{2} \psi^{\prime} & -D & -\frac{1}{2} \psi \\ -a-\frac{1}{2} \varphi^{\prime} & -\frac{1}{4} \varphi \psi+\lambda & -\frac{1}{2} \varphi & -D\end{array}\right)$,
$\mathscr{C}_{j}^{\lambda}(m)=\sum_{k=0}^{J}(-1)^{k} \lambda^{k} \Sigma^{\star \lambda}\left(m, d_{j-k}(m)\right)+(-1)^{j+1} \lambda^{J+1} \mathscr{Z}$, where:
$\mathscr{Z}=\operatorname{Diag}(-1,1,-1,1)$,
$d_{0}(m)=\left(-\varphi,-\psi,-a-\varphi^{\prime},-b-\psi^{\prime}\right), \quad d_{j+1}(m)=N_{m}^{*} d_{j}(m), \quad(j=0,1,2, \ldots)$.
$\Sigma^{* \lambda}(m, \delta m)=\frac{1}{4}\left(\begin{array}{cccc}\sigma_{11} & \sigma_{12} & \sigma_{13} & \sigma_{14} \\ \sigma_{21} & \sigma_{22} & \sigma_{23} & \sigma_{24} \\ \sigma_{31} & \sigma_{32} & \sigma_{33} & \sigma_{34} \\ \sigma_{41} & \sigma_{42} & \sigma_{43} & \sigma_{44}\end{array}\right)-\lambda\left(\begin{array}{cccc}w & 0 & 0 & 0 \\ 0 & w & 0 & 0 \\ w^{\prime}-\eta & 0 & w & 0 \\ 0 & 2 w^{\prime}-\eta & 0 & w\end{array}\right)$.

```
\(\sigma_{11}:=f+2(\delta a \varphi+\delta b \psi)-4 \eta^{\prime}, \quad \sigma_{12}:=-4 \delta \varphi-2 \eta \psi+4 \delta a^{\prime}, \quad \sigma_{13}:=4 \eta, \quad \sigma_{14}:=-4 \delta a\),
\(\sigma_{21}:=-4 \delta \psi+2 \varphi\left(w^{\prime}-\eta\right)+4 \delta b^{\prime}, \quad \sigma_{22}:=p, \quad \sigma_{23}:=-4 \delta b, \quad \sigma_{24}:=-4 \eta+4 w^{\prime}\),
\(\sigma_{31}:=-4 a \delta a-2 \delta \varphi \varphi+2 \delta \psi \psi-\eta \varphi \psi+f^{\prime}+4 \varphi \delta a^{\prime}-4 \delta a \varphi^{\prime}-2 \delta b \psi^{\prime}+\varphi \psi w^{\prime}-4 \eta_{x}\),
\(\sigma_{32}:=-2 \psi \eta^{\prime}-2 \psi \eta^{\prime}-2 \psi \varphi \delta a-4 \delta \varphi^{\prime}+2 \eta \psi^{\prime}+2 b w^{\prime}+2 \delta a_{x}\),
\(\sigma_{33}:=f, \quad \sigma_{34}:=-4 \delta \varphi-2 \psi\left(w^{\prime}-\eta\right)\),
\(\sigma_{41}:=2 \delta b \varphi \psi+2 \varphi \eta^{\prime}+2 \varphi \eta^{\prime}-4 \delta \psi^{\prime}+2 \varphi^{\prime}\left(w^{\prime}-\eta\right)+2 a w^{\prime}+2 \delta b_{x}\),
\(\sigma_{42}:=-4 b \delta b+2 \delta \varphi \varphi-2 \delta \psi \psi-\eta \varphi \psi-2 \varphi \delta a^{\prime}+2 \psi \delta b^{\prime}+p^{\prime}-2 \delta b \psi^{\prime}\),
\(\sigma_{43}:=-4 \delta \psi+2 \eta \varphi, \quad \sigma_{44}:=2 \delta a \varphi+p+2 \delta b \psi-4 \eta^{\prime}\).
```

The odd superfield $\eta$ and the even superfields $w, f$ and $p$ are given by:

$$
\begin{aligned}
\eta_{x}= & b \delta b-\left(a+\varphi^{\prime}\right) \delta a+\varphi \delta a^{\prime}+\psi \delta \psi-\varphi \delta \varphi, \quad w_{x}=-\psi \delta b-\varphi \delta a, \\
f_{x}= & 2\left(2 b^{\prime}+\psi_{x}\right) \delta b-2 \psi \delta b_{x}+4\left(b+\psi^{\prime}\right) \delta \psi-4\left(a+\varphi^{\prime}\right) \delta \varphi+4 \varphi \delta \varphi^{\prime} \\
& -4\left(b \varphi+a \psi+\psi \varphi^{\prime}\right)\left(w^{\prime}-\eta\right)+4 \varphi \psi \eta^{\prime} . \\
p_{x}= & 2\left(2 b^{\prime}+\psi_{x}\right) \delta b+4 b \delta b^{\prime}+2 \psi \delta b_{x}-4 a \delta a^{\prime}-4 \varphi \delta a_{x}-4 b \delta \psi+4 a \delta \varphi+4 \varphi \delta \varphi^{\prime} \\
& -4\left(b \varphi+a \psi+\psi^{\prime} \varphi\right) \eta+4 \varphi \psi \eta^{\prime} .
\end{aligned}
$$

In particular:

$$
\begin{aligned}
& \mathscr{C}_{-1}^{\lambda}(m)=\left(\begin{array}{cccc}
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \\
& \mathscr{C}_{0}^{\lambda}(m)=\frac{1}{2}\left(\begin{array}{cccc}
\psi \varphi+2 \lambda & 2 b & 0 & 2 \psi \\
2 a & \varphi \psi-2 \hat{\lambda} & 2 \varphi & 0 \\
b \varphi+a \psi+\varphi \psi^{\prime} & 2 b^{\prime}+\psi_{x} & \psi \varphi+2 \lambda & 2 b+2 \psi^{\prime} \\
2 a^{\prime}+\varphi_{x} & b \varphi+a \psi+\psi \varphi^{\prime} & 2 a+2 \varphi^{\prime} & \varphi \psi-2 \lambda
\end{array}\right) \\
& \mathscr{C}_{1}^{\lambda}(m)=\frac{1}{4}\left(\begin{array}{cccc}
c_{11} & c_{12} & c_{13} & c_{14} \\
c_{21} & c_{22} & c_{23} & c_{24} \\
c_{31} & c_{32} & c_{33} & c_{34} \\
c_{41} & c_{42} & c_{43} & c_{44}
\end{array}\right)
\end{aligned}
$$

$$
c_{11}:=2 a b+2 \psi a^{\prime}-\varphi \psi_{x}-4 \lambda^{2}
$$

$$
c_{12}:=b \psi \varphi+2 b_{x}-4 \lambda b,
$$

$$
c_{13}:=2 b \varphi+2 a \psi+2 \psi \varphi^{\prime}
$$

$$
c_{14}:=2 \psi_{x}-4 \lambda \psi,
$$

$$
c_{21}:=a \psi \varphi-2 a_{x}-4 \lambda a,
$$

$$
c_{22}:=-2 a b-2 \varphi b^{\prime}+\psi \varphi_{x}+4 \lambda^{2}
$$

$$
c_{23}:=-2 \varphi_{x}-4 \lambda \varphi,
$$

$$
c_{24}:=-2 b \varphi-2 a \psi-2 \varphi \psi^{\prime}
$$

$$
c_{31}:=2 b a^{\prime}+2 a b^{\prime}+2 a^{\prime} \psi^{\prime}-\psi a_{x}+\varphi b_{x}+2 a \psi_{x}+\varphi \psi_{x}^{\prime},
$$

$$
c_{32}:=2 \psi \varphi b^{\prime}-b \psi \varphi^{\prime}-a \psi \psi^{\prime}-\psi \varphi^{\prime} \psi^{\prime}-\varphi \psi \psi_{x}+2 b_{x}^{\prime}+\psi_{x x}-4 \lambda b^{\prime}-2 \lambda \psi_{x},
$$

$$
c_{33}:=2 a b-2 \varphi b^{\prime}+2 b \varphi^{\prime}+2 a \psi^{\prime}+2 \varphi^{\prime} \psi^{\prime}-\psi \varphi_{x}-2 \varphi \psi_{x}-4 \lambda^{2}
$$

$$
c_{34}:=b \psi \varphi-\varphi \psi \psi^{\prime}+2 b_{x}+2 \psi_{x}^{\prime}-4 \lambda b-4 \lambda \psi^{\prime}
$$

$$
c_{41}:=2 \psi \varphi a^{\prime}+b \varphi \varphi^{\prime}+a \varphi \psi^{\prime}+\varphi \varphi^{\prime} \psi^{\prime}-\varphi \psi \varphi_{x}-2 a_{x}^{\prime}-\varphi_{x x}-4 \lambda a^{\prime}-2 \lambda \varphi_{x}
$$

$$
c_{42}:=-2 b a^{\prime}-2 a b^{\prime}-2 b^{\prime} \varphi^{\prime}-\psi a_{x}+\varphi b_{x}-2 b \varphi_{x}-\psi \varphi_{x}^{\prime},
$$

$$
c_{43}:=a \psi \varphi-\varphi \psi \varphi^{\prime}-2 a_{x}-2 \varphi_{x}^{\prime}-4 \lambda a-4 \lambda \varphi^{\prime}
$$

$$
c_{44}:=-2 a b+2 \psi a^{\prime}-2 b \varphi^{\prime}-2 a \psi^{\prime}-2 \varphi^{\prime} \psi^{\prime}+2 \psi \varphi_{x}+\varphi \psi_{x}+4 \lambda^{2}
$$

Parameter independent Lax formulation: $d L(m) / d t_{j}=\left[L(m), C_{j}(m)\right](j=-1,0,1, \ldots)$ :

$$
\begin{aligned}
& L(m)=\left(\begin{array}{cc}
-\partial_{x} & -b-\psi D \\
a+\varphi D & \partial_{x}
\end{array}\right) \\
& C_{j}(m)= H\left(m, d_{j}(m)\right)+\sum_{k=0}^{j}\left(H\left(m, d_{j-k}(m)\right)+G\left(d_{j+1-k}(m)\right)\right) L^{k}(m) \\
&+(-1)^{j+1}\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right) L^{J+1}(m) \\
& H(m, \delta m)=\frac{1}{8}\left(\begin{array}{cc}
2 \sigma_{11}+\varphi \sigma_{14}+2 \sigma_{13} D & 2 \sigma_{12}+\psi \sigma_{13}+2 \sigma_{14} D \\
2 \sigma_{21}+\varphi \sigma_{24}+2 \sigma_{23} D & 2 \sigma_{22}+\psi \sigma_{23}+2 \sigma_{24} D
\end{array}\right), \quad G(m, \delta m)=\left(\begin{array}{cc}
4 w & 0 \\
0 & 4 w
\end{array}\right)
\end{aligned}
$$

( $w$ and $\sigma_{r s}$ are defined as functions of $m, \delta m$ in the first page of this table). In particular:

$$
\begin{aligned}
& C_{-1}(m)=\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right), \quad C_{0}(m)=\left(\begin{array}{cc}
-\partial_{x} & 0 \\
0 & -\partial_{x}
\end{array}\right), \quad C_{1}(m)=\frac{1}{2}\left(\begin{array}{ll}
c_{11} & c_{12} \\
c_{21} & c_{22}
\end{array}\right), \\
& c_{11}:=-2 \partial_{x x}+\varphi \psi \partial_{x}+\left(b \varphi+a \psi+\psi \varphi^{\prime}\right) D+a b+\psi a^{\prime} \\
& c_{12}:=-2 \psi D \partial_{x}-2 b \partial_{x}-\psi_{x} D-b_{x} \\
& c_{21}:=2 \varphi D \partial_{x}+2 a \partial_{x}+\varphi_{x} D+a_{x} \\
& c_{22}:=2 \partial_{x x}+\varphi \psi \partial_{x}-\left(b \varphi+a \psi+\varphi \psi^{\prime}\right) D-a b-\varphi b^{\prime}
\end{aligned}
$$

## 3. Reductions of the susy AKNS

We briefly recall some notions about the reduction of different tensor objects, that we are using in this section. Let $\mathscr{M}$ be an ordinary manifold or supermanifold and $\mathscr{M}^{\prime}$ a submanifold.

It is obvious that every function $h$ on $\mathscr{M}$ can be restricted to $\mathscr{M}^{\prime}$. A vector field $K$ on $\mathscr{M}$ can be restricted to $\mathscr{M}^{\prime}$ if $K(m) \in T_{m} \mathscr{M}^{\prime}$ for each $m \in \mathscr{M}^{\prime}$ (here, we use the natural inclusion $T_{m} \mathscr{M}^{\prime} \subset T_{m} \mathscr{M}$ ). In this case, $K$ gives rise to a vector field $K^{\prime}$ on $\mathscr{M}^{\prime}$.

A $(2,0)$ tensor $P$ on $\mathscr{M}$ can be restricted if the following two conditions are satisfied for each $m \in \mathscr{M}^{\prime}$ and each covector $\delta m^{\prime} \in T_{m}^{*} \mathscr{M}^{\prime}$ :
a) there is at least one covector $\delta m \in T_{m}^{*} \mathscr{M}$ extending $\delta m^{\prime}\left(\left\langle\delta m, \dot{m}^{\prime}\right\rangle=\left\langle\delta m^{\prime}, \dot{m}^{\prime}\right\rangle\right.$ for each $\dot{m}^{\prime} \in T_{m} \mathscr{M}^{\prime}$ ) and such that $P_{m} \delta m \in T_{m} \mathscr{M}^{\prime}$;
b) the vector $P_{m} \delta m \in T_{m} \mathscr{M}^{\prime}$ depends only on $\delta m^{\prime}$ and not on the particular extension $\delta m$ considered.

Under the above two conditions, there is a unique $(2,0)$ tensor $P^{\prime}$ on $\mathscr{M}^{\prime}$ such that $P_{m}^{\prime} \delta m^{\prime}=P_{m} \delta m$ for each $\delta m^{\prime}$ and each extension $\delta m$ as in (a). $P^{\prime}$ is called the restriction of $P$ to $\mathscr{M}^{\prime}$; the term "Dirac reduction" is also used in the literature.

A $(0,2)$ tensor $\Omega$ on $\mathscr{M}$ can always be restricted to a $(0,2)$ tensor $\Omega^{\prime}$ on $\mathscr{M}^{\prime}$; the latter is defined by $\left\langle\Omega_{m}^{\prime} \dot{m}^{\prime}, \dot{m}^{\prime \prime}\right\rangle:=\left\langle\Omega_{m} \dot{m}^{\prime}, \dot{m}^{\prime \prime}\right\rangle$ for each $m \in \mathscr{M}^{\prime}$ and $\dot{m}^{\prime}, \dot{m}^{\prime \prime} \in T_{m} \mathscr{M}^{\prime}$.

Finally, a $(1,1)$ tensor $N$ on $\mathscr{M}$ can be restricted if $N_{m}\left(T_{m} \mathscr{M}^{\prime}\right) \subset T_{m} \mathscr{M}^{\prime}$ for each $m \in \mathscr{M}^{\prime}$. If this condition is satisfied, we can define on $\mathscr{M}^{\prime}$ the restriction $N^{\prime}$, given by $N_{m}^{\prime} \dot{m}^{\prime}:=N_{m} \dot{m}^{\prime}$ for each $m \in \mathscr{M}^{\prime}, \dot{m}^{\prime} \in T_{m} \mathscr{M}^{\prime}$.

The restriction operation preserves:
i) the conserved quantities and the commutativity of vector fields;
ii) the Poisson property and the (pre)symplectic character for, respectively, $(2,0)$ and $(0,2)$ tensors;
iii) the vanishing of the Nijenhuis torsion for $(1,1)$ tensors;
iv) the compatibility for a pair $Q, P$ of Poisson tensors, or a pair $\Omega, N$ formed by a (pre)symplectic tensor and a recursion operator;
v) the Lax formulation for vector fields.

We briefly explain the meaning of statement v). Assume a vector field $K$ on $\mathscr{M}$ admits a Lax formulation with parameter as in Eq. (2.2.5), or, alternatively, a parameter independent formulation as in Eq. (2.2.8); the linear operators giving the Lax pair act on some conveniently chosen vector space. Futhermore, suppose that $K$ can be restricted to a vector field $K^{\prime}$ on some submanifold $\mathscr{M}^{\prime} \subset \mathscr{M}$. Then $K^{\prime}$ also admits a Lax formulation, which is obtained simply by evaluating the Lax pair of $K$ at the points of $\mathscr{M}^{\prime}$.

In the sequel of this section, $\mathscr{M}$ will be the phase space of the susy AKNS theory, introduced in Sect. 2. We will discuss the restrictions of the theory to some significant submanifolds.

### 3.1. The classical reduction. Let us consider the submanifold

$\mathscr{M}_{\mathrm{cl}}:=\{(b, a, \psi, \varphi) \in \mathscr{M} \mid b=0, a=0, \psi(x, \theta)=\theta q(x), \varphi(x, \theta)=\theta r(x)\}$,
$q$ and $r$ being arbitrary even functions of the $x$ variable. $\mathscr{M}_{\mathrm{cl}}$ can be identified with a space of pairs $(q, r)$. For $m=(q, r) \in \mathscr{M}_{\mathrm{cl}}$, we represent a tangent vector and a covector at $m$ as pairs $\dot{m}=(\dot{q}, \dot{r})$ and $\delta m=(\delta q, \delta r)$, where all the components are even functions of $x$. We have the pairing $\langle\delta m, \dot{m}\rangle=\int d x(\delta q \dot{q}+\delta r \dot{r})$.

The Poisson tensors $Q, P$, the recursion operator $N$ and the hierarchy $h_{j}, K_{j}$ of Sect. 2 can be restricted to $\mathscr{M}_{\mathrm{cl}}$, giving the classical AKNS theory; in particular, by restricting the Poisson tensors $Q$ and $P$ we find the biHamiltonian structure known from the literature [Ma2, MP2]. The restriction of the susy hierarchy of Subsect. 2.1 gives the classical AKNS hierarchy formed by the vector fields $K_{-1}(q, r)=\binom{2 q}{-2 r}, K_{0}(q, r)=\binom{q_{x}}{r_{x}}, K_{1}(q, r)=\frac{1}{2}\binom{q_{x x}-2 q^{2} r}{-r_{x x}+2 q r^{2}}$, etc. and by the Hamiltonians $h_{0}(q, r)=\int d x q r, h_{1}(q, r)=\frac{1}{2} \int d x q_{x} r, h_{2}(q, r)=-\frac{1}{4} \int d x\left(q_{x} r_{x}+q^{2} r^{2}\right)$, etc.

Let us now discuss the reduction of the susy Lax formalism of Subsect. 2.2. Of course, the reduced theory on $\mathscr{M}_{\mathrm{cl}}$ admits Lax formulations as in Eqs. (2.2.5), (2.2.8), (2.2.9) and (2.2.10), where $\mathscr{L}^{\lambda}, \mathscr{C}_{j}, L$ and $C_{j}$ are evaluated at points $m=(0,0, \theta q, \theta r)$. We would like to recover from here the classical Lax formalism of the AKNS theory. To this purpose, we fix attention on Eq. (2.2.9); a straightforward computation shows that, at each point of $\mathscr{M}_{\mathrm{cl}}$, the operator $\left(\mathscr{L}^{i}\right)^{2}(m)$ leaves invariant the subspace $\mathscr{W}_{\mathrm{cl}} \subset \mathscr{W}$ formed by quadruples

$$
\Phi=\left(\begin{array}{c}
0 \\
0 \\
\theta f_{1} \\
\theta f_{2},
\end{array}\right)
$$

where $f_{1}=f_{1}(x)$ and $f_{2}=f_{2}(x)$ are even functions. We have

$$
\left(\mathscr{L}^{\lambda}\right)^{2}(m)\left(\begin{array}{c}
0  \tag{3.1.2}\\
0 \\
\theta f_{1} \\
\theta f_{2}
\end{array}\right)=\left(\begin{array}{c}
0 \\
0 \\
\theta g_{1} \\
\theta g_{2}
\end{array}\right)
$$

where

$$
\binom{g_{1}}{g_{2}}=\mathscr{L}_{\mathrm{cl}}^{\lambda}(m)\binom{f_{1}}{f_{2}}, \quad \mathscr{L}_{\mathrm{cl}}^{\lambda}(m):=\left(\begin{array}{cc}
\partial_{x}+\lambda & q  \tag{3.1.3}\\
r & \partial_{x}-\lambda
\end{array}\right)
$$

The operator $\mathscr{L}_{\mathrm{cl}}^{\lambda}(m)$ appearing here acts on a space of pairs $\binom{f_{1}(x)}{f_{2}(x)}$, and is easily recognized as the Lax operator of the classical AKNS theory. By inspection, it is seen that the subspace $\mathscr{W}_{\text {cl }}$ is invariant not only for $\left(\mathscr{L}^{\lambda}\right)^{2}(m)$, but also for the operators $\mathscr{C}_{j}^{\lambda}(m)$; so, working as in Eqs. (3.1.2), (3.1.3) we can construct from $\mathscr{C}_{j}^{\lambda}(m)$ an operator $C_{j, \mathrm{cl}}^{\lambda}(m)$ and we have a Lax formulation $d \mathscr{L}_{\mathrm{cl}}^{\lambda} / d t_{j}=\left[\mathscr{L}_{\mathrm{cl}}^{\lambda}, C_{j, \mathrm{cl}}^{\lambda}\right]$. For the lowest values of $j$, we find

$$
\begin{gather*}
C_{-1, \mathrm{cl}}^{\lambda}(m)=\left(\begin{array}{cc}
-1 & 0 \\
0 & 1
\end{array}\right), \quad C_{0, \mathrm{cl}}^{\lambda}(m)=\left(\begin{array}{cc}
\lambda & q \\
r & -\lambda
\end{array}\right), \\
C_{1, \mathrm{cl}}^{\lambda}(m)=\frac{1}{2}\left(\begin{array}{cc}
q r-2 \lambda^{2} & q_{x}-2 \lambda q \\
-r_{x}-2 \lambda r & -q r+2 \lambda^{2}
\end{array}\right), \\
C_{2, \mathrm{cl}}^{\lambda}(m)=\frac{1}{4}\left(\begin{array}{cc}
r q_{x}-q r_{x}-2 \lambda q r+4 \lambda^{3} & q_{x x}-2 q^{2} r-2 \lambda q_{x}+4 \lambda^{2} q \\
r_{x x}-2 q r^{2}+2 \lambda r_{x}+4 \lambda^{2} r & q r_{x}-r q_{x}+2 \lambda q r-4 \lambda^{3}
\end{array}\right) . \tag{3.1.4}
\end{gather*}
$$

These operators are known in the framework of the classical AKNS theory.
3.2. The susy nonlinear Schrödinger theory. Let us consider the submanifold

$$
\begin{equation*}
\mathscr{M}_{0}:=\{(b, a, \psi, \varphi) \in \mathscr{M} \mid b=0, a=0\} \tag{3.2.1}
\end{equation*}
$$

$\mathscr{M}_{0}$ can be identified with a space of pairs $(\psi, \varphi)$, where both superfields are odd.
The Poisson tensors $Q, P$, the recursion operator $N$ and all vector fields of the susy AKNS theory can be restricted to $\mathscr{M}_{0}$. It is easy to obtain the explicit expressions for the restrictions of the recursion operator and the symplectic tensor $\Omega=Q^{-1}$; they are reported in Table 2a, together with the first vector fields and Hamiltonian functions; for simplicity, in the Table and in the sequel the restrictions of $\Omega, N, K_{j}$, etc. are denoted again by the same symbols.

The reduced theory admits Lax formulations in terms of $4 \times 4$ or $2 \times 2$ matrix superdifferential operators, which are obtained evaluating the operators of Sect. 2 at the points of $\mathscr{M}_{0}$; in particular, the associated spectral problem is as in Eq. (1.5) with $b=a=0$.

By performing a further reduction one obtains a theory in one odd superfield $\psi$, which can be viewed as a susy extension of the classical nonlinear Schrödinger (NLS) theory. Consider the submanifold $\mathscr{M}_{1} \subset \mathscr{M}_{0}$ formed by pairs ( $\psi, \bar{\psi}$ ) (where the bar denotes complex conjugation as in Subsect. 1.1). Any such pair is uniquely determined by the first component, so we can identify $\mathscr{M}_{1}$ with a set of odd superfields $\psi$. We represent a tangent vector as an odd superfield $\dot{\psi}$, and a covector as an even superfield $\delta \psi$; the pairing is $\langle\delta \psi, \dot{\psi}\rangle:=\int d x d \theta(\delta \psi \bar{\psi}+\overline{\delta \psi} \dot{\psi})$. We remark that $\langle$,$\rangle is a real bilinear map; more generally, all tensors on \mathscr{M}_{1}$ appearing in our constructions are real multilinear maps. ${ }^{1}$

[^0]We consider the recursion operator $N$, the symplectic tensor $\Omega$ and the hierarchy appearing in Table 2a. One checks that $i N$ can be restricted to $\mathscr{M}_{1}$, as well as the vector field $i K_{-1}$; this implies that all vector fields $i^{j} K_{j}(j=-1,0,1, \ldots)$ can be restricted.

Let us consider the restrictions of $-i N,-i \Omega,-i^{j} K_{j}$ and of the Hamiltonian functions $-i^{j} h_{j}$; for simplicity, in the sequel and in Table 2 b they will be denoted, respectively, by $N, \Omega, K_{j}$ and $h_{j}$. These objects give rise to a hierarchy, satisfying a recursion scheme: the explicit expressions for $N, \Omega$ and the first vector fields and Hamiltonians are given in the table. This theory is a susy extension of the ordinary NLS theory; the latter can be obtained putting the constraint $\psi(x, \theta)=\theta q(x)$. In particular, the evolution equation corresponding to the vector field $K_{1}$ of Table 2 b gives rise to the NLS equation $i d q / d t=\frac{1}{2} q_{x x}-q^{2} \bar{q}$. The Lax formalism for the susy NLS is obtained from the susy $(\psi, \varphi)$ theory putting $\varphi=\bar{\psi}$. (The formalism becomes closer to the classical NLS, if the spectral parameter is written as $\lambda=i \mu$, with $\mu$ real.)

Remark. As anticipated in the Introduction, the superextensions of the NLS equation were recently investigated by Roelofs and Kersten [RK] using the theory of coverings [RH], an analogue of the prolongation method of Estabrook and Wahlquist [EW]. The authors obtained two super equations, indicated as "case A" and "case B," extending the classical NLS. The complete integrability in both cases was inferred via the construction of an infinite-dimensional coverings algebra and an autoBäcklund transformation. The phase space considered in [RK] is a set of pairs $(q, \omega)$, where $q=q(x)$ is an even field, and $\omega=\omega(x)$ is odd. The NLS superequations, their symmetries and conserved quantities are written in terms of the variables $q, \omega$; moreover, a superfield $\Phi(x, \theta):=\omega(x)+\theta q(x)$ is introduced, and it is shown that both super NLS equations admit a susy formulation in terms of the superderivation $D_{\theta}:=\theta \partial_{x}+\frac{1}{2} \partial_{\theta}$. We have checked that the first vector fields and Hamiltonian functions of our formulation correspond to homologous objects constructed in [RK] for the case A. In particular, the evolution equation $d \psi / d t=K_{1}(\psi)$, with $K_{1}$ as in Table 2 b , can be identified (up to some rescalings) with the case A super NLS equation, setting $\psi(x, \theta)=\sqrt{2} \Phi\left(x, \frac{\theta}{\sqrt{2}}\right)=\sqrt{2} \omega(x)+\theta q(x)$. The main difference with the results of $[R K]$ is that we have a manifestly supersymmetric construction of the hierarchy, a biHamiltonian structure and an explicit Lax formulation.

Note added in proof. In order to update the list of references about the susy nonlinear Schrödinger equation, we mention a preprint of Popowicz [Pop], which appeared after submission of this paper. In this preprint, an extended supersymmetrization of the NLS equation is presented, admitting a Lax formulation; according to the author, this model is different from the one of Roelofs-Kersten.

Table 2a. The $(\psi, \varphi)$ susy theory
(Pre)symplectic tensor at point $m=(\psi, \varphi)$ :

$$
\begin{gathered}
\Omega_{m}: T_{m} \mathscr{M}_{0} \rightarrow T_{m}^{*} \mathscr{M}_{0}, \quad \Omega_{m}\binom{\dot{\psi}}{\dot{\varphi}}=\frac{1}{2}\left(\begin{array}{cc}
\Omega_{\psi \psi} & \Omega_{\psi \varphi} \\
\Omega_{\varphi \psi} & \Omega_{\varphi \varphi}
\end{array}\right)\binom{\dot{\psi}}{\dot{\varphi}}, \\
\Omega_{\psi \psi}:=\varphi^{\prime} \partial_{x}^{-1} \varphi-\varphi \partial_{x}^{-1} \varphi^{\prime}, \quad \Omega_{\psi \varphi}:=D-\varphi^{\prime} \partial_{x}^{-1} \psi-\varphi \partial_{x}^{-1} \psi D \\
\Omega_{\varphi \psi}:=-D+\psi^{\prime} \partial_{x}^{-1} \varphi+\psi \partial_{x}^{-1} \varphi D, \quad \Omega_{\varphi \varphi}:=-\psi^{\prime} \partial_{x}^{-1} \psi+\psi \partial_{x}^{-1} \psi^{\prime} .
\end{gathered}
$$

Recursion operator at a point $m$ :

$$
N_{m}: T_{m} \mathscr{M}_{0} \rightarrow T_{m} \mathscr{M}_{0}, \quad N_{m}\binom{\dot{\psi}}{\dot{\varphi}}=\frac{1}{2}\left(\begin{array}{cc}
N_{\psi \psi} & N_{\psi \varphi} \\
N_{\varphi \psi} & N_{\varphi \varphi}
\end{array}\right)\binom{\dot{\psi}}{\dot{\varphi}}
$$

$N_{\psi \psi}:=\partial_{x}-\varphi \psi-\psi^{\prime} \partial_{x}^{-1} \varphi^{\prime}-\psi D^{-1} \varphi^{\prime}-\psi_{x} \partial_{x}^{-1} \varphi$,
$N_{\psi \varphi}:=-\psi^{\prime} \partial_{x}^{-1} \psi D-\psi D^{-1} \psi^{\prime}+\psi_{x} \partial_{x}^{-1} \psi$,
$N_{\varphi \psi}:=\varphi^{\prime} \partial_{x}^{-1} \varphi D+\varphi D^{-1} \varphi^{\prime}-\varphi_{x} \partial_{x}^{-1} \varphi$,
$N_{\varphi \varphi}:=-\partial_{x}-\varphi \psi+\varphi^{\prime} \partial_{x}^{-1} \psi^{\prime}+\varphi D^{-1} \psi^{\prime}+\varphi_{x} \partial_{x}^{-1} \psi$.
Recursion schemes:
$d h_{j+1}=N^{*} d h_{j}(j=0,1,2, \ldots), K_{j+1}=N K_{j}$ and $d h_{j+1}=\Omega K_{j}(j=-1,0,1, \ldots)$.
First vector fields: $K_{-1}(m)=\binom{2 \psi}{-2 \varphi}, \quad K_{0}(m)=\binom{\psi_{x}}{\varphi_{x}}$,
$K_{1}(m)=\frac{1}{2}\binom{\psi_{x x}+2 \psi \varphi_{x}-2 \psi \psi^{\prime} \varphi^{\prime}}{-\varphi_{x x}+2 \psi \varphi \varphi_{x}+2 \varphi \varphi^{\prime} \psi^{\prime}}$,
$K_{2}(m)=\frac{1}{4}\binom{\psi_{x x x}+3 \psi \varphi \psi_{x x}-3 \psi \varphi^{\prime} \psi_{x}^{\prime}-3 \psi_{x} \varphi^{\prime} \psi^{\prime}}{\varphi_{x x x}-3 \psi \varphi \varphi_{x x}-3 \varphi \psi^{\prime} \varphi_{x}^{\prime}-3 \varphi_{x} \varphi^{\prime} \psi^{\prime}}$.
First Hamiltonian functions: $h_{0}(m)=-\int d x d \theta \psi \varphi^{\prime}, h_{1}(m)=\frac{1}{2} \int d x d \theta \varphi_{x} \psi^{\prime}$,
$h_{2}(m)=\frac{1}{4} \int d x d \theta\left(\varphi \varphi^{\prime} \psi^{\prime 2}+\psi \varphi \psi^{\prime} \varphi_{x}+\psi_{x} \varphi_{x}^{\prime}\right)$.
Parameter dependent Lax formulation: $d \mathscr{L}^{\lambda}(m) / d t_{j}=\left[\mathscr{L}^{\lambda}(m), \mathscr{C}_{j}^{\lambda}(m)\right](j=-1,0,1, \ldots)$ :
$\mathscr{L}^{\hat{}}(m):=\left(\begin{array}{cccc}D & -\frac{1}{2} \psi & -1 & 0 \\ -\frac{1}{2} \varphi & D & 0 & -1 \\ \frac{1}{4} \varphi \psi-\lambda & -\frac{1}{2} \psi^{\prime} & -D & -\frac{1}{2} \psi \\ -\frac{1}{2} \varphi^{\prime} & -\frac{1}{4} \varphi \psi+\lambda & -\frac{1}{2} \varphi & -D\end{array}\right)$.
The operators $\mathscr{C}_{j}^{\lambda}(m)$ are obtained evaluating the homologous operators of Table 1 b with $b=a=0$.
Parameter independent Lax formulation: $d L(m) / d t_{j}=\left[L(m), C_{j}(m)\right](j=-1,0,1, \ldots)$ :
$L(m):=\left(\begin{array}{cc}-\partial_{x} & -\psi D \\ \varphi D & \partial_{x}\end{array}\right)$.
The operators $C_{j}(m)$ are obtained evaluating the homologous operators of Table 1 b with $b=a=0$.

Table 2b. The susy NLS theory
(Pre)symplectic tensor at a point $\psi$ :

$$
\Omega_{\psi}: T_{\psi} \mathscr{M}_{1} \rightarrow T_{\psi}^{*} \mathscr{M}_{1}, \quad \Omega_{\psi} \dot{\psi}=-\frac{i}{2} \Omega_{\psi \psi} \dot{\psi}-\frac{i}{2} \Omega_{\psi \bar{\psi}} \bar{\psi}
$$

$\Omega_{\psi \psi}:=\overline{\psi^{\prime}} \partial_{x}^{-1} \bar{\psi}-\bar{\psi} \partial_{x}^{-1} \overline{\psi^{\prime}}, \quad \Omega_{\psi \bar{\psi}}:=D-\overline{\psi^{\prime}} \partial_{x}^{-1} \psi-\bar{\psi} \partial_{x}^{-1} \psi D$.
Recursion operator and its adjoint at a point $\psi$ :

$$
N_{\psi}: T_{\psi} \mathscr{M}_{1} \rightarrow T_{\psi} \mathscr{M}_{1}, \quad N_{\psi} \dot{\psi}=-\frac{i}{2} N_{\psi \psi} \dot{\psi}-\frac{i}{2} N_{\psi \bar{\psi}} \overline{\dot{\psi}}
$$

$N_{\psi \psi}:=\partial_{x}-\bar{\psi} \psi-\psi^{\prime} \partial_{x}^{-1} \overline{\psi^{\prime}}-\psi D^{-1} \overline{\psi^{\prime}}-\psi_{x} \partial_{x}^{-1} \bar{\psi}$,
$N_{\psi \bar{\psi}}:=-\psi^{\prime} \partial_{x}^{-1} \psi D-\psi D^{-1} \psi^{\prime}+\psi_{x} \partial_{x}^{-1} \psi$,

$$
N_{\psi}^{*}: T_{\psi}^{*} \mathscr{M}_{1} \rightarrow T_{\psi}^{*} \mathscr{M}_{1}, \quad N_{\psi}^{*} \delta \psi=-\frac{i}{2} N_{\psi \psi}^{*} \delta \psi-\frac{i}{2} N_{\psi \bar{\psi}}^{*} \overline{\delta \psi}
$$

$N_{\psi \psi}^{*}:=-\partial_{x}+\bar{\psi} \psi+\psi^{\prime} \partial_{x}^{-1}\left(2 \overline{\psi^{\prime}}-\bar{\psi} D\right)-\bar{\psi} \partial_{x}^{-1} \bar{\psi}_{x}$,
$N_{\psi \bar{\psi}}^{*}:=-\psi^{\prime} \partial_{x}^{-1}\left(2 \psi^{\prime}-\psi D\right)+\psi \partial_{x}^{-1} \psi^{\prime} D$.

Recursion schemes:
$d h_{j+1}=N^{*} d h_{j}(j=0,1,2, \ldots), K_{j+1}=N K_{j}$ and $d h_{j+1}=\Omega K_{j}(j=-1,0,1, \ldots)$.
First vector fields: $K_{-1}(\psi)=2 i \psi, K_{0}(\psi)=\psi_{x}$,
$K_{1}(\psi)=-\frac{i}{2}\left(\psi_{x x}+2 \psi \bar{\psi} \psi_{x}-2 \psi \psi^{\prime} \overline{\psi^{\prime}}\right)$,
$K_{2}(\psi)=-\frac{1}{4}\left(\psi_{x x x}+3 \psi \bar{\psi} \psi_{x x}-3 \psi \overline{\psi^{\prime}} \psi_{x}^{\prime}-3 \psi_{x} \overline{\psi^{\prime}} \psi^{\prime}\right)$.
First Hamiltonian functions: $h_{0}(\psi)=-\int d x d \theta \psi \overline{\psi^{\prime}}, \quad h_{1}(\psi)=-\frac{i}{2} \int d x d \theta \overline{\psi_{x}} \psi^{\prime}$, $h_{2}(\psi)=-\frac{1}{4} \int d x d \theta\left(\bar{\psi} \psi^{\prime} \psi^{\prime 2}+\psi \bar{\psi} \psi^{\prime} \overline{\psi_{x}}+\psi_{x} \overline{\psi_{x}^{\prime}}\right)$.
Parameter dependent Lax formulation: $d \mathscr{L}^{\mu}(m) / d t_{j}=\left[\mathscr{L}^{\mu}(m),(-i)^{y} \mathscr{C}_{j}^{\mu}(m)\right](j=-1,0,1, \ldots)$

$$
\mathscr{L}^{\mu}(m):=\left(\begin{array}{cccc}
D & -\frac{1}{2} \psi & -1 & 0 \\
-\frac{1}{2} \bar{\psi} & D & 0 & -1 \\
\frac{1}{4} \bar{\psi} \psi-i \mu & -\frac{1}{2} \psi^{\prime} & -D & -\frac{1}{2} \psi \\
-\frac{1}{2} \bar{\psi}^{\prime} & -\frac{1}{4} \bar{\psi} \psi+i \mu & -\frac{1}{2} \bar{\psi} & -D
\end{array}\right)
$$

The operators $\mathscr{C}_{j}^{\mu}(m)$ are obtained evaluating the operators $\mathscr{C}_{j}^{\lambda}(m)$ of Table 1 b with $b=a=0, \varphi=\bar{\psi}, \lambda=i \mu$.
Parameter independent Lax formulation: $\quad d L(m) / d t_{j}=\left[L(m),(-i)^{j} C_{J}(m)\right](j=-1,0,1 \ldots)$ $L(m):=\left(\begin{array}{cc}-\partial_{x} & -\psi D \\ \psi D & \partial_{x}\end{array}\right)$.
The operators $C_{j}(m)$ are obtained evaluating the homologous operators of Table 1 b with $b=a=0, \varphi=\bar{\psi}$.
3.3. A susy modified $K d V$ theory. Let us consider the submanifold

$$
\begin{equation*}
\mathscr{M}_{2}:=\{(b, a, \psi, \varphi) \in \mathscr{M} \mid a=b, \varphi=\psi\} . \tag{3.3.1}
\end{equation*}
$$

This phase space can be identified with a set of pairs $(b, \psi)$. The square $J:=N^{2}$ of the recursion operator in Table 1a and the even order vector fields $K_{2 j}$ of the susy AKNS hierarchy can be restricted to $\mathscr{M}_{2}$. Also, we can restrict to this submanifold the symplectic tensor $\Omega$ of Table 1a, but the restrictions of the vector fields $K_{2 j}$ fail to be Hamiltonian with respect to the reduced tensor. In order to recover a Hamiltonian scheme on $\mathscr{M}_{2}$, we consider the $(0,2)$ type tensor $\Theta:=\Omega \circ N$ (which is a (pre)symplectic tensor on the susy AKNS phase space). The restrictions of $J, \Theta, K_{2 j}$ and $h_{2 j}$ to $\mathscr{M}_{2}$ will be denoted for simplicity with the same symbols. We can set up from these objects a biHamiltonian recursion scheme; the explicit expressions for $J, \Theta$ are reported in Table 3, together with the first vector fields and Hamiltonian functions. In this way, we obtain a susy mKdV (modified KdV) theory. Indeed, it will be shown in the next subsection that this theory is related via a susy Miura transformation to the Manin-Radul susy KdV. Moreover, the classical mKdV theory can be obtained as a reduction of the susy mKdV , corresponding to the constraints

$$
\begin{equation*}
b=0, \quad \psi(x, \theta)=\theta v(x) \tag{3.3.2}
\end{equation*}
$$

( $v$ an arbitrary even function of $x$ ). Under these constraints, the evolution equation associated to the vector field $K_{2}$ becomes $d v / d t=\frac{1}{4} v_{x x x}-\frac{3}{2} v^{2} v_{x}$.

The susy mKdV hierarchy admits matrix Lax formulations as in Eqs. (2.2.5), (2.2.8), (2.2.9) and (2.2.10), where the involved linear operators are obtained evaluating the operators $\mathscr{L}^{\lambda}, \mathscr{C}_{2 j}^{\lambda}, L$ and $C_{2 j}$ of Table 1 b at $m=(b, b, \psi, \psi)$. There is
also another Lax formulation in terms of scalar operators acting on a space of superfields $\chi=\chi(x, \theta)$. This formulation can be inferred from Eq. (2.2.10); in fact, for each $m \in \mathscr{M}_{2}$, the operator $L^{2}(m)$ leaves invariant the subspace $\mathscr{H}_{0} \subset \mathscr{H}$ formed by pairs $\Psi=\binom{x}{\chi}$ with equal components. It is found that

$$
\begin{align*}
L^{2}(m)\binom{\chi}{\chi} & =\binom{\Lambda(m) \chi}{\Lambda(m) \chi}, \\
\Lambda(m) & :=\partial_{x x}+\left(\psi_{x}-\psi \psi^{\prime}-2 b \psi\right) D+b_{x}-b^{2}+b^{\prime} \psi . \tag{3.3.3}
\end{align*}
$$

By inspection, this subspace appears to be invariant also for the operators $C_{2 j}(m)$, so it is possible to define scalar operators $\Gamma_{2 j}(m)$ such that $C_{2 j}(m)\binom{\chi}{\chi}=\binom{\Gamma_{2,}(m) \chi}{\Gamma_{2 j}(m) \chi}$. The first ones of these operators are reported in Table 3; they appear to be related to the fractional powers of $\Lambda$. (The existence of a scalar Lax formulation in terms of fractional powers could also be inferred a posteriori comparing the susy mKdV with the Manin-Radul susy KdV theory, which is known to admit such a Lax formulation; see the next subsection).

Table 3. The susy mKdV theory
(Pre)symplectic tensor at a point $m=(b, \psi)$ :

$$
\Theta_{m}: T_{m} \mathscr{M}_{2} \rightarrow T_{m}^{*} \mathscr{M}_{2}, \quad \Theta_{m}\binom{\dot{b}}{\dot{\psi}}=\frac{1}{2}\left(\begin{array}{ll}
\Theta_{b b} & \Theta_{b \psi} \\
\Theta_{\psi b} & \Theta_{\psi \psi}
\end{array}\right)\binom{\dot{b}}{\dot{\psi}}
$$

$\Theta_{b b}:=-4 \psi \partial_{x}^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) \partial_{x}^{-1} \psi+2 \psi \partial_{x}^{-1}\left(\psi^{\prime}+2 b\right)+2\left(\psi^{\prime}+2 b\right) \partial_{x}^{-1} \psi$,
$\Theta_{b \psi}:=-\partial_{x}-2 \psi \partial_{x}^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) \partial_{x}^{-1}\left(2 b+\psi^{\prime}+\psi D\right)+2 \psi \partial_{x}^{-1}\left(b+\psi^{\prime}\right) D$
$+\left(2 b+\psi^{\prime}\right) \partial_{x}^{-1}\left(2 b+\psi^{\prime}+\psi D\right)$,
$\Theta_{\psi b}:=\partial_{x}+4\left(b+\psi^{\prime}\right) D^{-1} \psi-4\left(b+\psi^{\prime}\right) \partial_{x}^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) \partial_{x}^{-1} \psi$
$-2\left(b-\psi^{\prime}\right) \partial_{x}^{-1}(2 b+\psi D)+2\left(\psi_{x}+3 b^{\prime}\right) \partial_{x}^{-1} \psi-3 \psi D^{-1}\left(\psi^{\prime}+2 b\right)$
$+2 \psi D^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) \partial_{x}^{-1} \psi$,
$\Theta_{\psi \psi}:=-D \partial_{x}-2\left(b+\psi^{\prime}\right) \psi-2\left(b+\psi^{\prime}\right) \partial_{x}^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) \partial_{x}^{-1}\left(2 b+\psi^{\prime}+\psi D\right)$
$+2\left(b+\psi^{\prime}\right) \partial_{x}^{-1}\left(\psi_{x}+2 b^{\prime}+2 b D+2 \psi^{\prime} D\right)+2\left(b-\psi^{\prime}\right) \partial_{x}^{-1} b^{\prime}$
$+\left(\psi_{x}+3 b^{\prime}\right) \partial_{x}^{-1}\left(2 b+\psi^{\prime}+\psi D\right)+\psi D^{-1}\left(\psi_{x}+3 b^{\prime}\right)$
$+\psi D^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) \partial_{x}^{-1}\left(2 b+\psi^{\prime}+\psi D\right)$.
Recursion operator at a point $m$ :

$$
\begin{aligned}
& J_{m}: T_{m} \mathscr{M}_{2} \rightarrow T_{m} \mathscr{M}_{2}, \quad J_{m}\binom{\dot{b}}{\dot{\psi}}=\frac{1}{4}\left(\begin{array}{ll}
J_{b b} & J_{b \psi} \\
J_{\psi b} & J_{\psi \psi}
\end{array}\right)\binom{\dot{b}}{\dot{\psi}}, \\
& J_{b b}:= \partial_{x x}-2\left(2 b \psi+\psi \psi^{\prime}\right) D-4 b^{2}-4 \psi b^{\prime}-2 \psi \psi \psi_{x}+4 \psi D^{-1} b b^{\prime} \partial_{x}^{-1} \psi-2 \psi D^{-1} b \psi^{\prime} D^{-1} \psi \\
&+\psi D^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) D^{-1}\left(2 b+\psi^{\prime}\right)+\psi D^{-1} \psi_{x}^{\prime}-\psi_{x} D^{-1}\left(2 b+\psi^{\prime}\right)+2 b_{x}^{\prime} \partial_{x}^{-1} \psi \\
&-2 b^{\prime} D^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) \partial_{x}^{-1} \psi+2 b_{x} D^{-1} \psi+4 b_{x} \partial_{x}^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) \partial_{x}^{-1} \psi-2 b_{x} \partial_{x}^{-1}\left(2 b+\psi^{\prime}\right), \\
& J_{b \psi}:= 4 b b^{\prime}+2 b^{\prime} \psi^{\prime}-2 \psi b_{x}+2 \psi D^{-1} b b^{\prime} \partial_{x}^{-1}\left(2 b+\psi^{\prime}+\psi D\right)-2 \psi D^{-1} b \psi^{\prime} D^{-1}\left(b+\psi^{\prime}\right) \\
&-\psi D^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) D^{-1} b^{\prime}+2 \psi D^{-1} b\left(b+\psi^{\prime}\right) \psi+\psi D^{-1} b_{x}^{\prime}-b^{\prime} D^{-1} \psi_{x} \\
&-b^{\prime} D^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) \partial_{x}^{-1}\left(\psi^{\prime}+2 b+\psi D\right)+2 b_{x} \partial_{x}^{-1}\left(b^{\prime}+\psi \psi_{x}\right) \\
&+2 b_{x} \partial_{x}^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) \partial_{x}^{-1}\left(2 b+\psi^{\prime}+\psi D\right)+b_{x}^{\prime} \partial_{x}^{-1}\left(2 b+\psi^{\prime}+\psi D\right)+\psi_{x} D^{-1} b^{\prime}, \\
& J_{\psi b}=-4\left(2 b \psi+\psi \psi \psi^{\prime}\right)+2 \psi^{\prime} D^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) \partial_{x}^{-1} \psi-4 b_{x} \partial_{x}^{-1} \psi-2 \psi_{x} \partial_{x}^{-1}\left(2 b+\psi^{\prime}\right) \\
&+4 \psi_{x} \partial_{x}^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) \partial_{x}^{-1} \psi-2 \psi_{x}^{\prime} \partial_{x}^{-1} \psi,
\end{aligned}
$$

$$
\begin{aligned}
J_{\psi \psi}:= & \partial_{x x}-2 \psi\left(2 b+\psi^{\prime}\right) D-4 b\left(b+\psi^{\prime}\right)-2 \psi^{\prime 2}+\psi^{\prime} D^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) \partial_{x}^{-1}\left(2 b+\psi^{\prime}+\psi D\right) \\
& +\psi^{\prime} D^{-1} \psi_{x}-2 b_{x} \partial_{x}^{-1}\left(2 b+\psi^{\prime}+\psi D\right)+2 \psi_{x} \partial_{x}^{-1}\left(2 b \psi+\psi \psi^{\prime}\right) \partial_{x}^{-1}\left(2 b+\psi^{\prime}+\psi D\right) \\
& -2 \psi_{x} \partial_{x}^{-1}\left(b+\psi^{\prime}\right) D-\psi_{x}^{\prime} \partial_{x}^{-1}\left(2 b+\psi^{\prime}+\psi D\right) .
\end{aligned}
$$

Recursion schemes: $d h_{2 \jmath+2}=J^{*} d h_{2 j}=\Theta K_{2 \jmath}$ and $K_{2 j+2}=J K_{2 j}(j=0,1,2, \ldots)$.
First vector fields: $K_{0}(m):=\binom{b_{x}}{\psi_{x}}$,
$K_{2}(m)=\frac{1}{4}\binom{b_{x x x}-3 b_{x} \psi \psi_{x}+3 b^{\prime} \psi^{\prime} \psi_{x}-3 \psi \psi^{\prime} b_{x}^{\prime}-6 b b_{x}^{\prime} \psi+6 b b^{\prime} \psi_{x}+6 b^{\prime} b_{x} \psi-6 b^{2} b_{x}}{\psi_{x x x}-3 \psi \psi^{\prime} \psi_{x}^{\prime}-6 b \psi \psi_{x}^{\prime}-6 b \psi^{\prime} \psi_{x}-3 \psi^{\prime 2} \psi_{x}-6 b^{2} \psi_{x}-6 \psi \psi^{\prime} b_{x}-12 b b_{x} \psi}$.
First Hamiltonian functions: $h_{0}(m)=-\int d x d \theta\left(2 b \psi+\psi \psi^{\prime}\right)$,
$h_{2}(m)=\frac{1}{4} \int d x d \theta\left(4 b^{3} \psi+6 b^{2} \psi \psi^{\prime}+4 b \psi \psi^{\prime 2}+\psi \psi^{\prime 3}+\psi_{x} \psi_{x}^{\prime}+2 b_{x} \psi_{x}\right)$.
Parameter dependent Lax formulation: $d \mathscr{L}^{\hat{\lambda}}(m) / d t_{2 j}=\left[\mathscr{L}^{\hat{\lambda}}(m), \mathscr{C}_{2 j}^{\hat{\lambda}}(m)\right](j=0,1,2, \ldots)$ :
$\mathscr{L}^{\lambda}(m):=\left(\begin{array}{cccc}D & -\frac{1}{2} \psi & -1 & 0 \\ -\frac{1}{2} \psi & D & 0 & -1 \\ -\lambda & -b-\frac{1}{2} \psi^{\prime} & -D & -\frac{1}{2} \psi \\ -b-\frac{1}{2} \psi^{\prime} & \lambda & -\frac{1}{2} \psi & -D\end{array}\right)$.
The operators $\mathscr{C}_{2 j}(m)$ are obtained evaluating the homologous operators of Table 1 b with $a=b, \varphi=\psi$.

Parameter independent Lax formulation: $d L(m) / d t_{2 J}=\left[L(m), C_{2 j}(m)\right] \quad(j=0,1,2, \ldots)$ :
$L(m):=\left(\begin{array}{cc}-\partial_{x} & -b-\psi D \\ b+\psi D & \partial_{x}\end{array}\right)$.
The operators $C_{2 j}(m)$ are obtained evaluating the homologous operators of Table 1 b with $a=b, \varphi=\psi$.

Scalar Lax formulation: $d \Lambda(m) / d t_{2 j}=\left[\Lambda(m), \Gamma_{2 j}(m)\right] \quad(j=0,1,2, \ldots)$ :
$\Lambda(m):=\partial_{x x}+\left(\psi_{x}-\psi \psi^{\prime}-2 b \psi\right) D+b_{x}-b^{2}+b^{\prime} \psi$,
$\Gamma_{0}(m):=-\partial_{x}=-\left(\Lambda^{\frac{1}{2}}\right)_{+}(m)$,
$\Gamma_{2}(m):=-\partial_{x x x}+\frac{3}{2}\left(2 b \psi+\psi \psi^{\prime}-\psi_{x}\right) D \partial_{x}+\frac{3}{2}\left(b^{2}+\psi b^{\prime}-b_{x}\right) \partial_{x}$
$+\frac{3}{4}\left(2 \psi b+\psi^{\prime} \psi-\psi_{x}\right)_{x} D+\frac{3}{4}\left(b^{2}-b^{\prime} \psi-b_{x}\right)_{x}=-\left(\Lambda^{\frac{3}{2}}\right)_{+}(m)$.
$(+$ denotes projection on the purely differential part of scalar super pseudo-differential operators in $D$.)
3.4. The susy KdV theory of Manin-Radul. The Manin-Radul theory is well known from the literature [MR, OP, MP1]; here, we show that it can also be obtained from the susy AKNS by reduction to the submanifold

$$
\begin{equation*}
\mathscr{M}_{3}:=\{(b, a, \psi, \varphi) \in \mathscr{M} \mid b=-1, \psi=0\} . \tag{3.4.1}
\end{equation*}
$$

This submanifold can be identified with a set of pairs $(a, \varphi)$. The square $J:=$ $N^{2}$ of the recursion operator in Table 1a and the even order vector fields $K_{2 j}$ of the susy AKNS hierarchy can be restricted to $\mathscr{M}_{3}$; the first Poisson tensor $Q$ of Table la cannot be restricted and its inverse $\Omega$ is reduced to zero on $\mathscr{M}_{3}$. For our purposes, it is convenient to consider the $(0,2)$ type tensor $\Theta:=\Omega \circ N$ (which is a (pre)symplectic tensor on the susy AKNS phase space). The restrictions of $\Theta, J$, $K_{2 j}$ and $h_{2 j}$ to $\mathscr{M}_{3}$ will be denoted for brevity with the same symbols. We can set up from these objects a recursion scheme; the explicit expressions for $\Theta$ and $J$ are reported in Table 4, together with the first vector fields and Hamiltonian functions.

One recognizes the already known biHamiltonian framework of the Manin-Radul theory. ${ }^{2}$

The ordinary KdV theory can be obtained from the present one via the reduction

$$
\begin{equation*}
a=0, \quad \varphi(x, \theta)=\theta u(x) \tag{3.4.2}
\end{equation*}
$$

( $u$ an arbitrary even function of $x$ ). In particular, under this constraint the evolution equation associated to the vector field $K_{2}$ becomes $d u / d t=\frac{1}{4} u_{x x x}+\frac{3}{2} u u_{x}$.

The Manin-Radul susy KdV admits matrix Lax formulations as in Eqs. (2.2.5), (2.2.8), (2.2.9) and (2.2.10), where the involved linear operators are obtained evaluating the operators $\mathscr{L}^{\lambda}, \mathscr{C}_{2 j}^{\lambda}, L$ and $C_{2 j}$ of Table 1 b at $m=(-1, a, 0, \varphi)$. There is also another Lax formulation in terms of scalar operators acting on a space of superfields $\chi=\chi(x, \theta)$. This formulation can be inferred from Eq. (2.2.10); in fact, for each $m \in \mathscr{M}_{3}$, the operator $L^{2}(m)$ leaves invariant the subspace $\mathscr{H}_{0} \subset \mathscr{H}$ formed by pairs $\Psi=\binom{\chi}{\chi_{x}}$. It is found that

$$
\begin{equation*}
L^{2}(m)\binom{\chi}{\chi_{x}}=\binom{\Lambda(m) \chi}{(\Lambda(m) \chi)_{x}}, \quad \Lambda(m):=\partial_{x x}+\varphi D+a . \tag{3.4.3}
\end{equation*}
$$

By inspection, $\mathscr{H}_{0}$ also appears to be invariant for the operators $C_{2 j}(m)$, so it is possible to define scalar operators $\Gamma_{2 j}(m)$ such that $C_{2 j}(m)\binom{\chi}{\chi_{x}}=\binom{\Gamma_{2 j}(m) \chi}{\left(\Gamma_{2 j}(m) \chi\right) x}$. The first ones of these operators are reported in Table 4. They are related to the fractional powers of $\Lambda$; the scalar Lax formalism obtained in this way is familiar in the literature on the Manin-Radul theory.

We conclude discussing the connections between this theory and the susy mKdV of the previous subsection. By comparing the operators $\Lambda(m)$ in Eqs. (3.3.3) and (3.4.3) we are led to introduce the transformation $\mathscr{F}: \mathscr{M}_{2} \rightarrow \mathscr{M}_{3},(b, \psi) \mapsto(a, \varphi)$, where

$$
\begin{equation*}
a=b_{x}-b^{2}+b^{\prime} \psi, \quad \varphi=\psi_{x}-\psi \psi^{\prime}-2 b \psi \tag{3.4.4}
\end{equation*}
$$

The (pre)symplectic tensor $\Theta$ and the recursion operator $J$ of Table 3 are converted via $\mathscr{F}$ into the corresponding objects of Table 4. Also, the vector fields and the Hamiltonian functions of the susy mKdV are transformed via $\mathscr{F}$ into the ones of the Manin-Radul theory. For this reason, we call $\mathscr{F}$ a susy Miura map. Under the constraints (3.3.2) and (3.4.2), we obtain from $\mathscr{F}$ the classical Miura map $u=v_{x}-v^{2}$.

The map (3.4.4) contains a supersymmetric transformation known from the literature. Indeed, (3.4.4) is compatible with the constraints $a=0, b=0$, and induces in this way the map $\psi \mapsto \varphi=\psi_{x}-\psi \psi^{\prime}$, appearing in [RH]. As it was shown in the quoted paper, this transformation relates a susy mKdV theory in one superfield $\psi$ with a susy KdV theory in $\varphi$. In the present framework, the $\psi$ theory can be obtained from Table 3 putting the constraint $b=0$; the $\varphi$ theory can be deduced from the Manin-Radul KdV of Table 4 putting $a=0$, and corresponds to the well known susy KdV of Mathieu [Mat].

[^1]Table 4. Manin-Radul theory
(Pre)symplectic tensor at a point $m=(a, \varphi)$ :

$$
\Theta_{m}: T_{m} \mathscr{M}_{3} \rightarrow T_{m}^{*} \mathscr{M}_{3}, \quad \Theta_{m}\binom{\dot{a}}{\dot{\varphi}}=\frac{1}{2}\left(\begin{array}{cc}
0 & \partial_{x}^{-1} \\
\partial_{x}^{-1} & D^{-1}+\partial_{x}^{-1} \varphi \partial_{x}^{-1}
\end{array}\right)\binom{\dot{a}}{\dot{\varphi}} .
$$

Recursion operator at a point $m$ :

$$
J_{m}: T_{m} \mathscr{M}_{3} \rightarrow T_{m} \mathscr{M}_{3}, \quad J_{m}\binom{\dot{a}}{\dot{\varphi}}=\frac{1}{4}\left(\begin{array}{cc}
J_{a a} & J_{a \varphi} \\
J_{\varphi a} & J_{\varphi \varphi}
\end{array}\right)\binom{\dot{a}}{\dot{\varphi}}
$$

$J_{a a}:=\partial_{x x}+2 \varphi D+4 a+\varphi D^{-1} \varphi D^{-1}+2 a_{x} \partial_{x}^{-1}+\varphi_{x} D^{-1}, J_{\varphi a}:=4 \varphi+2 \varphi_{x} \partial_{x}^{-1}$,
$J_{a \varphi}:=-2 a^{\prime}+\left(a \varphi-a_{x}^{\prime}\right) \partial_{x}^{-1}-a^{\prime} D^{-1} \varphi \partial_{x}^{-1}-\varphi D^{-1} a D^{-1}+2 a_{x} \partial_{x}^{-1} \varphi \partial_{x}^{-1}$,
$J_{\varphi \varphi}:=\partial_{x x}+2 \varphi D+4 a+2 \varphi^{\prime}+\varphi^{\prime} D^{-1} \varphi \partial_{x}^{-1}+\left(2 a_{x}+\varphi_{x}^{\prime}\right) \partial_{x}^{-1}+\varphi_{x} \partial_{x}^{-1}\left(D+2 \varphi \partial_{x}^{-1}\right)$.
Recursion schemes: $d h_{2 J+2}=N^{*} d h_{2 j}=\Theta K_{2 j}$ and $K_{2 j+2}=J K_{j}(j=0,1,2, \ldots)$.
First vector fields: $K_{0}(m)=\binom{a_{x}}{\varphi_{x}}, \quad K_{2}(m)=\frac{1}{4} \partial_{x}\binom{a_{x x}+3 a^{2}+3 \varphi a^{\prime}}{\varphi_{x x}+3 \varphi \varphi^{\prime}+6 a \varphi}$.
First Hamiltonian functions: $h_{0}(m)=\int d x d \theta \varphi, h_{2}(m)=\frac{1}{4} \int d x d \theta\left(\varphi \varphi^{\prime}+2 a \varphi\right)$.
Parameter dependent Lax formulation: $d \mathscr{L}^{\lambda}(m) / d t_{j}=\left[\mathscr{L}^{\lambda}(m), \mathscr{C}_{2 j}^{\lambda}(m)\right](j=0,1,2, \ldots)$ :
$\mathscr{L}^{\hat{\lambda}}(m):=\left(\begin{array}{cccc}D & 0 & -1 & 0 \\ -\frac{1}{2} \varphi & D & 0 & -1 \\ -\lambda & 1 & -D & 0 \\ -a-\frac{1}{2} \varphi^{\prime} & \lambda & 0 & -D\end{array}\right)$.
The operators $\mathscr{C}_{2 j}^{\lambda}(m)$ are obtained evaluating the homologous operators of Table 1 b with $b=-1$, $\psi=0$.
Parameter independent Lax formulation: $d L(m) / d t_{2 j}=\left[L(m), C_{2 j}(m)\right](j=0,1,2, \ldots)$ :
$L(m):=\left(\begin{array}{cc}-\partial_{x} & 1 \\ a+\varphi D & \partial_{x}\end{array}\right)$.
The operators $C_{2 j}(m)$ are obtained evaluating the homologous operators of Table $1 b$ with $b=-1, \psi=0$.
Scalar Lax formulation: $d \Lambda(m) / d t_{2 j}=\left[\Lambda(m), \Gamma_{2 j}(m)\right](j=0,1,2, \ldots)$ :
$\Lambda(m):=\partial_{x x}+\varphi D+a, \quad \Gamma_{0}(m):=-\partial_{x}=-\left(\Lambda^{\frac{1}{2}}\right)_{+}(m)$,
$\Gamma_{2}(m):=-\partial_{x x x}-\frac{3}{2} \varphi D \partial_{x}-\frac{3}{2} a \partial_{x}-\frac{3}{4} \varphi_{x} D-\frac{3}{4} a_{x}=-\left(\Lambda^{\frac{3}{2}}\right)_{+}(m)$.

## 4. Description of the Method: The BiHamiltonian Reduction

The method employed to construct the susy AKNS theory of Sect. 2 is strictly related to the general framework of [MP1-2]. The main points are:
i) the loop superalgebras and their biHamiltonian structures;
ii) a reduction theorem holding for general biHamiltonian manifolds [CMP, CP], which can also be used in the susy case and can be applied in particular to loop superalgebras.

The phase space of the susy AKNS theory is the quotient biHamiltonian manifold arising from the reduction of the loop superalgebra $\mathscr{G}$ associated to the Lie superalgebra $g l(2,2)$. As explained in Subsect. 1.4, the elements of $\mathscr{G}$ are $4 \times 4$
matrices, whose entries are superfields depending on $x$ and $\theta$; we have a grading $\mathscr{G}=\mathscr{G}_{0} \oplus \mathscr{G}_{1}$ and a structure of Lie superalgebra given by the supercommutator [, ].

We consider $\mathscr{G}_{1}$ as a supermanifold. At every point $V \in \mathscr{G}_{1}$, the tangent space is identified with $\mathscr{G}_{1}$ itself, and the cotangent space with $\mathscr{G}_{0}$. As usually, we typically denote tangent vectors and covectors with $\dot{V}$ and $\delta V$, respectively; the pairing is

$$
\begin{equation*}
\langle\delta V, \dot{V}\rangle:=\int d x d \theta \operatorname{Tr}(\delta V \dot{V}) . \tag{4.1}
\end{equation*}
$$

$\mathscr{G}_{1}$ is a biHamiltonian supermanifold; the Poisson tensors $Q, P$ at a point $V$ are given by

$$
\begin{gather*}
Q_{V}: T_{V}^{*} \mathscr{G}_{1} \approx \mathscr{G}_{0} \rightarrow T_{V} \mathscr{G}_{1} \approx \mathscr{G}_{1}, \quad Q_{V}(\delta V):=[A, \delta V]  \tag{4.2}\\
P_{V}: T_{V}^{*} \mathscr{G}_{1} \approx \mathscr{G}_{0} \rightarrow T_{V} \mathscr{G}_{1} \approx \mathscr{G}_{1}, \quad P_{V}(\delta V):=D(\delta V)+[V, \delta V] . \tag{4.3}
\end{gather*}
$$

Here, $A$ is an odd supermatrix with constant entries; for any choice of $A$, the above equations define a pair of compatible Poisson tensors. The choice giving rise to the susy AKNS theory is $A:=\left(\begin{array}{cccc}0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0\end{array}\right)$, as anticipated in the Introduction.

The biHamiltonian manifold ( $\mathscr{G}_{1}, Q, P$ ) can be reduced using the technique of [CMP, CP]. Essentially, one has to choose a symplectic leaf $\mathscr{S}$ of $Q$ (i.e., an integral leaf of the distribution $\operatorname{Im} Q) ; \mathscr{S}$ carries a structure of fibered space, the fibers being the integral leaves of the distribution $\mathscr{E}:=T \mathscr{S} \cap \mathscr{D}$, where $\mathscr{D}:=$ $P($ Ker $Q)$. Both Poisson tensors $Q$ and $P$ can be reduced on the quotient space $\mathscr{M}:=\mathscr{S} / \mathscr{E}$, in an appropriate sense which is specified in the sequel. Let us summarize the main steps in this construction.
i) We choose the symplectic leaf $\mathscr{S}$ of $Q$ passing through the point $B=\left(\begin{array}{cccc}0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right)$ It is found that

$$
\mathscr{S}:=\left\{S \in \mathscr{G}_{1} \left\lvert\, S=\left(\begin{array}{cccc}
\mu & v & -1 & 0  \tag{4.4}\\
\sigma & \tau & 0 & -1 \\
d & g & -\mu & v \\
e & n & \sigma & -\tau
\end{array}\right)\right.\right\}
$$

where $d(x, \theta), e(x, \theta), g(x, \theta), n(x, \theta)$ are even superfields, and $\mu(x, \theta), v(x, \theta)$, $\sigma(x, \theta), \tau(x, \theta)$ are odd superfields. As well as for $A$, the choice of $B$ is suggested by the form that we expect for the spectral problem of the susy AKNS (see the discussion in the following section).
ii) The distributions $\mathscr{D}$ and $\mathscr{E}$ at any point $S$ of $\mathscr{S}$ are given by

$$
\mathscr{D}_{S}=\left\{\dot{S} \in \mathscr{G}_{1} \left\lvert\, \dot{S}=\left(\begin{array}{cccc}
q^{\prime}+p^{\prime}-\varepsilon & -v q-\rho-f^{\prime} & 0 & -2 f  \tag{4.5}\\
+f \sigma-s v & +f(\tau-\mu) & & \\
\sigma q-\xi-s^{\prime} & p^{\prime}+\varepsilon-\eta & -2 s & 0 \\
+s(\mu-\tau) & +s v-f \sigma & & \\
-\varepsilon^{\prime}-e f-g s & v \eta-g q-\rho^{\prime} & \varepsilon-q^{\prime}-p^{\prime} & \rho-f^{\prime}-v q \\
+v \xi-\rho \sigma & +\rho(\mu-\tau) & +s v-f \sigma & +f(\tau-\mu) \\
& -f(d+n) & & \\
\sigma \eta+e q-\xi^{\prime} & \varepsilon^{\prime}-\eta^{\prime}+v \xi+\sigma \rho & \sigma q+\xi-s^{\prime} & \eta-\varepsilon-p^{\prime} \\
+\xi(\tau-\mu) & -g s-e f & +s(\mu-\tau) & +\sigma f-v s \\
-(d+n) s & & &
\end{array}\right)\right.\right\}
$$

$$
\mathscr{E}_{S}=\left\{\dot{S} \in \mathscr{G}_{1} \left\lvert\, \dot{S}=\left(\begin{array}{cccc}
q^{\prime}+p^{\prime}-\varepsilon & -v q & 0 & 0  \tag{4.6}\\
\sigma q & p^{\prime}+\varepsilon-\eta & 0 & 0 \\
-\varepsilon^{\prime} & v \eta-g q & \varepsilon-q^{\prime}-p^{\prime} & -v q \\
e q+\sigma \eta & \varepsilon^{\prime}-\eta^{\prime} & \sigma q & \eta-\varepsilon-p^{\prime}
\end{array}\right)\right.\right\}
$$

where $p, q, f, s$ are arbitrary even superfields, and $\varepsilon, \eta, \rho, \xi$ are arbitrary and odd; these superfields play the role of arbitrary parameters.

A tangent vector to $\mathscr{S}$ can be written as $\dot{S}=\left(\begin{array}{cccc}\mu & v & 0 & 0 \\ \sigma & i & 0 & 0 \\ d & g & -\mu & v \\ e & n & \sigma & -i\end{array}\right)$; by comparing with Eq. (4.6), we find that $\dot{S} \in \mathscr{E}_{S}$ iff

$$
\begin{align*}
\dot{v}+v\left(\partial_{x}^{-1}(\dot{n}-\dot{d})+D^{-1}(\dot{\mu}-\dot{\tau})\right) & =0, \\
\dot{\sigma}-\sigma\left(\partial_{x}^{-1}(\dot{n}-\dot{d})+D^{-1}(\dot{\mu}-\dot{\tau})\right) & =0, \\
\dot{g}+g\left(\partial_{x}^{-1}(\dot{n}-\dot{d})+D^{-1}(\dot{\mu}-\dot{\tau})\right)+v D^{-1}(\dot{n}+\dot{d}) & =0, \\
\dot{e}-e\left(\partial_{x}^{-1}(\dot{n}-\dot{d})+D^{-1}(\dot{\mu}-\dot{\tau})\right)+\sigma D^{-1}(\dot{n}+\dot{d}) & =0 . \tag{4.7}
\end{align*}
$$

iii) We now integrate the distribution $\mathscr{E}$. It is found that the quotient space $\mathscr{M}=\mathscr{S} / \mathscr{E}$ can be identified with a space of quadruples $m=(b, a, \psi, \varphi)$, where $b, a$ are even superfields, and $\psi, \varphi$ are odd; the quotient map is $\pi: \mathscr{S} \rightarrow \mathscr{M}, S \mapsto$ $\pi(S)=(b, a, \psi, \varphi)$, where

$$
\begin{align*}
b:=\frac{1}{2}\left(1-\beta^{\prime}-\beta f_{x}^{\prime}\right) \exp (-f), \quad a & :=2\left(h-\gamma^{\prime}+\gamma f_{x}\right) \exp (f), \\
\psi:=\beta \exp (-f), \quad \varphi & :=4 \gamma \exp (f), \tag{4.8}
\end{align*}
$$

and $\beta, \gamma, h, f$ are expressed as follows in terms of the elements of the matrix $S$ :

$$
\begin{align*}
\beta=\frac{v}{g}, \quad \gamma= & \sigma g \exp \left(\left(\frac{\sigma}{e}+\frac{v}{g}\right) D^{-1}(n+d)\right), \\
h= & e g \exp \left(\left(\frac{\sigma}{e}+\frac{v}{g}\right) D^{-1}(n+d)\right), \\
f_{x}= & d-n+\tau^{\prime}-\mu^{\prime}-\frac{g_{x}}{g}-\left(\frac{v}{g} D^{-1}(n+d)\right)_{x} \\
& +2 v \sigma \exp \left(\left(\frac{\sigma}{e}+\frac{v}{g}\right) D^{-1}(n+d)\right) . \tag{4.9}
\end{align*}
$$

For each $m \in \mathscr{M}$, the corresponding fiber $\pi^{-1}(m)$ contains an element of the form

$$
\Sigma(m)=\left(\begin{array}{cccc}
0 & -\frac{1}{2} \psi & -1 & 0  \tag{4.10}\\
-\frac{1}{2} \varphi & 0 & 0 & -1 \\
\frac{1}{4} \varphi \psi & -b-\frac{1}{2} \psi^{\prime} & 0 & -\frac{1}{2} \psi \\
-a-\frac{1}{2} \varphi^{\prime} & \frac{1}{4} \psi \varphi & -\frac{1}{2} \varphi & 0
\end{array}\right)
$$

The map $m \mapsto \Sigma(m)$ is a cross section of the fibration $\mathscr{S} \rightarrow \mathscr{M}$.
iv) The final step in our construction is the reduction to the quotient manifold $\mathscr{M}$ of the Poisson tensors (4.2) and (4.3) carried by the loop superalgebra. For simplicity, the reduced tensors are indicated again by $Q$ and $P$; according to [CMP, CP], they are defined as follows at any point $m$ of the quotient space:

$$
\begin{equation*}
Q_{m} \delta m=\left(T_{S} \pi\right)\left(Q_{S} \delta V\right), \quad P_{m} \delta m=\left(T_{S} \pi\right)\left(P_{S} \delta V\right) \tag{4.11}
\end{equation*}
$$

Here, $S$ is any point of the fiber $\pi^{-1}(m)$ and $T_{S} \pi: T_{S} \mathscr{S} \rightarrow T_{m} \mathscr{M}$ is the tangent map to the projection; $\delta V \in \mathscr{G}_{0}$ is any covector which annihilates the distribution $\mathscr{D}_{S}$ and projects on $\delta m$ in the following sense: $\langle\delta V, \dot{S}\rangle=\left\langle\delta m,\left(T_{S} \pi\right) \dot{S}\right\rangle$ for each $\dot{S} \in T_{S} \mathscr{S}$.

Applying Eq. (4.11), we find for the Poisson tensors $Q_{m}$ and $P_{m}$ the explicit expressions given in Table 1a of Sect. 2. In conclusion, we have obtained a biHamiltonian structure on the quotient space $\mathscr{M}$; now, if we look for the biHamiltonian hierarchies engendered by this structure, we are led to the susy AKNS theory of Sect. 2.

## 5. Description of the Method: The Lax Formalism

In the biHamiltonian strategy, the Lax formalism is a supplementary outcome of the reduction of loop algebras; the general procedure was discussed in [MP2], and here we will apply it to the susy AKNS theory.

Consider the loop superalgebra $\mathscr{G}$ introduced in the previous section. The elements of $\mathscr{G}$ are $4 \times 4$ matrices where each entry is a superfield; so, they act naturally by multiplication on the quadruples of superfields $\left(\begin{array}{c}\Psi_{1}(x, \theta) \\ \Psi_{2}(x, \theta) \\ \xi_{1}(x, \theta) \\ \xi_{2}(x, \theta)\end{array}\right)$. Following Subsect. 2.2, let us introduce a space $\mathscr{W}$ of such quadruples, and a space $\operatorname{Lin}^{\lambda}(\mathscr{W})$ of linear operators on $\mathscr{W}$, depending polynomially on the parameter $\lambda$. Furthermore, let us fix attention on the section $\Sigma: \mathscr{M} \rightarrow \mathscr{S} \subset \mathscr{G}_{1}$ defined by Eq. (4.10), and introduce the map

$$
\begin{equation*}
\mathscr{L}^{\lambda}: \mathscr{M} \rightarrow \operatorname{Lin}^{\lambda}(\mathscr{W}), \quad m \mapsto \mathscr{L}^{\lambda}(m):=D+\Sigma(m)+\lambda A \tag{5.1}
\end{equation*}
$$

( $A$ is the matrix in Eq. (4.2)). The biHamiltonian reduction scheme from which the map $\Sigma$ arises implies that $\mathscr{L}^{\lambda}(m)$ is a matrix Lax operator for the susy AKNS hierarchy. The explicit expression of this operator was anticipated in Sect. 2 (see Table 1b).

We now explain how to construct maps $\mathscr{C}_{j}^{\lambda}: \mathscr{M} \rightarrow \operatorname{Lin}^{\lambda}(\mathscr{W}), m \mapsto \mathscr{C}_{j}^{\lambda}(m)$ such that the Lax formulation $d \mathscr{L}^{\lambda}(m) / d t_{j}=\left[\mathscr{L}^{\lambda}(m), \mathscr{C}_{j}^{\lambda}(m)\right]$ holds. First of all, one checks by direct computation that this equation is satisfied for $j=-1$, setting $\mathscr{C}_{-1}^{\lambda}(m)=\mathscr{Z}$, with $\mathscr{Z}:=\operatorname{Diag}(-1,1,-1,1)$. The biHamiltonian reduction theory ensures that all the other vector fields of the hierarchy admit a Lax representation and also allows the following geometrical construction for the operators $\mathscr{C}_{j}$.

Let $m \in \mathscr{M}, \delta m \in T_{m}^{*} \mathscr{M}, S=\Sigma(m)$. Then there exist two covectors $\delta V, \delta V^{\prime} \in$ $T_{S}^{*} \mathscr{G}_{1} \approx \mathscr{G}_{0}$, such that the linear combination $\delta V^{\lambda}=\delta V+\lambda \delta V^{\prime}$ has the following properties, identically in $\lambda$ :
i) $\delta V^{\lambda}$ annihilates $\mathscr{D}_{S}$;
ii) $\delta V^{\lambda}$ projects on $\delta m$, i.e., $\left\langle\delta V^{\lambda}, \dot{S}\right\rangle=\left\langle\delta m,\left(T_{S} \pi\right) \dot{S}\right\rangle$ for each $\dot{S} \in T_{S} \mathscr{S}$;
iii) $\left(P_{S}+\lambda Q_{S}\right) \delta V^{\lambda} \in \operatorname{Im}\left(T_{m} \Sigma\right)$ (i.e., this vector is tangent to the cross section $\left.\Sigma\right)$.

The $\lambda$-dependent covector $\delta V^{\lambda}$ is uniquely determined by the above conditions; putting

$$
\begin{equation*}
\Sigma^{\star \lambda}(m, \delta m):=\delta V^{\lambda} \tag{5.2}
\end{equation*}
$$

we define a map $\Sigma^{\star \lambda}$ from $T^{*} \mathscr{M}$ to $T^{*} \mathscr{G}_{1}[\lambda]$ (the bundle whose fiber at a point $V$ is the space $T_{V}^{*} \mathscr{G}_{1}[\lambda] \approx \mathscr{G}_{0}[\lambda]$, formed by the covectors depending polynomially on the parameter $\lambda$ ). The explicit expression of this map is reported in Table 1b; according to the terminology introduced in [MP2], $\Sigma^{\star \lambda}$ is the ( $\lambda$-dependent) lift map corresponding to the cross section $\Sigma$. Let us now put $\mathscr{C}_{j}^{\lambda}(m)=\sum_{k=0}^{j}(-1)^{k} \lambda^{k} \Sigma^{\star \lambda}\left(m, d_{j-k}(m)\right)+(-1)^{j+1} \lambda^{j+1} \mathscr{Z}$, where $d_{j}$ denotes, as before, the differential of the $j^{\text {th }}$ Hamiltonian function. The maps $\mathscr{C}_{j}^{\lambda}$, together with $\mathscr{L}^{\lambda}$, give the Lax representation of the hierarchy .

This representation is realized in terms of $4 \times 4$ matrix superdifferential operators; we now infer some "reduced" Lax formulations in terms of $2 \times 2$ matrix operators, applying a reduction theory for parameter-dependent Lax pairs discussed in [MP2]. Let us examine the spectral problem $\mathscr{L}^{\lambda}(m) \Phi^{\lambda}=0$; this problem was considered in Sect. 2, where we found that it is equivalent to the linear system (2.2.6).

We now reformulate this fact in a more geometrical fashion. The Lax operator $\mathscr{L}^{\lambda}(m)$ acts on a space $\mathscr{W}$ of quadruples $\Phi=\left(\begin{array}{c}\Psi_{1} \\ \Psi_{2} \\ \xi_{1} \\ \xi_{2}\end{array}\right)$, where each component is a superfield. Let us identify $\mathscr{W}$ with a direct sum:

$$
\begin{equation*}
\mathscr{W}=\mathscr{H} \oplus \mathscr{H}^{\prime} \tag{5.3}
\end{equation*}
$$

where the space $\mathscr{H}$ consists of pairs $\Psi:=\binom{\Psi_{1}}{\Psi_{2}}$ and $\mathscr{H}^{\prime}$ consists of pairs $\xi:=\binom{\xi_{1}}{\xi_{2}}$. Due to this decomposition, we can represent a linear operator from $\mathscr{W}$ into itself as a matrix $\left(\begin{array}{cc}T & X \\ Y & Z\end{array}\right)$, where $T$ maps $\mathscr{H}$ into itself, $X$ sends $\mathscr{H}^{\prime}$ into $\mathscr{H}$, etc.. The linear system (2.2.6) can be written as

$$
\left(\begin{array}{cc}
-L(m)+\lambda & 0  \tag{5.4}\\
-R(m) & 1
\end{array}\right)\binom{\Psi}{\xi}=0
$$

with $L(m)$ as in Table 1 b and $R(m) \Psi:=\binom{\Psi_{1}^{\prime}-\frac{1}{2} \psi \Psi_{2}}{\Psi_{2}^{\prime}-\frac{1}{2} \varphi \Psi_{1}}$.
Note that the matrix appearing in Eq. (5.4) is lower triangular. In fact, the operator $\mathscr{L}^{\lambda}(m)$ admits a triangular decomposition, in the sense of [MP2]; this implies that the Lax formulation (2.2.5) can be reduced to a parameter independent formulation of the form (2.2.8), in terms of linear operators acting on $\mathscr{H}$. To this purpose, we define two linear maps

$$
\begin{align*}
& E: \mathscr{W} \rightarrow \mathscr{H}, \quad E\binom{\Psi}{\xi}:=\Psi \\
& \mathscr{F}(m): \mathscr{H} \rightarrow \mathscr{W}, \quad \mathscr{F}(m) \Psi:=\binom{\Psi}{R(m) \Psi} . \tag{5.5}
\end{align*}
$$

Let us write down each of the operators $\mathscr{C}_{j}^{\lambda}(m) \in \operatorname{Lin}^{\lambda}(\mathscr{W})$ as a polynomial in $\lambda: \mathscr{C}_{j}^{\lambda}(m)=\sum_{k=0}^{j+1} \mathscr{C}_{j k}(m) \lambda^{k}$, and define as follows the operators $C_{j}(m)$, acting
on $\mathscr{H}$ :

$$
\begin{equation*}
C_{j}(m):=\sum_{k=0}^{j+1} E \mathscr{C}_{j k}(m) \mathscr{F}(m) L^{k}(m) \tag{5.6}
\end{equation*}
$$

(i.e., multiply $\mathscr{C}_{j}^{\lambda}(m)$ by $E$ on the left, $\mathscr{F}(m)$ on the right and replace $\lambda^{k}$ with the $k^{\text {th }}$ power of $L(m)$ ). We can employ $L(m)$ and the above operators to set up a Lax formulation as in Eq. (2.2.8); also, from the definitions of $\mathscr{C}_{j}^{\lambda}(m), E, \mathscr{F}(m), R(m)$, it follows that the operators $C_{j}(m)$ can be expressed as in Table 1 b .
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[^0]:    ${ }^{1}$ This means that we are considering $L_{0}$-bilinear or multilinear maps, where $L_{0}$ is the set of "real" even scalars as in Subsect. 1.1.

[^1]:    ${ }^{2}$ In order to compare Table 4 with the description of the Manin-Radul theory given in our previous works [MP1, MP4], it is necessary to perform a reflection $\varphi \mapsto-\varphi$. In the quoted papers, we present a biHamiltonian scheme based on a pair of Poisson tensors $Q, P$; the pair $\Theta, J$ of Table 4 is related to $Q, P$ by $\Theta=2 Q^{-1}$ and $J=-P \circ Q^{-1}$.

