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#### Abstract

Given a piecewise monotone transformation $T$ of the interval and a piecewise continuous complex weight function $g$ of bounded variation, we prove that the Ruelle zeta function $\zeta(z)$ of $(T, g)$ extends meromorphically to $\left\{|z|<\theta^{-1}\right\}$ (where $\theta=\lim _{n \rightarrow \infty}\left\|g \circ T^{n-1} \cdot \cdots \cdot g \circ T \cdot g\right\|_{\infty}^{1 / n}$ ) and that $z$ is a pole of $\zeta$ if and only if $z^{-1}$ is an eigenvalue of the corresponding transfer operator $\mathscr{L}$.


 We do not assume that $\mathscr{L}$ leaves a reference measure invariant.
## 1. Introduction and Statement of Results

Suppose $T:[0,1] \rightarrow[0,1]$ is piecewise monotone, i.e., there is a finite partition $\mathscr{Z}$ of $[0,1]$ into intervals such that $T_{\mid z}$ is strictly monotone and continuous for each $Z \in \mathscr{Z}$. For a function $f:[0,1] \rightarrow \mathbb{C}$, let

$$
\begin{aligned}
& \operatorname{var}(f)=\sup \left\{\sum_{i=1}^{n}\left|f\left(a_{i}\right)-f\left(a_{i-1}\right)\right|: n \geqq 1,0 \leqq a_{0}<\cdots<a_{n} \leqq 1\right\} \\
& \|f\|_{B V}=\operatorname{var}(f)+\sup (|f|)
\end{aligned}
$$

and denote by $B V=\left\{f:[0,1] \rightarrow \mathbb{C}\right.$ such that $\left.\|f\|_{B V}<\infty\right\}$ the space of functions of bounded variation.

Given $g \in B V$, one can define the transfer operator

$$
\mathscr{L}: B V \rightarrow B V, \quad \mathscr{L} f(x)=\sum_{y: T(y)=x}(f \cdot g)(y)=\sum_{Z \in \mathscr{Y}}(f \cdot g)^{\circ} T_{\mid Z}^{-1}(x)
$$

and the Ruelle zeta function

$$
\zeta(z)=\exp \left(\sum_{n=1}^{\infty} \frac{z^{n}}{n} \sum_{x=T^{n} x} g_{n}(x)\right),
$$

[^0]where $g_{n}(x)=g\left(T^{n-1} x\right) \cdot \cdots \cdot g(T x) \cdot g(x)$. Let
$$
\theta=\lim _{n \rightarrow \infty}\left(\sup \left|g_{n}\right|\right)^{1 / n}
$$

The aim of this paper is to relate the poles of $\zeta(z)$ to the isolated eigenvalues of $\mathscr{L}$. Under the above assumptions, we prove in Sect. 2.

Theorem 1. The essential spectral radius of $\mathscr{L}$ is $\leqq \theta$. For each $\Theta>\theta$, the operator $\mathscr{L}$ can be decomposed as

$$
\begin{equation*}
\mathscr{L}=\sum_{i=1}^{N(\Theta)} \lambda_{i} \mathscr{P}_{i} \Lambda_{i}+\mathscr{P} \mathscr{L}, \tag{1.1}
\end{equation*}
$$

where $\mathscr{P}_{i}$, for $i=1, \ldots, N(\Theta)$, and $\mathscr{P}$ are mutually orthogonal projections commuting with $\mathscr{L}$ such that $\mathscr{P}+\sum_{i=1}^{N(\Theta)} \mathscr{P}_{i}=$ Id. For each $i=1, \ldots, N(\Theta)$, we have $\left|\lambda_{i}\right|>\Theta$, $\operatorname{rank}\left(\mathscr{P}_{i}\right)<\infty$, and $\Lambda_{i}=\mathscr{P}_{i}+N_{i}$, where $N_{i}$ is nilpotent and $\mathscr{P}_{i} N_{i}=N_{i} \mathscr{P}_{i}=N_{i}$. Finally $\left\|\mathscr{P} \mathscr{L}^{m}\right\|_{B V} \leqq$ const $\cdot \Theta^{m}$.
(It may happen that $\theta=\rho(\mathscr{L})$, the spectral radius of $\mathscr{L}$. In this case $N(\Theta)=0$.)
(Except in some unnatural cases the essential spectral radius of $\mathscr{L}$ is equal to $\theta$.)
Remark. In Sect. 2 we actually prove a bit more: If $\mathscr{Z}$ is a countable partition and if $\sum_{Z \in \mathscr{Y}} \sup _{Z}|g|<\infty$, then Theorem 1 still holds. Based on estimates of Rychlik (1983), a similar result was proved by Keller (1984). The main difference between our Theorem 1 and this result is that Rychlik and Keller assume the existence of a Borel measure $m$ on $[0,1]$ with full topological support and such that

$$
\begin{equation*}
\int \mathscr{L} f d m=\int f d m \quad \text { for all } \quad f \in B V \tag{1.2}
\end{equation*}
$$

(This implies in particular $g \geqq 0$ ).
If, in our case, $g \geqq 0$, then $\rho(\mathscr{L})$ is an eigenvalue of $\mathscr{L}$ provided $\rho(\mathscr{L})>\theta$. (This can be proved directly as in Remark 6.8 of Keller (1986), but also follows from our Theorem 2 and Pringsheim's theorem, see e.g. Landau (1946), Sect. 17). In this case one can construct a measure $m$ as above along the lines of Proposition 6.10 of Keller (1986).

To study the zeta function, we make two additional assumptions:

$$
\begin{align*}
& g_{\mid Z} \text { is continuous for each } Z \in \mathscr{Z}  \tag{1.3}\\
& \mathscr{Z} \text { is a generating partition for } T . \tag{1.4}
\end{align*}
$$

In Sect. 4 we prove
Theorem 2. Assume (1.3) and (1.4).

1. $\zeta(z)$ is meromorphic and nonzero in $\left\{|z|<\theta^{-1}\right\}$.
2. Suppose $|z|<\theta^{-1}$. Then $z$ is a pole of $\zeta$ of multiplicity $k$ if and only if $z^{-1}$ is an eigenvalue of $\mathscr{L}$ of multiplicity $k$.

It follows that $\zeta(z)$ is analytic and nonzero in $\left\{|z|<\rho(\mathscr{L})^{-1}\right\}$.
Remark. An analogon to Theorem 2 for subshifts of finite type and Hölder continuous $g$ was proved by Haydn (1987) under the additional assumption
$\inf |g|>0$, precursors of his result are due to Pollicott (1986) and Ruelle (1987). Earlier work of Ruelle also points in this direction (see in particular Ruelle (1976) and Ruelle (1978), Theorem 5.29), and in a recent manuscript Ruelle (1989) proves Haydn's result without the $\inf |g|>0$ assumption. Our methods rely on Haydn's work.

For piecewise monotone interval maps satisfying (1.2), Theorem 2 was conjectured by Hofbauer and Keller (1984) who proved most of it for the special case of piecewise constant $g$. This case is also investigated by Mori (1987). If $g \equiv 1$, $\zeta(z)$ is just the classical Artin-Mazur zeta function which has been studied e.g. by Milnor and Thurston (1977, 1988), Hofbauer (1985) and Preston (1988).

A good knowledge of the eigenvalues of the transfer operator is needed, e.g. for the study of resonances in dynamical systems, see Ruelle (1987), Baladi et al. (1989) and Eckmann (1988).

In order to prove Theorem 2, it is useful for technical reasons to double all points $a_{1}, \ldots, a_{N-1}$ of the set $(0,1) \backslash \bigcup_{Z \in \mathscr{Z}} \operatorname{int}(Z)$ and all their preimages as described in Sect. 1 of Hofbauer and Keller (1984) (int ( $Z$ ) denotes the interior of the interval $Z$ ). We call the enlarged space $X$, keep the notation $\mathscr{Z}$ for the partition, and extend $g$ and $T$ continuously to $X . X$ is totally ordered and order complete, such that it is compact for its order topology and $\mathscr{Z}$ is now an open (and closed) partition. This will be advantageous in particular in Sect. 3 where we construct Markov extensions. Note also that $X$ contains points isolated from one side (the doubled points), but it does not contain completely isolated points, in fact, each nonempty open interval in $X$ is uncountable.

Since at most finitely many periodic orbits are affected by this procedure, the poles of the zeta function are still the same. One defines the space $B V$ of functions of bounded variation on $X$ and the transfer operator $\mathscr{L}$ acting on $B V$ like in the case of the unit interval. To see that the construction just described does not change the spectral properties of $\mathscr{L}$ outside $\{|\lambda| \leqq \theta\}$, we must check that one can identify functions $f_{1}, f_{2} \in B V$ for which $\left\{x: f_{1}(x) \neq f_{2}(x)\right\}$ is at most countable. (Write $f_{1} \approx f_{2}$.) This is the content of the following proposition, which also gives a useful result from an "applied" point of view.

Proposition 1.1. Assume (1.3) and let $f \in B V$.

1. If there exist $a k \geqq 1$ and $a|\lambda|>\theta$ such that $(\mathscr{L}-\lambda)^{k} f=0$ and $f \approx 0$, then $f(x)=0$ for all $x \in X$.
2. If there exist $a k \geqq 1$ and a $\lambda \neq 0$ such that $(\mathscr{L}-\lambda)^{k} f \approx 0$, then there is $f_{1} \in B V$ such that $f_{1} \approx f$ and $(\mathscr{L}-\lambda)^{k} f_{1}=0$.

Note that assumption (1.3) is needed in Theorem 2 only because of Proposition 1.1.
Since $T$ is a positively expansive continuous mapping and $g$ is continuous in the modified system, the pressure $P(T, \log (g))$ for positive $g$ is well defined by (see Theorem 1.9 in Walters (1976)):

$$
\begin{equation*}
P(T, \log (g)):=\limsup _{n \rightarrow \infty} \frac{1}{n} \log \sum_{\eta \in \mathscr{Y}_{n}} \sup _{\eta}\left(g_{n}\right), \tag{1.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{Z}_{n}=\left\{Z_{0} \cap T^{-1} Z_{1} \cap \cdots \cap T^{-(n-1)} Z_{n-1}: Z_{i} \in \mathscr{Z} \text { for all } i\right\} . \tag{1.6}
\end{equation*}
$$

In Sect. 4 we complete the analogy with subshifts of finite type by
Theorem 3. Assume (1.3) and (1.4). Then $P(T, \log (|g|)) \geqq \log \rho(\mathscr{L})$ and, if $g \geqq 0$, then equality holds.

We end this section with the proof of Proposition 1.1:

## Proof of Proposition 1.1.

1. We first consider the case $k=1$. As $\sum_{x, f(x) \neq 0}|f(x)| \leqq \operatorname{var}(f)<\infty$, we have:

$$
|f(x)|=\left|\lambda^{-m} \mathscr{L}^{m} f(x)\right| \leqq \sum_{T^{m}=x}\left|\frac{g_{m}(y)}{\lambda^{m}}\right| \cdot|f(y)| \leqq \frac{\sup \left|g_{m}\right|}{|\lambda|^{m}} \cdot \operatorname{var}(f)
$$

for all $m>0$ and all $x$. Letting $m \rightarrow \infty$ we see that $f(x)=0$ for all $x$.
If $k>1$, we note $h:=(\mathscr{L}-\lambda)^{k-1} f$. Since $f \approx 0$, we have $h \approx 0$ and the calculation above implies $h=0$. Induction then yields $f=0$.
2. Let $\left\{0=b_{0}<b_{1}<\cdots<b_{M}=1\right\}=\underset{z=\left[c_{Z}, d_{Z}\right] \in \mathscr{\mathscr { L }}}{ }\left\{c_{Z}, d_{Z}\right\}$ be the set of singularities and denote $S=\left\{T^{n} b_{i}: 0 \leqq i \leqq M, n \geqq 0\right\}$. For $h \in B V$, let

$$
\tilde{h}(x)= \begin{cases}\lim _{y \rightarrow x, y \neq x} h(y), & \text { if } x \text { is one-sided isolated in } X \\ \frac{1}{2}\left(\lim _{y \uparrow x, y \neq x} h(y)+\lim _{y \downarrow x, y \neq x} h(y)\right), & \text { otherwise }\end{cases}
$$

and observe that $\tilde{h}_{1}=\tilde{h}_{2}$ if $h_{1} \approx h_{2}$. Since $T:\left(c_{Z}, d_{Z}\right) \rightarrow\left(T c_{Z}, T d_{Z}\right)$ is a homeomorphism for each $Z \in \mathscr{Z}$ and because of (1.3), $\widetilde{\mathscr{L} h}(x)=\mathscr{L} \tilde{h}(x)$ for $x \in X \backslash S$, and as $T S \subseteq S$, also $\widetilde{\mathscr{L}}^{k} h(x)=\mathscr{L}^{k} \tilde{h}(x)$ for $x \in X \backslash S$ and $k \geqq 0$. Suppose now that $(\mathscr{L}-\lambda)^{k} f \approx 0$ for some $f \in B V$ and $k>0$. Decompose $(\mathscr{L}-\lambda)^{k}=(-\lambda)^{k}$ Id $+R$, such that $R$ is a linear combination of $\mathscr{L}, \mathscr{L}^{2}, \ldots, \mathscr{L}^{k}$. Then $f \approx-(-\lambda)^{-k} R f$, and hence $\widetilde{f}=-(-\lambda)^{-k} \widetilde{R f}=-(-\lambda)^{-k} R \widetilde{f}$ on $X \backslash S$.

We define a function $f_{2}$, which is already close to $f_{1}$ : For $x \in X \backslash S$, let $f_{2}(x)=\tilde{f}(x)$. As $T^{-1}(X \backslash S) \cong X \backslash S,(\mathscr{L}-\lambda)^{k} f_{2}(x)=\left((-\lambda)^{k} \mathrm{Id}+R\right) f_{2}(x)=0$ for $x \in X \backslash S$. For $x \in S$ we proceed inductively: If there is $x \in S$ such that $T^{-1} x \cap S=\varnothing$, then we set $f_{2}(x)=-(-\lambda)^{-k} R f_{2}(x)$. (Observe that $R f_{2}(x)$ is a linear combination of the values $f_{2}(y), y \in \bigcup_{i=1}^{k} T^{-i}\{x\} \subseteq X \backslash S$.) We repeat this procedure with the set $S_{1}=S \backslash\{x\}$. This yields a sequence $S \supseteqq S_{1} \supseteqq S_{2} \supseteqq \cdots$, and if at each step we choose the point $x=T^{n} b_{i}$ such that $n$ is minimal, the finite or countable intersection $S^{\prime}:=\cap_{k} S_{k}$ contains no point $x$ with $T^{-1} x \cap S^{\prime}=\varnothing$. Suppose $S^{\prime} \neq \varnothing$. Since it is contained in a finite union of one-sided orbits, $S^{\prime}$ consists of finitely many periodic orbits. Suppose $x, T x, \ldots, T^{p-1} x, T^{p} x=x$ is such an orbit of period $p$. Define $f_{2}(x)$ as $f_{2}(x)=$ $(-1)^{p}(-\lambda)^{-k p} R^{p} f_{2}(x)$. (Observe that $R^{p}$ is a linear combination of $\mathscr{L}_{k}^{p}, \mathscr{L}^{2 p}, \ldots, \mathscr{L}^{k p}$, the value $R^{p} f_{2}(x)$ is a linear combination of values $f_{2}(y), y \in \bigcup_{i=1}^{k} T^{-i p}\{x\}$, and
$\bigcup_{i=1}^{k} T^{-i p}\{x\} \cap S^{\prime}=\{x\}$.) We proceed in the same way for all $x \in S^{\prime}$ and if $q$ is a common multiple of all periods of points in $S^{\prime}$, then $f_{2}(x)=(-1)^{q}(-\lambda)^{-k q} R^{q} f_{2}(x)$ for all $x \in X$.

Finally let $f_{1}=\frac{1}{q} \sum_{j=0}^{q-1}(-\lambda)^{-k j}(-R)^{j} f_{2}$. Then $f_{1}=f_{2}=\tilde{f}$ on $X \backslash S$, i.e. $f_{1} \approx \tilde{f} \approx f$, and

$$
\begin{aligned}
(\mathscr{L}-\lambda)^{k} f_{1} & =\left((-\lambda)^{k} \mathrm{Id}+R\right) \frac{1}{q} \sum_{j=0}^{q-1}(-\lambda)^{-k j}(-R)^{j} f_{2} \\
& =\frac{1}{q} \sum_{j=0}^{q-1}(-\lambda)^{-k(j-1)}(-R)^{j} f_{2}-\frac{1}{q} \sum_{j=1}^{q}(-\lambda)^{-k(j-1)}(-R)^{j} f_{2} \\
& =\frac{1}{q}(-\lambda)^{k}\left(f_{2}-(-\lambda)^{-k q}(-R)^{q} f_{2}\right) \\
& =0 .
\end{aligned}
$$

## 2. The Spectral Decomposition

From now on, let $\mathscr{I}$ be a finite or countable family of intervals (which are subsets of some totally ordered, order complete space, cf. Hofbauer and Keller (1982), Rychlik (1983)). Let $X$ be the disjoint union of these intervals $I \in \mathscr{I}$. Suppose further there is a family $\mathscr{Z}$ of disjoint subintervals of $X$ (in particular, for each $Z \in \mathscr{Z}$ there is $I \in \mathscr{I}$ with $Z \subseteq I$ ). Define $Y=\bigcup Z$.

We study a transformation $T: Y \rightarrow X$ such that for each $Z \in \mathscr{Z}$ holds

$$
\begin{equation*}
\exists I \in \mathscr{I} \text { such that } T(Z) \cong I \text { and } \tag{2.1}
\end{equation*}
$$

$T_{\mid z}$ is monotone on $Z$ and has the Darboux property (i.e., if $J \subseteq Z$ is an interval, then $T J$ is an interval).
For an interval $J \subseteq X$ and a function $f: X \rightarrow \mathbb{C}$, define

$$
\begin{gathered}
\operatorname{var}_{J}(f):=\sup \left\{\sum_{i=1}^{n}\left|f\left(a_{i}\right)-f\left(a_{i-1}\right)\right|: n \geqq 1, a_{0}<a_{1}<\cdots<a_{n}, a_{i} \in J\right\}, \\
\operatorname{var}(f):=\sum_{I \in \mathcal{I}} \operatorname{var}_{I}(f), \\
\|f\|_{\infty}:=\sum_{l \in \mathcal{I}} \sup _{I}|f|, \text { and } \\
\|f\|_{B V}:=\operatorname{var}(f)+\|f\|_{\infty} .
\end{gathered}
$$

Let $B V:=\left\{f: X \rightarrow \mathbb{C}:\|f\|_{B V}<\infty\right\}$. One easily sees that $\left(B V,\|\cdot\|_{B V}\right)$ is a Banach space.

Fix $g: X \rightarrow \mathbb{C}$ and define $g_{n}$ and $\theta$ as in Sect. 1. We make the following assumption on $g$ :

$$
\begin{equation*}
M:=\sup _{I \in \mathscr{I}}\left\{\operatorname{var}_{I}(g)+\sum_{\substack{Z \in \mathscr{P} \\ Z \leqq I}} \sup _{Z}|g|\right\}<\infty . \tag{2.3}
\end{equation*}
$$

Associated with $T$ and $g$ is the transfer operator

$$
\mathscr{L}: B V \rightarrow B V, \quad f \mapsto \sum_{Z \in \mathscr{Y}}(f \cdot g) \circ T_{\mid Z}^{-1} .
$$

(We check below that $\mathscr{L}$ is well defined, see Lemma 2.2.)
For $\eta \in \mathscr{Z}{ }_{n}$, let $T_{\eta}^{-n}:=\left(T^{n}{ }_{\mid \eta}\right)^{-1}$. Then

$$
\mathscr{L}^{n} f=\sum_{\eta \in \mathscr{\mathscr { L }}_{n}}\left(f \cdot g_{n}\right) \circ T_{\eta}^{-n} .
$$

By $|\mathscr{L}|$, we denote the transfer operator associated with $T$ and $|g|$. Finally, $\Theta>\theta$ denotes a real number arbitrarily close to $\theta$.

The following facts will be used in the sequel without further explanation: Let $J, K \subseteq X$ be intervals, $f_{1}, f_{2}: J \rightarrow \mathbb{C}$. Then:

$$
\begin{aligned}
& \operatorname{var}_{J}\left(f_{1} \cdot f_{2}\right) \leqq \operatorname{var}_{J}\left(f_{1}\right) \cdot \sup _{J}\left|f_{2}\right|+\operatorname{var}_{J}\left(f_{2}\right) \cdot \sup _{J}\left|f_{1}\right|, \\
& \operatorname{var}_{K}\left(f_{1} \cdot \chi_{J}\right) \leqq \operatorname{var}_{J}\left(f_{1}\right)+2 \cdot \sup _{J}\left|f_{1}\right| \quad \text { if } J \leqq K, \\
& \operatorname{var}_{J}\left(f_{1} \circ T\right)=\operatorname{var}_{T J}\left(f_{1}\right) \quad \text { if } J \subseteq Z \quad \text { for some } \quad Z \in \mathscr{Z},
\end{aligned}
$$

finally, for $\eta \in \mathscr{Z}_{k}$,

$$
\mathscr{L}^{k} \chi_{\eta}(x)= \begin{cases}g_{k} \circ T_{\eta}^{-k}(x), & \text { if } x \in T^{k}(\eta), \\ 0, & \text { otherwise }\end{cases}
$$

Lemma 2.1. Let $J$ be an interval, $J \subseteq \eta \in \mathscr{Z}_{m}$ and $f: J \rightarrow \mathbb{C}$. Then

$$
\left\|\mathscr{L}^{m}\left(f \cdot \chi_{J}\right)\right\|_{B V} \leqq\left(\operatorname{var}_{J}(f)+3 \sup _{J}|f|\right) \cdot \sup _{J}\left|g_{m}\right|+\sup _{J}|f| \cdot \operatorname{var}_{J}\left|g_{m}\right| .
$$

Proof. Let $I \in \mathscr{I}$ be such that $T^{m} \eta \subseteq I$, then

$$
\begin{aligned}
\operatorname{var}\left(\mathscr{L}^{m}\left(f \cdot \chi_{J}\right)\right) & =\operatorname{var}_{I}\left(\left(f \cdot g_{m} \cdot \chi_{J}\right) \circ T_{\eta}^{-m}\right) \\
& \leqq \operatorname{var}_{J}\left(f \cdot g_{m}\right)+2 \sup _{J}\left|f \cdot g_{m}\right| \\
& \leqq\left(\operatorname{var}_{J}(f)+2 \sup _{J}|f|\right) \sup _{J}\left|g_{m}\right|+\sup _{J}|f| \cdot \operatorname{var}_{J}\left(g_{m}\right)
\end{aligned}
$$

and $\left\|\mathscr{L}^{m}\left(f \cdot \chi_{J}\right)\right\|_{\infty} \leqq \sup _{J}|f| \cdot \sup _{J}\left|g_{m}\right|$.
Lemma 2.2. $\mathscr{L}(B V) \subseteq B V$. Furthermore, $\|\mathscr{L}\|_{B V} \leqq 3 \cdot M$.
Proof. Let $f: X \rightarrow \mathbb{C}$. Then, by Lemma 2.1,

$$
\begin{aligned}
\|\mathscr{L} f\|_{B V} & \leqq \sum_{Z \in \mathscr{G}}\left\|\mathscr{L}\left(f \cdot \chi_{Z}\right)\right\|_{B V} \\
& \leqq \sum_{I \in \mathscr{G}}\left(\operatorname{var}_{I}(f)+3 \sup _{I}|f|\right) \cdot\left(\operatorname{var}_{I}(g)+\sum_{\substack{Z \in \mathscr{\mathscr { C }} \\
Z \leqq I}} \sup |g|\right) \\
& \leqq M \cdot 3\|f\|_{B V} \quad \text { by }(2.3) .
\end{aligned}
$$

Remark. Since $\operatorname{var}(|g|) \leqq \operatorname{var}(g)$, the proof of Lemma 2.2 also show that $|\mathscr{L}|(B V) \cong$ $B V$.

Lemma 2.3. For each $\Theta>\theta$, there exists a constant $C$ such that $\operatorname{var}_{\eta}\left(g_{m}\right) \leqq C \cdot \Theta^{m}$ for all $m>0$ and $\eta \in \mathscr{Z}_{m}$.
Proof. Choose $\theta<\overline{\boldsymbol{\Theta}}<\boldsymbol{\Theta}$ and fix $k>0$ such that sup $\left|g_{l}\right| \leqq \overline{\boldsymbol{\Theta}}^{l}$ for all $l \geqq k$. Consider $\eta \in \mathscr{Z}_{k(n+1)}$ and $\eta^{\prime} \in \mathscr{Z}_{k n}$ such that $T^{k} \eta \cong \eta^{\prime}$. Then

$$
\begin{aligned}
\operatorname{var}_{\eta}\left(g_{k(n+1)}\right) & \leqq \operatorname{var}_{\eta}\left(g_{k}\right) \cdot \sup _{\eta^{\prime}}\left|g_{n k}\right|+\sup _{\eta}\left|g_{k}\right| \cdot \operatorname{var}_{\eta^{\prime}}\left(g_{n k}\right) \\
& \leqq \bar{\Theta}^{n k} \cdot \operatorname{var}_{\eta}\left(g_{k}\right)+\bar{\Theta}^{k} \operatorname{var}_{\eta^{\prime}}\left(g_{n k}\right)
\end{aligned}
$$

and induction yields

$$
\operatorname{var}_{\eta}\left(g_{k(n+1)}\right) \leqq(n+1) \cdot \bar{\Theta}^{n k} \cdot \sup _{\bar{\eta} \in \mathscr{F}_{k}} \operatorname{var}_{\bar{\eta}}\left(g_{k}\right)
$$

The same recursion for $k=1$ (and with $\bar{\Theta}^{k}$ replaced by sup $|g|$ ) shows that $\sup \operatorname{var}_{\bar{n}}\left(g_{k}\right)<\infty$ (observe (2.3)!). As $\bar{\Theta}<\Theta$, this proves the assertion for $m=k n$. $\bar{n} \in \mathscr{\mathscr { R }}_{k}$ One passes to arbitrary $m$ using once again the recursion for $k=1$.

A consequence of Lemmas 2.1 and 2.3 is
Corollary 2.4. For each $\Theta>\theta$, there exists a constant $C$ such that $\left\|\mathscr{L}^{m} \chi_{\eta}\right\|_{B V}$, $\operatorname{var}_{\eta}\left(g_{m}\right)$, sup $\left|g_{m}\right| \leqq C \cdot \Theta^{m}$, for all $m>0$ and $\eta \in \mathscr{Z}_{m}$.

Lemma 2.5. If, in addition to (2.3), $\operatorname{var}(g)<\infty$ and $\sum_{Z \in \mathscr{X}} \sup _{Z}|g|<\infty$, then $\sum_{\eta \in \mathscr{X}_{m}}\left\|\mathscr{L}^{m} \chi_{\eta}\right\|_{B V}<\infty$ for all $m>0$.

Proof. Let $\eta \in \mathscr{Z}_{m}, T \eta \subseteq \eta^{\prime} \in \mathscr{Z}_{m-1}$. By Lemma 2.1,

$$
\begin{aligned}
\left\|\mathscr{L}^{m} \chi_{\eta}\right\|_{B V} & =\left\|\mathscr{L}^{m-1}\left(g \circ T_{\eta}^{-1} \cdot \chi_{T \eta}\right)\right\|_{B V} \\
& \leqq\left(\operatorname{var}_{\eta}(g)+3 \sup _{\eta}|g|\right) \cdot \sup _{\eta^{\prime}}\left|g_{m-1}\right|+\sup _{\eta}|g| \cdot \operatorname{var}_{\eta^{\prime}}\left(g_{m-1}\right) \\
& \leqq\left\|\mathscr{L}^{m-1} \chi_{\eta^{\prime}}\right\|_{B V} \cdot\left(\operatorname{var}_{\eta}(g)+3 \sup _{\eta}|g|\right) .
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\sum_{\eta \in \mathscr{Y}_{m}}\left\|\mathscr{L}^{m} \chi_{\eta}\right\|_{B V} & \leqq \sum_{\eta^{\prime} \in \mathscr{X}_{m-1}}\left\|\mathscr{L}^{m-1} \chi_{\eta^{\prime}}\right\|_{B V} \sum_{Z \in \mathscr{X}}\left(\operatorname{var}_{Z \cap T^{-1} \eta^{\prime}}(g)+3 \sup _{Z \cap T^{-1} \eta^{\prime}}|g|\right) \\
& \leqq\left(\operatorname{var}(g)+\sum_{Z \in \mathscr{Y}} \sup _{Z}|g|\right)_{\eta^{\prime} \in \mathscr{\mathscr { X }}_{m-1}}\left\|\mathscr{L}^{m-1} \chi_{\eta^{\prime}}\right\|_{B V},
\end{aligned}
$$

and the lemma follows by induction.
For each $m>0$ and $\eta \in \mathscr{Z}_{m}$, fix some $x_{\eta} \in \eta$.
Lemma 2.6. For each $\Theta>\theta$, there exists a constant $C>0$ such that $\sum_{\eta \in \mathscr{I}_{m}} \| \mathscr{L}^{m} \chi_{\eta} \cdot f\left(x_{\eta}\right)-$ $\mathscr{L}^{m}\left(f \cdot \chi_{\eta}\right) \|_{B V} \leqq C \cdot \Theta^{m} \cdot \operatorname{var}(f)$ uniformly in $m>0$ and $f \in B V$.

Proof. By Lemma 2.1,

$$
\begin{aligned}
\sum_{\eta \in \mathscr{Y}_{m}}\left\|\mathscr{L}^{m}\left(\chi_{\eta} \cdot\left(f-f\left(x_{\eta}\right)\right)\right)\right\|_{B V} \leqq & \sum_{\eta \in \mathscr{\mathscr { X }}_{m}}\left[\left(\operatorname{var}_{\eta}\left(f-f\left(x_{\eta}\right)\right)+3 \sup _{\eta}\left|f-f\left(x_{\eta}\right)\right|\right) \sup _{\eta}\left|g_{m}\right|\right. \\
& \left.+\sup _{\eta}\left|f-f\left(x_{\eta}\right)\right| \cdot \operatorname{var}_{\eta}\left(g_{m}\right)\right] \\
\leqq & \sum_{\eta \in \mathscr{\mathscr { C }}_{m}} \operatorname{var}_{\eta}(f)\left(4 \sup _{\eta}\left|g_{m}\right|+\operatorname{var}_{\eta}\left(g_{m}\right)\right) \\
\leqq & \text { const } \cdot \Theta^{m} \cdot \operatorname{var}(f) \quad \text { by Corollary } 2.4 .
\end{aligned}
$$

In the sequel, it will be convenient to work with subsets $\mathscr{A}_{m}$ of $\mathscr{Z}_{m}$. Without specifying them now, we assume that there is an $L$ such that for all $m>0$,

$$
\begin{equation*}
\sup \#\left\{\eta \in \mathscr{Z}_{m}: \eta \leqq I, \eta \notin \mathscr{A}_{m}\right\} \leqq L<\infty \tag{2.4}
\end{equation*}
$$

For $f \in B V$, define

$$
\begin{equation*}
\alpha_{m}(f):=\sum_{\eta \in \mathscr{A}_{m}} f\left(x_{\eta}\right) \cdot \chi_{\eta} . \tag{2.5}
\end{equation*}
$$

Proposition 2.7. $\left\|\mathscr{L}^{m} \alpha_{m}-\mathscr{L}^{m}\right\|_{B V} \leqq$ const. $\Theta^{m}$ if $\mathscr{A}_{m}$ satisfies (2.4).
Proof. This follows from Lemmas 2.6 and 2.1, by observing that

$$
\begin{aligned}
\sum_{I \in \mathscr{Y}} \sum_{\substack{\mathscr{R}_{m}, \mathscr{Q}_{m} \\
\eta \leqq I_{m}}}\left\|\mathscr{L}^{m}\left(f \cdot \chi_{\eta}\right)\right\|_{B V} & \leqq \sum_{I \in \mathscr{\mathcal { I }}} L \cdot \text { const } \cdot \Theta^{m}\left(\operatorname{var}_{I}(f)+4 \sup _{I}|f|\right) \\
& \leqq \operatorname{const} \cdot \Theta^{m} \cdot\|f\|_{B V} .
\end{aligned}
$$

If the operators $\mathscr{L}^{m} \alpha_{m}(m>0)$ are compact, $\mathscr{L}$ has the following spectral decomposition (cf. Lemma VIII.8.2 of Dunford/Schwartz (1957))

$$
\begin{equation*}
\mathscr{L}^{m}=\sum_{i=1}^{N(\Theta)} \lambda_{i}^{m} \mathscr{P}_{i} \Lambda_{i}^{m}+\mathscr{P} \mathscr{L}^{m}, \tag{2.6}
\end{equation*}
$$

where $\lambda_{i}, \mathscr{P}_{i}, \Lambda_{i}=\mathscr{P}_{i}+N_{i}$ and $\mathscr{P}$ are as in Theorem 1. Note that

$$
\begin{equation*}
\operatorname{tr}\left(\mathscr{P}_{i} \Lambda_{i}^{m}\right)=\operatorname{tr}\left(\mathscr{P}_{i}\right)+\sum_{j=1}^{m}\binom{m}{j} \operatorname{tr}\left(N_{i}^{j}\right)=\operatorname{tr}\left(\mathscr{P}_{i}\right), \quad \text { if } \quad m \geqq 1 . \tag{2.7}
\end{equation*}
$$

The following result is an extension of Theorem 1 from the introduction:
Theorem 2.8. If $\operatorname{var}(g)<\infty$ and if $\sum_{Z \in \mathscr{\mathscr { R }}} \sup _{Z}|g|<\infty$, then the operators $\mathscr{L}^{n} \alpha_{m}$ with $\mathscr{A}_{m}=\mathscr{Z}_{m}$ are compact and $\mathscr{L}$ has the decomposition (2.6).
Proof. Since $\mathscr{L}^{m} \alpha_{m}(f)=\sum_{\eta \in \mathscr{Y}_{m}} f\left(x_{\eta}\right) \cdot \mathscr{L}^{m} \chi_{\eta}=\sum_{\eta \in \mathscr{Y}_{m}} F_{\eta}(f) \cdot \mathscr{L}^{m} \chi_{\eta}$, where the linear functionals $F_{\eta}: B V \rightarrow \mathbb{C}, f \mapsto f\left(x_{\eta}\right)$ have norm equal to 1 , it follows from Lemma 2.5 that $\mathscr{L}^{m} \alpha_{m}$ is of trace class and in particular compact.

## 3. Markov Extensions

From now on we suppose that $\mathscr{I}=\{X\}$ and that $\mathscr{Z}$ is a finite partition of $X$ into compact intervals which satisfies assumption (1.4). Note that $X$ is compact.

In general $\mathscr{Z}$ is not a Markov partition for $T$. The estimate in Sect. 5, however, which is borrowed from Haydn (1987) makes essential use of the Markov property. Therefore, we extend ( $X, T$ ) to a system with a countable Markov partition, show how to deduce Theorem 2 for $(X, T)$ from the corresponding statement for the extension and finally prove Theorem 2 for the extension.

In a series of papers Hofbauer $(1979,1986)$ constructed Markov extensions $\left(X^{\prime}, \widehat{T}\right)$ for piecewise monotone transformations $(X, T)$ : Let

$$
\begin{aligned}
\mathscr{D}_{0} & =\{X\}, \quad \mathscr{D}_{\eta}=\left\{T^{m} Z: Z \in \mathscr{Z}_{m}, 1 \leqq m \leqq n\right\}, \\
\mathscr{D} & =\left\{T^{m} Z: Z \in \mathscr{Z}_{m}, 1 \leqq m\right\}, \\
X^{\prime} & =\{(x, D): x \in D \in \mathscr{D}\} .
\end{aligned}
$$

$\mathscr{D}$ is an at most countable family of compact intervals. Furthermore, if we denote $\mathscr{E}_{n}=\mathscr{D}_{n} \backslash \mathscr{D}_{n-1}(n \geqq 2)$ then Theorem 9 of Hofbauer (1986) shows that $\# \mathscr{E}_{n} \leqq 2 \cdot \# \mathscr{Z}$ and thus $\# \mathscr{D}_{n} \leqq$ const $\cdot n$.

Note that for $Z \in \mathscr{Z}_{n}, Z^{\prime} \in \mathscr{Z}_{n}, Z^{\prime} \in \mathscr{Z}_{m}$, we have $Z \cap T^{-n} Z^{\prime} \in \mathscr{Z}_{m+n}$ and $T^{n}$ $\left(Z \cap T^{-n} Z^{\prime}\right)=T^{n} Z \cap Z^{\prime}$. Hence, if $D=T^{n} Z \in \mathscr{D}$ and if $D \cap Z^{\prime} \neq \varnothing, Z^{\prime} \in \mathscr{Z}_{m}$, then $T^{m}\left(D \cap Z^{\prime}\right)=T^{m}\left(T^{n} Z \cap Z^{\prime}\right)=T^{m+n}\left(Z \cap T^{-n} Z^{\prime}\right) \in \mathscr{D}$, and we can define $\hat{T}: X^{\prime} \rightarrow X^{\prime}$ by

$$
\widehat{T}(x, D)=\left(T x, T\left(D \cap \eta_{1}[x]\right)\right),
$$

where $\eta_{n}[x]$ denotes the element of $\mathscr{Z}_{n}$ which contains $x$. A simple inductive argument shows that for $n \geqq 1$,

$$
\hat{T}^{n}(x, D)=\left(T^{n} x, T^{n}\left(D \cap \eta_{n}[x]\right)\right) .
$$

For $\hat{x}=(x, C) \in X^{\prime}$, we denote the two projections by

$$
\hat{x}=(\pi(\hat{x}), \Delta(\hat{x})) .
$$

We have $\pi \circ \hat{T}=T \circ \pi$, and if for $(x, C),(x, D) \in X^{\prime}$ there is an $n \geqq 1$ such that $\eta_{n}[x] \cap C=\eta_{n}[x] \cap D$, then $\hat{T}^{n}(x, C)=\hat{T}^{n}(x, D)$. For $C \in \mathscr{D}$, we denote $\hat{C}:=\Delta^{-1}(C)$. The equivalent of $\mathscr{I}$ in Sect. 2 is now defined by $\hat{\mathscr{D}}=\Delta^{-1}(\mathscr{D})$. If we define $\hat{\mathscr{Z}}=\hat{\mathscr{D}} \vee \pi^{-1} \mathscr{Z}$, then $\hat{T} \hat{A} \in \hat{\mathscr{D}}$ for $\hat{A} \in \hat{\mathscr{Z}}$.

Obviously, $\hat{\mathscr{Z}}_{n}=\hat{\mathscr{D}} \vee \pi^{-1} \mathscr{Z}_{n}$. We also use the notations $\hat{\mathscr{D}}_{n}=\left\{\hat{C}: C \in \mathscr{D}_{n}\right\}$ and $\hat{\mathscr{Z}}_{n}^{k}=\left\{\hat{\eta} \in \hat{\mathscr{Z}}_{n}: \exists D \in \mathscr{D}_{k}\right.$ such that $\left.\hat{\eta} \subseteq \hat{D}\right\},(n \geqq 1)$. Finally, let $e: X \rightarrow X^{\prime}, x \mapsto(x, X)$ and observe that $e(X)=\hat{X}$ is the "basis" of $X^{\prime}$.

Note that the Markov extension described above is again of the form considered in Sect. 2 (i.e., assumptions (2.1) and (2.2) are still satisfied) and that all results of that section can be applied.

The following is Lemma 2 in Hofbauer (1985) or Theorem 8 in Hofbauer (1986):
Lemma 3.1. For a subset $A$ of $X$, we denote by $\operatorname{int}(A)$ the interior of $A$ in $X$ and by $\operatorname{bd}(A)$ the boundary of $A$ in $X$.

1. If $\hat{T}^{n} \hat{x}=\hat{x}$, then $T^{n} \pi \hat{x}=\pi \hat{x}$.
2. If $T^{n} x=x$ and if $x \in \operatorname{int}(\pi \hat{Z})$ for all $\hat{Z} \in \hat{Z}$ such that $x \in \pi(\hat{Z})$, then there is a unique $\hat{x} \in \pi^{-1} x$ such that $\hat{T}^{n} \hat{x}=\hat{x}$.
3. If $T^{n} x=x$ and if $x \in \bigcup_{\hat{Z} \in \hat{\mathcal{Z}}}$ bd $(\pi(\hat{Z}))$, then there are at most four $\hat{x} \in \pi^{-1} x$ which are $\hat{T}$-periodic. Their periods | $\hat{Z} \in \hat{t}$ |
| :--- |
| are |
| $n$ | or $2 n$.
4. In particular, for a fixed $n$, the set $\left\{\hat{x}=\hat{T}^{n} \hat{x}\right\}$ is finite.

From Lemma 4.i of Hofbauer/Keller (1984), we obtain
Lemma 3.2. If $\hat{\eta} \in \hat{\mathscr{Z}}_{m}$ and $\hat{\eta} \subseteq \hat{T}^{m} \hat{\eta}$, then $\hat{\eta} \in \hat{\mathscr{Z}}_{m}^{2 m}$ and, furthermore, $\bigcup_{i=0}^{m} \hat{T}^{i} \hat{\eta} \subseteq \hat{\mathscr{D}}_{2 m}$.
The following lemma is crucial for the estimate in Sect. 5:
Lemma 3.3. Let $0<k \leqq m$. Given $\eta^{\prime} \in \mathscr{Z}_{k}$ and $C \in \mathscr{D}$, there are at most two $\hat{\eta} \in \hat{\mathscr{Z}}_{m}$ such that $\hat{\eta} \subseteq \hat{C}, \hat{T}^{m-k} \hat{\eta} \in \hat{\mathscr{Z}}_{k} \backslash \hat{\mathscr{Z}}_{m}^{2 m}$ and $\pi \hat{T}^{m-k} \hat{\eta} \subseteq \eta^{\prime}$.
Proof. Let $\hat{\eta} \in \hat{\mathscr{Z}}_{m}, \hat{\eta}=\hat{C} \cap \pi^{-1} \eta$, where $\hat{C} \in \hat{\mathscr{D}}, \eta \in \mathscr{Z}{ }_{m}$. Write $\eta=\eta^{(1)} \cap T^{-(m-k)} \eta^{(2)}$, $\eta^{(1)} \in \mathscr{Z}_{m-k}, \eta^{(2)} \in \mathscr{Z}_{k}$, and define $\hat{\eta}^{(1)}:=\hat{C} \cap \pi^{-1} \eta^{(1)}$. Then

$$
\hat{\eta}=\hat{\eta}^{(1)} \cap \hat{T}^{-(m-k)} \pi^{-1} \eta^{(2)}
$$

whence

$$
\widehat{T}^{m-k} \hat{\eta}=\hat{T}^{m-k} \hat{\eta}^{(1)} \cap \pi^{-1} \eta^{(2)}
$$

and

$$
\pi \hat{T}^{m-k} \hat{\eta}=T^{m-k}\left(C \cap \eta^{(1)}\right) \cap \eta^{(2)}
$$

Now the assumption $\pi \hat{T}^{m-k} \hat{\eta} \subseteq \eta^{\prime} \in \mathscr{Z}_{k}$ implies $\eta^{(2)}=\eta^{\prime}$, and because of the hypothesis $\widehat{T}^{m-k} \hat{\eta} \in \hat{\mathscr{Z}}_{k} \backslash \hat{\mathscr{Z}}_{k}^{2 m}$, we have

$$
\widehat{T}^{m-k} \hat{\eta}^{(1)} \in \hat{\mathscr{D}} \backslash \hat{\mathscr{D}}_{2 m},
$$

i.e.,

$$
T^{m-k}\left(C \cap \eta^{(1)}\right)=T^{m-k} \pi \hat{\eta}^{(1)}=\pi \hat{T}^{m-k} \hat{\eta}^{(1)} \in \mathscr{D} \backslash \mathscr{D}_{2 m}
$$

As $T^{m-k} \eta^{(1)} \in \mathscr{D}_{m-k} \subseteq \mathscr{D}_{2 m}$, this implies $\eta^{(1)} \nsubseteq C$, and for a fixed interval $C$ there are at most two $\eta^{(1)} \in \mathscr{Z}_{m-k}$ with this property. Hence, given $C$ and $\eta^{\prime}$, there are at most two $\hat{\eta}=\hat{C} \cap \pi^{-1} \eta^{(1)} \cap \hat{T}^{-(m-k)} \pi^{-1} \eta^{\prime}$ satisfying the hypotheses of the lemma.

## We need some more notations:

$\widehat{B V}$ denotes the space of function of bounded variation from $X^{\prime}$ to $\mathbb{C}$. We define $\pi_{*}: \widehat{B V} \rightarrow B V$ by

$$
\pi_{*} \widehat{f}(x)=\sum_{x \in \pi^{-1_{x}}} \hat{f}(\hat{x})
$$

Observe that $\left\|\pi_{*} \hat{f}\right\|_{B V}=\operatorname{var}\left(\pi_{*} \hat{f}\right)+\sup \left|\pi_{*} \hat{f}\right| \leqq \sum_{C \in \mathscr{D}}\left(\operatorname{var}_{\hat{C}}(\hat{f})+\sup _{\hat{C}}|\hat{f}|\right)=\|\hat{f}\|_{B}$.
We associate to $g: X \rightarrow \mathbb{C}$ a weight function in the Markov extension, $\hat{g}: X^{\prime} \rightarrow \mathbb{C}$, $\hat{g}=g \circ \pi$. As $\pi X^{\prime}=X, \hat{\theta}=\lim _{n \rightarrow \infty}\left(\sup \left|\hat{g}_{n}\right|\right)^{1 / n}=\theta$. We denote by $\hat{\mathscr{L}}$ the transfer operator
corresponding to $\hat{T}$ and $\hat{g}$. Since (2.3) is satisfied for $\hat{g}, \hat{\mathscr{L}}$ maps $\widehat{B V}$ to $\widehat{B V}$ and

$$
\begin{equation*}
\pi_{*} \circ \hat{\mathscr{L}}=\mathscr{L} \circ \pi_{*} \tag{3.1}
\end{equation*}
$$

We end this section with the proof of Theorem 3 from the introduction: The claim is that $P(T, \log |g|) \geqq \log \rho(\mathscr{L})$ and that, if $g \geqq 0$, then equality holds. First we prove $\log \rho(\mathscr{L}) \leqq P(T, \log |g|)$ :

If $\theta<\rho(\mathscr{L})$, then let $\lambda$ be an eigenvalue of $\mathscr{L}$ with $|\lambda|=\rho(\mathscr{L})$. Suppose $\mathscr{L} f=\lambda f$, $0 \neq f \in B V$. Fix $x$ such that $f(x) \neq 0$. Then

$$
\left|\lambda^{m} f(x)\right|=\left|\mathscr{L}^{m} f(x)\right| \leqq \sum_{y \in T^{-m_{x}}}\left|g_{m}(y)\right||f(y)| \leqq \sup |f| \cdot \sum_{\eta \in \mathscr{Z}_{m}} \sup _{\eta}\left|g_{m}\right|,
$$

whence $\log \rho(\mathscr{L})=\log |\lambda|=\underset{m \rightarrow \infty}{\limsup }(1 / m) \log \left|\lambda^{m} f(x)\right| \leqq P(T, \log |g|)$. If $\theta=\rho(\mathscr{L})$, then $\log \rho(\mathscr{L})=\underset{m \rightarrow \infty}{\limsup }(1 / m) \log \sup \left|g_{m}\right| \leqq P(T, \log |g|)$.

For the reverse inequality, we assume first that $\inf g>0$. Then $\log g$ is continuous, and it follows from Theorem 1.9 of Walters (1976) that

$$
P(T, \log (g))=\limsup _{m \rightarrow \infty} \frac{1}{m} \log \sum_{\eta \in \mathscr{\mathscr { X }}_{m}} \inf _{\eta}\left(g_{m}\right) .
$$

Now fix some $z_{D} \in D$ for each $D \in \mathscr{D}$. As $T^{m} \eta \in \mathscr{D}_{m}$ for each $\eta \in \mathscr{Z}_{m}$, we have

$$
\sum_{\eta \in \mathscr{\mathscr { O }}_{m}} \inf \left(g_{\eta}\right) \leqq \sum_{D \in \mathscr{\mathscr { D }}_{m}} \sum_{y \in T^{-m_{z_{D}}}} g_{m}(y)=\sum_{D \in \mathscr{\mathscr { D }}_{m}}\left(\mathscr{L}^{m} 1\right)\left(z_{D}\right) \leqq \text { const } \cdot m \cdot\left\|\mathscr{L}^{m} 1\right\|_{B V}
$$

whence $P(T, \log (g)) \leqq \log \rho(\mathscr{L})$.
If only $g \geqq 0$ is assumed, we approximate $g$ from above by $g \vee \varepsilon=\sup (g, \varepsilon)$ $(\varepsilon>0)$. As $g \vee \varepsilon \in B V$ and $g \vee \varepsilon \geqq \varepsilon>0, P(T, \log (g \vee \varepsilon))=\log \rho\left(\mathscr{L}_{\varepsilon}\right)$, where $\mathscr{L}_{\varepsilon}$ is the transfer operator obtained from $\mathscr{L}$ by replacing $g$ by $g \vee \varepsilon$. As $g \leqq g \vee \varepsilon$, $P(T, \log (g)) \leqq P(T, \log (g \vee \varepsilon))=\log \rho\left(\mathscr{L}_{\varepsilon}\right)$, and we have to show that $\liminf _{\varepsilon \rightarrow 0} \rho\left(\mathscr{L}_{\varepsilon}\right) \leqq$ $\rho(\mathscr{L})$. By the upper semicontinuity of the spectrum of bounded operators on Banach spaces (see Kato (1976), Chapter IV, Remark 3.3), it suffices to prove that $\lim _{\varepsilon \rightarrow 0}\left\|\mathscr{L}_{\varepsilon}-\mathscr{L}\right\|_{B V}=0$. But $\mathscr{L}_{\varepsilon}-\mathscr{L}$ is the transfer operator for the weight function $g \vee \varepsilon-g=(\varepsilon-g) \cdot \chi_{\{g \leqq \varepsilon\}}$, whence, by Lemma 2.2 (remember that $\mathscr{I}=\{X\}$ ):

$$
\left\|\mathscr{L}_{\varepsilon}-\mathscr{L}\right\|_{B V} \leqq 3 \cdot(\operatorname{var}(g \vee \varepsilon-g)+\varepsilon \cdot \#(\mathscr{Z}))
$$

and we can finish the proof of the theorem by showing $\lim _{\varepsilon \rightarrow 0} \operatorname{var}(g \vee \varepsilon-g)=0$ :

$$
\begin{aligned}
& \text { As } \lim _{\varepsilon \rightarrow 0} g(x) \vee \varepsilon=g(x) \text { for all } x \in X, \lim _{\varepsilon \rightarrow 0} \operatorname{var}(g \vee \varepsilon) \geqq \operatorname{var}(g) \text {. As } \\
& \qquad|g(x)-g(y)|=|g(x) \vee \varepsilon-g(y) \vee \varepsilon|+|g(x) \vee \varepsilon-g(x)-g(y) \vee \varepsilon+g(y)|
\end{aligned}
$$

for all $x, y \in X, \operatorname{var}(g)=\operatorname{var}(g \vee \varepsilon)+\operatorname{var}(g \vee \varepsilon-g)$. Hence, $\lim _{\varepsilon \rightarrow 0} \operatorname{var}(g \vee \varepsilon-g)=$ $\operatorname{var}(g)-\lim _{\varepsilon \rightarrow 0} \operatorname{var}(g \vee \varepsilon) \leqq 0$.

## 4. Proof of Theorem 2

Throughout this section we assume (1.4), i.e. $\mathscr{Z}$ is a generating partition for $T$. For $m>0$, let $\zeta_{m}=\sum_{x=T^{m} x} g_{m}(x)$ and $\hat{\zeta}_{m}=\sum_{x=\tilde{T}^{m^{m}}} \hat{g}_{m}(\hat{x})$. The zeta functions for $(T, g)$ and
$(\hat{T}, \hat{g})$ are defined by:

$$
\zeta(z)=\exp \sum_{m=1}^{\infty} \frac{z^{m}}{m} \zeta_{m}, \quad \hat{\zeta}(z)=\exp \sum_{m=1}^{\infty} \frac{z^{m}}{m} \hat{\zeta}_{m} .
$$

Lemma 4.1. $\zeta(z) / \hat{\zeta}(z)$ is analytic and nonzero in $\left\{|z|<\theta^{-1}\right\}$.
This follows from Lemma 3.1 as in Hofbauer (1985).
For each $m>0$ and each $\hat{\eta} \in \hat{\mathscr{Z}}_{m}$, fix $\hat{x}_{\dot{\eta}} \in \hat{\eta}$ in such a way that $\hat{T}^{x} \hat{x}_{\hat{\eta}}=\hat{x}_{\hat{\eta}}$ if $\hat{\eta} \subseteq \hat{T}^{m} \hat{\eta}$ and arbitrary otherwise. (Note that the Markov property implies that $\hat{\eta}$ and $\hat{T}^{m} \hat{\eta}$ are disjoint if $\hat{\eta} \nsubseteq \hat{T}^{m} \hat{\eta}$.) Let $\hat{\mathscr{A}}_{m}=\left\{\hat{\eta} \in \hat{\mathscr{Z}}_{m}: \pi \hat{\eta} \in \mathscr{Z}_{m}\right\}$ and define for $\hat{f}$ in $\widehat{B V}$

$$
\hat{\alpha}_{m} \hat{f}=\sum_{\hat{\eta} \in \hat{\mathscr{A}}_{m}} \hat{f}\left(\hat{x}_{\hat{\eta}}\right) \chi_{\hat{\eta}}
$$

As each $\hat{D}$ in $\hat{\mathscr{D}}$ is an interval, only those two $\hat{\eta} \subseteq \hat{D}$ which contain the endpoints of $\hat{D}$ may fail to satisfy $\pi \hat{\eta} \in \mathscr{Z}_{m}$, hence, $L$ as in (2.4) is at most 2 .
Lemma 4.2. For each bounded linear $\widehat{\phi}: \widehat{B V} \rightarrow \widehat{B V}$ and each $m>0, \hat{\phi} \hat{\mathscr{L}}^{m} \hat{\alpha}_{m}$ is a finite rank operator and

$$
\operatorname{tr}\left(\hat{\phi} \hat{\mathscr{L}}^{m} \hat{\alpha}_{m}\right)=\sum_{\hat{\eta} \in \hat{\mathscr{A}}_{m}}\left(\hat{\phi} \hat{\mathscr{L}}^{m} \chi_{\dot{\eta}}\right)\left(\hat{x}_{\hat{\eta}}\right)
$$

where the right hand-side converges absolutely.
Proof. For $\hat{f}$ in $\widehat{B V}$, we have

$$
\hat{\phi} \hat{\mathscr{L}}^{m} \hat{\alpha}_{m} \hat{f}=\sum_{\hat{\eta} \in \hat{\mathcal{F}}_{m}} \hat{f}\left(\hat{\chi}_{\hat{\eta}}\right) \hat{\phi} \hat{\mathscr{L}}^{m} \chi_{\hat{\eta}}=\sum_{\eta \in \mathscr{Y}_{m}} F_{\eta}(\hat{f}) \cdot \hat{\phi} \hat{\mathscr{L}}^{m} \chi_{e(\eta)}
$$

where $F_{\eta}(\hat{f})=\sum_{\substack{\hat{\eta} \in \hat{\mathscr{F}}_{m} \\ \pi \hat{\eta}=\eta}} \hat{f}\left(\hat{x}_{\eta}\right)$ and

$$
\left|F_{\eta}(\hat{f})\right| \leqq \sum_{\substack{\hat{\eta} \in \widehat{\hat{Y}_{m}} \\ \pi \hat{\eta}=\eta}}\left|\hat{f}\left(\hat{x}_{\hat{\eta}}\right)\right| \leqq\|\hat{f}\|_{\infty} \leqq\|\hat{f}\|_{\widehat{B V}}
$$

As $\mathscr{Z}_{m}$ is finite, $\hat{\phi} \hat{\mathscr{L}}^{m} \hat{\alpha}_{m}$ has finite rank. Now

$$
\operatorname{tr}\left(\hat{\phi} \hat{\mathscr{L}}^{m} \hat{\alpha}_{m}\right)=\sum_{\eta \in \mathscr{Q}_{m}} F_{\eta}\left(\hat{\phi} \hat{\mathscr{L}}^{m} \chi_{e(\eta)}\right)=\sum_{\eta \in \mathscr{\mathscr { Q }}_{m}} \sum_{\substack{ \\\pi \hat{\mathscr{Y}} \\ m}}\left(\hat{\phi} \hat{\mathscr{L}}^{m} \chi_{e(\eta)}\right)\left(\hat{x}_{\eta}\right),
$$

and the sum converges absolutely, because $\mathscr{Z}_{m}$ is finite and

$$
\sum_{\substack{\hat{\eta} \in \hat{\mathscr{Y}}_{m} \\ \pi \hat{\eta}=\eta}}\left|\hat{\phi} \hat{\mathscr{L}}^{m} \chi_{e(\eta)}\right|\left(\hat{X}_{\hat{\eta}}\right) \leqq\left\|\hat{\phi} \hat{\mathscr{L}}^{m} \chi_{e(\eta)}\right\|_{\infty}<\infty .
$$

Hence $\operatorname{tr}\left(\hat{\phi} \hat{\mathscr{L}}^{m} \hat{\alpha}_{m}\right)=\sum_{\hat{\eta} \in \hat{\mathscr{A}}_{m}}\left(\hat{\phi} \hat{\mathscr{L}}^{m} \chi_{\hat{\eta}}\right)\left(\hat{x}_{\hat{\eta}}\right)$ converges absolutely.
In particular, $\hat{\mathscr{L}}$ has the spectral decomposition

$$
\begin{equation*}
\hat{\mathscr{L}}^{m}=\sum_{i=1}^{\hat{N}(\Theta)} \hat{\lambda}_{i}^{m} \hat{\mathscr{P}}_{i} \hat{\Lambda}_{i}^{m}+\hat{\mathscr{P}} \hat{\mathscr{L}}^{m}, \tag{4.1}
\end{equation*}
$$

analogous to (2.6) and (1.1).
Lemma 4.3. Let $|\lambda|>\theta$. $\lambda$ is an eigenvalue of $\mathscr{L}$ of multiplicity $d$ if and only if it is an eigenvalue of $\hat{\mathscr{L}}$ of multiplicity $d$.

Proof. Suppose $\lambda$ is an eigenvalue of $\mathscr{L}$ with multiplicity $d$. In order to prove that it is an eigenvalue of $\hat{\mathscr{L}}$ with multiplicity at least $d$, it suffices to show that if $(\mathscr{L}-\lambda \mathrm{Id})^{k} f=0$ for some $f \in B V$ and $k>0$ then there is $\hat{f} \in \widehat{B V}$ with $\pi_{*} \hat{f}=f$ and $(\hat{\mathscr{L}}-\lambda \mathrm{Id})^{\hat{f}} \hat{f}=0$ for some $\hat{k}>0$. But this is Proposition 7.1.bis together with Remark 7.2 of Keller (1986).

Suppose conversely that $\lambda$ is an eigenvalue of $\hat{\mathscr{L}}$ with multiplicity $d$. In order to show that it is an eigenvalue of $\mathscr{L}$ with multiplicity at least $d$, it suffices to show that if $(\hat{\mathscr{L}}-\lambda \text { Id })^{k} \hat{f}=0$ for some $0 \neq \hat{f} \in \widehat{B V}$ and $k>0$, then $\pi_{*} \hat{f} \neq 0$ and $(\mathscr{L}-\lambda \mathrm{Id})^{k} \pi_{*} \hat{f}=0$. The latter follows from (3.1) and we must only prove $\pi_{*} \hat{f} \neq 0$.

So suppose $\pi_{*} \hat{f}=0$. We consider the case $k=1$ first, i.e., we assume $\hat{f}=\lambda^{-1} \hat{\mathscr{L}} \hat{f}$. Fix $\hat{x}=(x, D) \in X^{\prime}$. Then, for all $m>0$,

$$
\hat{f}(\hat{x})=\sum_{\hat{y} \in \hat{T}^{-m_{\hat{x}}}} \lambda^{-m} \hat{g}_{m}(\hat{y}) \hat{f}(\hat{y})=\sum_{y \in T^{-m_{x}}} \lambda^{-m} g_{m}(y) \cdot S_{m, D}(y),
$$

where

$$
S_{m, D}(y)=\sum_{\substack{(y, C) \mathrm{s} \text {.th. } \\ T^{m}\left(C \cap \eta_{m}[y]\right)=D}} \hat{f}(y, C) .
$$

If $T^{m} \eta_{m}[y]=D$, then $T^{m}\left(C \cap \eta_{m}[y]\right)=D$ if and only if $\eta_{m}[y] \subseteq C$. Hence, for such $y$,

$$
S_{m, D}(y)=\sum_{\hat{y} \in \pi^{-1}, y} \hat{f}(\hat{y})-\sum_{\substack{y, C, s, t h \\ \eta_{m}[y] \neq C}} \hat{f}(y, C) .
$$

If $T^{m} \eta_{m}[y] \neq D$, i.e., if $D$ is a proper subset of $T^{m} \eta_{m}[y]$, then $T^{m}\left(C \cap \eta_{m}[y]\right)=D$ implies $\eta_{m}[y] \nsubseteq C$.

In any case

$$
\left|S_{m, D}(y)\right| \leqq \sum_{\substack{(y, C), \text { sh. } \\ \eta_{m}[y] \nmid \mp C}}|\hat{f}(y, C)|,
$$

because $\sum_{\hat{y} \in \pi^{-1} y} \hat{f}(\hat{y})=\pi_{*} \hat{f}(y)=0$. Therefore, for large $m$,

$$
\begin{aligned}
& \leqq\left|\frac{\Theta}{\lambda}\right|^{m} \sum_{C \in \mathscr{Z}} 2 \cdot \sup _{\hat{C}}|\hat{f}| \leqq\left|\frac{\Theta}{\lambda}\right|^{m} \cdot 2\|\hat{f}\|_{\infty} .
\end{aligned}
$$

As $|\lambda|>\theta$, we may assume $\theta<\Theta<|\lambda|$, whence $|\hat{f}(\hat{x})|=0$ as $m \rightarrow \infty$.
The case $k>1$ is easily reduced to the case $k=1$ : Suppose $(\hat{\mathscr{L}}-\lambda \mathrm{Id})^{k} \hat{f}=0$ and $\pi_{*} \hat{f}=0$. Let $\hat{f}_{1}=(\hat{\mathscr{L}}-\lambda \mathrm{Id})^{k-1} \hat{f}$. Then $(\hat{\mathscr{L}}-\lambda \mathrm{Id}) \hat{f}_{1}=0$ and $\pi_{*} \hat{f}_{1}=0$ in view of (3.1). Hence $\hat{f}_{1}=0$ by the case $k=1$ and $\hat{f}=0$ follows by induction.

Remark. We would like to mention that this proof can be adapated to the systems investigated in Sect. 7 of Keller (1986).

Because of Lemmas 4.1 and 4.3, and Proposition 1.1, it suffices to prove Theorem 2 for $\hat{\mathscr{L}}$ and $\hat{\zeta}$. As a matter of fact, we shall prove the more detailed

Theorem 4.4. Assume (2.1)-(2.3) and (1.4), then for each $\Theta>\theta, \hat{\zeta}(z) \cdot \prod_{i=1}^{\hat{N}(\Theta)}\left(1-\hat{\lambda}_{i} z\right)^{\mathrm{rank}\left(\hat{\mathscr{P}}_{i}\right)}$ is analytic and nonzero in $\left\{|z|<\Theta^{-1}\right\}$.

Observe that $\operatorname{rank}\left(\hat{\mathscr{P}}_{i}\right)=\operatorname{tr}\left(\hat{\mathscr{P}}_{i}\right)$. As

$$
\begin{aligned}
\prod_{i=1}^{\hat{N}(\theta)}\left(1-\hat{\lambda}_{i} z\right)^{\operatorname{tr}\left(\hat{\mathscr{P}}_{i}\right)} & =\exp \sum_{i=1}^{\hat{N}(\Theta)} \sum_{m=1}^{\infty}-\frac{z^{m}}{m} \hat{\lambda}_{i}^{m} \operatorname{tr}\left(\hat{\mathscr{P}}_{i}\right) \\
& =\exp \sum_{m=1}^{\infty}-\frac{z^{m}}{m} \operatorname{tr}\left(\sum_{i=1}^{\hat{N}(\Theta)} \hat{\lambda}_{i}^{m} \hat{\mathscr{P}}_{i} \hat{\Lambda}_{i}^{m}\right) \quad \text { by }(2.7) \\
& =\exp \sum_{m=1}^{\infty}-\frac{z^{m}}{m} \operatorname{tr}\left(\sum_{i=1}^{\hat{N}(\Theta)} \hat{\mathscr{P}}_{i} \hat{\mathscr{L}}^{m}\right),
\end{aligned}
$$

Theorem 4.4 will be proved if we can show that

$$
\begin{equation*}
\left|\hat{\zeta}_{m}-\operatorname{tr}\left(\sum_{i=1}^{\hat{N}(\Theta)} \hat{\mathscr{P}}_{i} \hat{\mathscr{L}}^{m}\right)\right| \leqq \text { const } \cdot \Theta^{m} \tag{4.2}
\end{equation*}
$$

In the course of the proof, estimates by terms of the form $m \cdot \Theta^{m}$ or $(1+\varepsilon)^{m} \cdot \Theta^{m}$ will occur. In order to simplify our notation, we shall replace them tacitly by const $\cdot \Theta^{m}$. This is possible because $\Theta>\theta$ is arbitrary.

Let $\hat{\zeta}_{m}^{(0)}=\sum_{\substack{\hat{\eta} \in \hat{\mathcal{A}}_{m} \\ \hat{\eta} \subseteq \hat{T}_{\hat{\eta}}^{m}}} \hat{g}_{m}\left(\hat{x}_{\eta}\right)$ and $\hat{\zeta}_{m}^{(1)}=\hat{\zeta}_{m}-\hat{\zeta}_{m}^{(0)}$. As $\hat{\zeta}_{m}^{(0)}$ is a finite sum (see Lemma 3.1), and as $\hat{\mathscr{L}}^{m} \chi_{\hat{\eta}}(\hat{y})=0$ for $\hat{y} \notin \widehat{T}^{m} \hat{\eta}$, we have in view of Lemma 4.2

$$
\begin{align*}
& \hat{\zeta}_{m}^{(0)}=\sum_{\substack{\hat{n} \in \hat{S}_{m}^{m} \\
\hat{\eta} \subseteq \hat{T}^{m}}}\left(\hat{g}_{m} \cdot \chi_{\hat{\eta}}\right) \circ \hat{T}_{\hat{\eta}}^{-m}\left(\hat{x}_{\hat{\eta}}\right)=\sum_{\substack{\hat{n} \in \hat{A}_{m_{m}}^{m} \\
\eta \leq \tilde{T}_{\hat{\prime}}^{m}}}\left(\hat{\mathscr{L}}^{m} \chi_{\hat{\eta}}\right)\left(\hat{x}_{\hat{\eta}}\right) \\
& =\sum_{\hat{n} \in \hat{\mathscr{A}}_{m}}\left(\hat{\mathscr{L}}^{m} \chi_{\hat{n}}\right)\left(\hat{x}_{\hat{\eta}}\right)=\operatorname{tr}\left(\hat{\mathscr{L}}^{m} \hat{\alpha}_{m}\right) . \tag{4.3}
\end{align*}
$$

For $\hat{\zeta}_{m}^{(1)}$ we have the estimate (observe Lemma 3.2)

$$
\begin{align*}
\left|\hat{\zeta}_{m}^{(1)}\right| & \leqq \sum_{\substack{\hat{\eta} \in \hat{\mathscr{X}}_{m} \backslash \hat{\mathscr{D}}_{m} \\
\eta \leq \hat{T}_{m}^{m}}}\left|\hat{g}_{m}\left(\hat{x}_{\hat{\eta}}\right)\right| \leqq \sum_{\hat{\eta} \in \hat{\mathscr{T}}_{m}^{2 m} \backslash \hat{\mathscr{A}}_{m}}\left|\hat{g}_{m}\left(\hat{x}_{\hat{\eta}}\right)\right| \\
& \leqq 2 \cdot \#\left(\hat{D}_{2 m}\right) \cdot \sup \left|\hat{g}_{m}\right| \leqq \text { const } \cdot \Theta^{m} . \tag{4.4}
\end{align*}
$$

So (4.2) will follow if we show that

$$
\begin{equation*}
\sum_{i=1}^{\hat{N}(\Theta)}\left|\operatorname{tr}\left(\hat{\mathscr{P}}_{i}\left(\hat{\mathscr{L}}^{m} \hat{\alpha}_{m}-\hat{\mathscr{L}}^{m}\right)\right)\right|+\left|\operatorname{tr}\left(\hat{\mathscr{P}} \hat{\mathscr{L}}^{m} \hat{\alpha}_{m}\right)\right| \leqq \operatorname{const} \cdot \Theta^{m} \tag{4.5}
\end{equation*}
$$

By Proposition 2.7,

$$
\begin{aligned}
\sum_{i=1}^{\hat{N}(\Theta)}\left|\operatorname{tr}\left(\hat{\mathscr{P}}_{i}\left(\hat{\mathscr{L}}^{m} \hat{\mathscr{\alpha}}_{m}-\hat{\mathscr{L}}^{m}\right)\right)\right| & \leqq \sum_{i=1}^{\hat{N}(\Theta)} \operatorname{rank}\left(\widehat{\mathscr{P}}_{i}\right) \cdot\left\|\widehat{\mathscr{P}}_{i}\right\|_{\widehat{B V}}\left\|\hat{\mathscr{L}}^{m} \hat{\alpha}_{m}-\hat{\mathscr{L}}^{m}\right\|_{\hat{B V}} \\
& \leqq \operatorname{const} \cdot \Theta^{m},
\end{aligned}
$$

and the proof of (4.2) will be finished in the next section by showing that

$$
\begin{equation*}
\left|\operatorname{tr}\left(\hat{\mathscr{P}} \hat{\mathscr{L}}^{m}{\hat{\alpha_{m}}}^{\prime}\right)\right| \leqq \text { const } \cdot \Theta^{m} \tag{4.6}
\end{equation*}
$$

In order to do this, we will need more sophisticated estimates and make use of a telescoping trick of Haydn (1987).

## 5. The Bound for $\left|\operatorname{tr}\left(\hat{\mathscr{P}} \hat{\mathscr{L}}^{m} \hat{\mathcal{\alpha}}_{m}\right)\right|$

In this section, we prove estimate (4.6) for $\hat{\zeta}_{m}^{(2)}=\operatorname{tr}\left(\hat{\mathscr{P}} \hat{\mathscr{L}}^{m} \hat{\alpha}_{m}\right)$ under the additional assumption (1.4).

For each $\hat{C} \in \hat{\mathscr{D}}$, we fix some $\hat{y}_{\hat{C}} \in \hat{C}$. If $\hat{\eta} \in \hat{\mathscr{Z}}_{k}$ and $\hat{T}^{k} \hat{\eta}=\hat{C}$, we denote by $\hat{y}_{\hat{\eta}}$ the unique $\hat{T}^{k}$ preimage of $\hat{y}_{\hat{C}}$ in $\hat{\eta}$.

For $\hat{\eta} \in \hat{\mathscr{Z}}_{k}$, define

$$
\hat{Y}_{\hat{\eta}}= \begin{cases}\hat{\mathscr{L}}^{k} \chi_{\hat{\eta}}-\hat{g}\left(\hat{y}_{\hat{\eta}}\right) \cdot \hat{\mathscr{L}}^{k-1} \chi_{\hat{T} \hat{\eta}} & \text { if } \quad k \geqq 2,  \tag{5.1}\\ \hat{\mathscr{L}} \chi_{\hat{\eta}} & \text { if } \quad k=1 .\end{cases}
$$

Observe that $\hat{T} \hat{y}_{\hat{\eta}}=\hat{y}_{\hat{T} \hat{\eta}}$. Hence, for $\hat{\eta} \in \hat{\mathscr{Z}}_{k}$ and $k \geqq 2$,

$$
\hat{Y}_{\hat{\eta}}=\hat{\mathscr{L}}^{k-1} \chi_{\hat{T}_{\eta}} \cdot\left(\hat{g}^{\circ} \circ \hat{T}_{\hat{\eta}}^{-k}-\hat{g}\left(\hat{y}_{\hat{\eta}}\right)\right)=\chi_{\hat{T}^{k} \hat{\eta}} \cdot \hat{g}_{k-1} \circ \hat{T}_{\hat{T} \tilde{\eta}}^{-(k-1)} \cdot\left(\hat{g}^{\circ} \circ \hat{T}_{\hat{\eta}}^{-k}-\hat{g}\left(\hat{y}_{\hat{\eta}}\right)\right),
$$

so that

$$
\operatorname{var}_{\hat{T}^{k_{\eta}}}\left(\hat{Y}_{\hat{\eta}}\right) \leqq \operatorname{var}_{\hat{\tau}_{\hat{\eta}}}\left(\hat{g}_{k-1}\right) \cdot \operatorname{var}_{\hat{\eta}}(\hat{g})+\sup \left|\hat{g}_{k-1}\right| \cdot \operatorname{var}_{\hat{\eta}}(\hat{g})
$$

and

$$
\sup \left|\hat{Y}_{\hat{\eta}}\right| \leqq \sup \left|\hat{g}_{k-1}\right| \cdot \operatorname{var}_{\hat{\eta}}(\hat{g})
$$

Therefore

$$
\begin{aligned}
\left\|\hat{Y}_{\hat{\eta}}\right\|_{\widehat{B V}} & =\operatorname{var}\left(\hat{Y}_{\hat{\eta}}\right)+\left\|\hat{Y}_{\hat{\eta}}\right\|_{\infty} \leqq \operatorname{var}_{\hat{T}^{k} \hat{\eta}}\left(\hat{Y}_{\hat{\eta}}\right)+3 \cdot \sup \left|\hat{Y}_{\hat{\eta}}\right| \\
& \leqq \operatorname{var}_{\hat{\eta}}(\hat{g}) \cdot\left(\operatorname{var}_{\hat{T} \hat{\eta}}\left(\hat{g}_{k-1}\right)+4 \cdot \sup \left|\hat{g}_{k-1}\right|\right) .
\end{aligned}
$$

If $\pi \hat{\eta} \subseteq \eta \in \mathscr{Z}_{k}$, this yields

$$
\begin{equation*}
\left\|\hat{Y}_{\eta}\right\|_{\widehat{B V}} \leqq \operatorname{var}_{\eta}(g) \cdot\left(\operatorname{var}_{T \eta}\left(g_{k-1}\right)+4 \sup \left|g_{k-1}\right|\right)=: v(\eta, k) \tag{5.2}
\end{equation*}
$$

Note also that in view of Corollary 2.4,

$$
\begin{equation*}
\sum_{\eta \in \mathscr{X}_{k}} v(\eta, k) \leqq C \cdot \Theta^{k-1} \cdot \operatorname{var}(g) . \tag{5.3}
\end{equation*}
$$

We now give the formal computation used to bound $\left|\hat{\zeta}_{m}^{(2)}\right|$. By Lemma 4.2,

$$
\begin{array}{rlrl}
\hat{\zeta}_{m}^{(2)}= & \operatorname{tr}\left(\hat{\mathscr{P}} \hat{\mathscr{L}}^{m} \hat{\alpha}_{m}\right)=\sum_{\hat{n} \in \hat{\mathscr{P}}_{m}}\left(\hat{\mathscr{P}}^{\hat{\mathscr{L}}^{m}} \chi_{\hat{\eta}}\right)\left(\hat{x}_{\hat{\eta}}\right) & \left(=: \gamma_{m}^{(0)}\right) \\
= & \sum_{\hat{\eta} \in \hat{\mathscr{P}}_{m}}\left(\hat{\mathscr{P}} \hat{\mathscr{L}}^{m} \chi_{\hat{\eta}}\right)\left(\hat{x}_{\hat{\eta}}\right) & \left(=: \gamma_{m}^{(1)}\right) \\
& -\sum_{\hat{\epsilon} \hat{\hat{\mathscr{X}}_{m} \backslash \cdot \hat{\mathscr{A}}_{m}}}\left(\hat{\mathscr{P}} \hat{\mathscr{L}}^{m} \chi_{\hat{\eta}}\right)\left(\hat{x}_{\hat{\eta}}\right) & & \left(=: \gamma_{m}^{(2)}\right) . \tag{5.4}
\end{array}
$$

Now

$$
\gamma_{m}^{(1)}=\sum_{\hat{\eta} \in \hat{\mathscr{X}}_{m}}\left(\hat{\mathscr{P}} \hat{\mathscr{L}}^{m} \chi_{\hat{\eta}}\right)\left(\hat{x}_{\hat{\eta}}\right)=\sum_{\hat{\eta} \in \hat{\mathscr{X}}_{m}} \sum_{k=0}^{m-1} \hat{g}_{k}\left(\hat{y}_{\hat{\eta}}\right) \hat{\mathscr{P}} \hat{Y}_{\hat{T}^{k}}\left(\hat{x}_{\hat{\eta}}\right)
$$

$$
\begin{array}{rlr}
= & \sum_{\hat{\eta} \in \hat{\mathscr{T}}_{m}} \sum_{k=0}^{m-1} \hat{g}_{k}\left(\hat{y}_{\eta}\right)\left(\hat{\mathscr{P}} \hat{Y}_{\hat{T}^{k} \hat{\eta}}\left(\hat{x}_{\hat{\eta}}\right)-\hat{\mathscr{P}} \hat{Y}_{\hat{T}^{k}}\left(\hat{y}_{\eta}\right)\right) & \left(=: \gamma_{m}^{(3)}\right) \\
& +\sum_{\eta \in \hat{\mathscr{Y}}_{m}} \sum_{k=0}^{m-1} \hat{g}_{k}\left(\hat{y}_{\eta}\right) \hat{\mathscr{P}} \hat{Y}_{\hat{T}^{k} \eta}\left(\hat{y}_{\hat{\eta}}\right), & \left(=: \gamma_{m}^{(4)}\right), \tag{5.5}
\end{array}
$$

where we use the notational convention $\hat{g}_{0} \equiv 1$. Finally

$$
\begin{align*}
& +\sum_{k=0}^{m-1} \sum_{\eta^{\prime} \in \hat{\mathscr{X}}_{m-k} \backslash} \sum_{\substack{\hat{\mathscr{X}}_{m-k}^{2 m}}} \sum_{\substack{\hat{n} \in \hat{\mathscr{Y}}_{m}, \hat{T}_{n} \hat{\eta}=\hat{\eta}^{\prime}}} \hat{g}_{k}\left(\hat{y}_{\hat{\eta}}\right)\left(\hat{\mathscr{P}} \hat{Y}_{\hat{\eta}^{\prime}}\right)\left(\hat{y}_{\hat{\eta}}\right) \quad\left(=: \gamma_{m}^{(6)}\right) . \tag{5.6}
\end{align*}
$$

The result of this section follows from:

## Lemma 5.1.

1. $\gamma_{m}^{(4)}$ converges absolutely,
2. $\gamma_{m}^{(2)}$ converges absolutely and $\left|\gamma_{m}^{(2)}\right| \leqq$ const $\cdot \Theta^{m}$,
3. $\gamma_{m}^{(3)}$ converges absolutely and $\left|\gamma_{m}^{(3)}\right| \leqq$ const $\cdot \Theta^{m}$,
4. $\left|\gamma_{m}^{(5)}\right| \leqq$ const $\cdot \Theta^{m}$,
5. $\left|\gamma_{m}^{(6)}\right| \leqq$ const $\cdot \Theta^{m}$.
(All bounds are uniform in $m>0$ ).
Indeed, the absolute convergence of $\gamma_{m}^{(3)}$ and $\gamma_{m}^{(4)}$ implies that of $\gamma_{m}^{(1)}$ and shows that all equalities of the sequence (5.4)-(5.6) are correct. Thus, we only need to use

$$
\left|\widehat{\zeta}_{m}^{(2)}\right| \leqq\left|\gamma_{m}^{(2)}\right|+\left|\gamma_{m}^{(3)}\right|+\left|\gamma_{m}^{(5)}\right|+\left|\gamma_{m}^{(6)}\right|
$$

to obtain the desired inequality.
Proof of Lemma 5.1. In the proof, we will often use the decomposition $\widehat{\mathscr{P}}=\mathrm{Id}-\sum_{i=1}^{\hat{N}(\Theta)} \hat{\mathscr{P}}_{i}$ and the fact that for each $\widehat{\mathscr{P}}_{i}$ there are $\hat{\varphi}_{i j} \in \widehat{B V}$ and linear functionals $\hat{\psi}_{i j}\left(j=1, \ldots, \operatorname{rank}\left(\widehat{\mathscr{P}}_{i}\right)=: d_{i}\right)$ such that $\widehat{\mathscr{P}}_{i}(\widehat{f})=\sum_{j=1}^{d_{i}} \hat{\psi}_{i j}(\hat{f}) \hat{\varphi}_{i j}$.

1. We have

$$
\begin{aligned}
& \sum_{\hat{n} \in \hat{\mathscr{Y}}_{m}} \sum_{k=0}^{m-1}\left|\hat{g}_{k}\left(\hat{y}_{\hat{\eta}}\right)\right|\left|\hat{\mathscr{P}} \hat{Y}_{\hat{T}^{k}}\left(\hat{y}_{\hat{\eta}}\right)\right| \\
& =\sum_{k=0}^{m-1} \sum_{\eta^{\prime} \in \hat{\mathscr{Y}}_{m-k}} \sum_{\substack{\hat{\eta_{2}} \leqslant \hat{\mathscr{F}}_{m} \\
\hat{T}^{k} \hat{\eta}=\hat{\eta}^{\prime}}}\left|\hat{g}_{k}\left(\hat{y}_{\hat{\eta}}\right)\right|\left|\hat{\mathscr{P}} \hat{Y}_{\hat{\eta}^{\prime}}\left(\hat{y}_{\hat{\eta}}\right)\right| \\
& =\sum_{k=0}^{m-1} \sum_{n^{\prime} \in \hat{\mathscr{Y}}_{m-k}}\left(|\hat{\mathscr{L}}|^{k}\left|\hat{\mathscr{P}} \hat{Y}_{\eta^{\prime}}\right|\right)\left(\hat{y}_{\eta^{\prime}}\right) \\
& \leqq \sum_{k=0}^{m-1} \sum_{\eta^{\prime} \in \hat{\mathscr{Y}}_{m-k} \mid \hat{X}_{m-k}^{2 m}} \sum_{i=1}^{\hat{N}(\Theta)} \sum_{j=1}^{d_{i}}\left(|\hat{\mathscr{L}}|^{k}\left|\hat{\varphi}_{i j}\right|\right)\left(\hat{y}_{\hat{\eta}^{\prime}}\right)\left\|\hat{\psi}_{i j}\right\|\left\|\hat{Y}_{\eta^{\prime}}\right\|_{B V} \quad\left(=: \beta_{m}^{(1)}\right) \\
& +\sum_{k=0}^{m-1} \sum_{\eta^{\prime} \in \hat{\mathscr{Y}}_{m-k}^{m}}\left(|\hat{\mathscr{L}}|^{k}\left|\hat{\mathscr{P}} \hat{Y}_{\hat{\eta}^{\prime}}\right|\right)\left(\hat{y}_{\eta^{\prime}}\right) \quad\left(=: \beta_{m}^{(2)}\right) .
\end{aligned}
$$

Remark. In the last inequality, we used the fact that $\left(|\hat{\mathscr{L}}|^{k} \mid \hat{Y}_{\hat{\eta}^{\prime}}\right)\left|\left.\right|_{\dot{\eta}^{\prime}} \equiv 0\right.$ if and only if $\left|\left(Y_{\hat{\eta}^{\prime}}\right)\right|_{\hat{\eta}} \not \equiv 0$ for some $\hat{\eta} \in \hat{\mathscr{Z}}_{m}$ with $\widehat{T}^{k} \hat{\eta}=\hat{\eta}^{\prime}$. But this is possible only if $\hat{T}^{m-k} \hat{\eta}^{\prime} \supseteq \hat{\eta}$, i.e., if $\hat{T}^{m} \hat{\eta} \supseteq \hat{\eta}$, i.e., if $\hat{\eta} \in \hat{\mathscr{Z}}_{m}^{2 m}$ and also $\hat{\eta}^{\prime} \in \hat{\mathscr{Z}}_{m-k}^{2 m}$ by Lemma 3.2. Therefore the term corresponding to the Id part in the decomposition $\hat{\mathscr{P}}=\mathrm{Id}-\sum_{i=1}^{\hat{N}(\mathcal{O})} \hat{\mathscr{P}}_{i}$ is zero in the first sum.

Now, by (5.2) and (5.3):

$$
\begin{aligned}
\beta_{m}^{(1)} & \leqq \sum_{k=0}^{m-1} \sum_{i=1}^{\hat{N}(\Theta)} \sum_{j=1}^{d_{i}}\left\|\hat{\psi}_{i j}\right\| \sum_{\eta^{\prime} \in \mathscr{\mathscr { Y }}_{m-k}} v\left(\eta^{\prime}, m-k\right) \sum_{\substack{\eta^{\prime} \in \hat{\hat{N}}^{\prime}-\bar{j}^{-k} \\
n \eta^{\prime} \leq \eta^{\prime}}}\left(|\hat{\mathscr{L}}|^{k}\left|\hat{\varphi}_{i j}\right|\right)\left(\hat{y}_{\hat{\eta}^{\prime}}\right) \\
& \leqq \sum_{k=0}^{m-1} \sum_{i=1}^{\hat{N}(\Theta)} \sum_{j=1}^{d_{i}}\left\|\hat{\psi}_{i j}\right\| \cdot \text { const } \cdot \Theta^{m-k-1} \cdot \operatorname{var}(g) \cdot\left\||\hat{\mathscr{L}}|^{k}\left|\hat{\varphi}_{i j}\right|\right\|_{\widehat{B V}}<\infty,
\end{aligned}
$$

and $\beta_{m}^{(2)}<\infty$ as $\# \hat{\mathscr{Z}}_{m-k}^{2 m} \leqq 2 m \cdot \# \mathscr{Z}_{m-k}<\infty$.
2. We again use the decomposition of $\hat{\mathscr{P}}$ :

$$
\begin{aligned}
& \left|\gamma_{m}^{(2)}\right| \leqq \sum_{\eta \in \hat{\mathscr{\mathscr { P }}}_{m} \mid \hat{\mathscr{A}}_{m}}\left|\hat{\mathscr{L}}^{m} \chi_{\eta}\right|\left(\hat{x}_{\hat{\eta}}\right) \quad\left(=: \beta_{m}^{(3)}\right) \\
& +\sum_{i=1}^{\hat{N}(\Theta)} \sum_{\hat{n} \in \hat{\mathscr{X}}_{m} \backslash \hat{\mathscr{A}}_{m}}\left|\left(\hat{\mathscr{P}}_{i} \hat{\mathscr{L}}^{m} \chi_{\hat{\eta}}\right)\left(\hat{x}_{\hat{\eta}}\right)\right| \quad\left(=: \beta_{m}^{(4)}\right) .
\end{aligned}
$$

Now, by the same reasoning as in (4.4),

$$
\beta_{m}^{(3)} \leqq \sum_{\substack{\hat{\eta} \in \hat{\hat{x}_{m}, \hat{q}_{m}} \\ \hat{\eta} \leq \hat{T}^{m_{n}} \hat{\eta}}} \sup _{\hat{\eta}}\left|\hat{g}_{m}\right| \leqq \text { const } \cdot \Theta^{m},
$$

and

$$
\begin{aligned}
\beta_{m}^{(4)} & \leqq \sum_{i=1}^{\hat{N}(\Theta)} \sum_{j=1}^{d_{i}} \sum_{n \in \hat{\mathscr{X}}_{m} \backslash \hat{\mathscr{A}}_{m}}\left|\hat{\psi}_{i j}\left(\hat{\mathscr{L}}^{m} \chi_{\hat{\eta}}\right)\right|\left|\hat{\varphi}_{i j}\left(\hat{x}_{\hat{\eta}}\right)\right| \\
& \leqq \sum_{i=1}^{\hat{N}(\Theta)} \sum_{j=1}^{d_{i}} \sum_{\hat{n} \in \hat{\hat{X}_{m}} \mid \hat{\mathcal{Q}_{m}}}\left\|\hat{\psi}_{i j}\right\| \cdot \text { const } \cdot \Theta^{m} \cdot\left|\hat{\varphi}_{i j}\left(\hat{x}_{\hat{\eta}}\right)\right| \quad \text { by Corollary } 2.4 \\
& \leqq \text { const } \cdot \Theta^{m} \sum_{i=1}^{\hat{N}(\theta)} \sum_{j=1}^{d_{i}} \sum_{\hat{C} \in \hat{\mathscr{T}}} \sup \left|\hat{\varphi}_{i j}\right| \leqq \text { const } \cdot \Theta^{m} \sum_{i=1}^{\hat{N}(\Theta)} \sum_{j=1}^{d_{i}}\left\|\hat{\varphi}_{i j}\right\|_{B V} \\
& \leqq \text { const } \cdot \Theta^{m} .
\end{aligned}
$$

3. Let $0 \leqq k<m$. We first study

The first term is bounded by:

$$
\begin{aligned}
& \leqq \sum_{\eta^{\prime} \in \mathscr{P}_{m-k}} \text { const } \cdot 2 m \cdot\|\hat{\mathscr{P}}\| \cdot v\left(\eta^{\prime}, m-k\right) \quad \text { by }(5.2) \\
& \leqq \text { const } \cdot m \cdot \Theta^{m-k} .
\end{aligned}
$$

For the other term, we use the remark of part 1 , and obtain:

$$
\begin{align*}
& \leqq \sum_{i=1}^{\hat{N}(\Theta)} \sum_{j=1}^{d_{i}}\left\|\hat{\psi}_{i j}\right\| \sum_{\eta^{\prime} \in \mathscr{Y}_{m-k}} v\left(\eta^{\prime}, m-k\right) \sum_{\hat{\eta} \in \hat{\mathscr{X}}_{m}} \operatorname{var}_{\hat{\eta}}\left(\hat{\varphi}_{i j}\right) \quad \text { by }(5.2) \\
& \leqq \sum_{i=1}^{\hat{N}(\Theta)} \sum_{j=1}^{d_{i}}\left\|\hat{\psi}_{i j}\right\| \cdot \operatorname{var}\left(\hat{\varphi}_{i j}\right) \cdot \text { const } \cdot \Theta^{m-k}  \tag{5.3}\\
& \leqq \text { const } \cdot \Theta^{m-k} \text {. }
\end{align*}
$$

We have thus proved that $\gamma_{m, k}^{(7)} \leqq$ const $\cdot \Theta^{m-k}$. Therefore:

$$
\begin{aligned}
\left|\gamma_{m}^{(3)}\right| & \leqq \sum_{\eta \in \hat{\mathscr{P}}_{m}} \sum_{k=0}^{m-1}\left|\hat{g}_{k}\left(\hat{y}_{\hat{\eta}}\right)\right| \cdot \operatorname{var}_{\hat{\eta}}\left(\hat{\mathcal{P}} \hat{Y}_{\hat{T}^{k} \hat{\eta}}\right) \\
& \leqq \sum_{k=0}^{m-1} \operatorname{const} \cdot \Theta^{k} \cdot \gamma_{m, k}^{(7)} \leqq \mathrm{const} \cdot \Theta^{m} .
\end{aligned}
$$

This shows the absolute convergence of $\gamma_{m}^{(3)}$.
4. The definition of $\hat{\mathscr{L}}$ yields:

$$
\begin{array}{rlr}
\left|\gamma_{m}^{(5)}\right| & =\left|\sum_{k=0}^{m-1} \sum_{\eta^{\prime} \in \hat{\mathscr{X}}_{m-k}^{m}}\left(\hat{\mathscr{L}}^{k} \hat{\mathscr{P}} \hat{Y}_{\hat{\eta}^{\prime}}\right)\left(\hat{\mathscr{y}}_{\eta^{\prime}}\right)\right| \\
& \leqq \sum_{k=0}^{m-1} \operatorname{const} \cdot \Theta^{k} . \sum_{\eta^{\prime} \in \mathscr{\mathscr { O }}_{m-k}} 2 \cdot m \cdot v\left(\eta^{\prime}, m-k\right) & \text { by Theorem } 1 \text { and }(5.2) \\
& \leqq \text { const } \cdot \Theta^{m} & \text { by (5.3). }
\end{array}
$$

5. We use again the remark in 1 and obtain

$$
\begin{aligned}
& \cdot\left|\hat{\varphi}_{i j}\left(\hat{y}_{\hat{\eta}}\right)\right| \cdot\left\|\hat{\psi}_{i j}\right\| \cdot v\left(\eta^{\prime}, m-k\right) \quad \text { by }(5.2) \\
& \leqq \text { const } \cdot \Theta^{k} \sum_{i=1}^{\hat{N}(\Theta)} \sum_{j=1}^{d_{1}} \sum_{k=0}^{m-1} \sum_{\eta^{\prime} \in \mathscr{X}_{m-k}} v\left(\eta^{\prime}, m-k\right) \cdot\left\|\hat{\psi}_{i j}\right\| \cdot 2 \cdot\left\|\hat{\varphi}_{i j}\right\|_{\widehat{B V}} \\
& \leqq \text { const } \cdot \Theta^{m} \\
& \text { by (5.3). }
\end{aligned}
$$
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