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#### Abstract

Using a rigorous version of the renormalization group we construct the effective action for the $Y_{2}$ model. The construction starts with integrating out the bosonic field which eliminates the large fields problem. Studying the soobtained purely fermionic theory proceeds by a series of convergent perturbation expansions. We show that the continuum limit of the effective action exists and its perturbation expansion is Borel summable.


## I. Introduction

The Yukawa ${ }_{2}$ quantum field theory has a long history. Its existence was first proved by Glimm and Jaffe [1,2] and Schrader [3] within the Hamiltonian, or Minkowski space framework. By constructing the Euclidean Fock space and proving the Feynman-Kac formula, Osterwalder and Schrader [4] established the equivalence between the Hamiltonian and the Euclidean formalisms. The crucial step towards Euclidean construction of the model was done by Seiler [5]. He integrated out the Fermi field and proved that the resulting determinant was integrable with respect to the free bosonic measure. This paper was followed by $[6,7]$ where the stability bounds were proved and by $[8,9]$ where the thermodynamic limit was constructed and the Wightman axioms were verified. Renouard [10] showed subsequently that the theory was Borel summable, and Balaban and Gawedzki [11] proved the existence of two phases in the chiral Yukawa ${ }_{2}$ theory.

In the present work we propose a new approach to the Yukawa ${ }_{2}$ model which consists, in a sense, in reversing Seiler's approach. We start the analysis with integrating out the bosonic field, and study the resulting purely fermionic theory with a non-local quartic interaction. The inspiration for doing this comes from the remarkable papers $[12,13]$ where the effective action for the Gross-Neveu model has been constructed. The analysis of $[12,13]$ is in the spirit of the renormalization group (RG) program (for review, see [14-16]) combined with the old observation by Caianello [17] that regularized fermionic perturbation theory converges. This convergence is because the Feynman graphs of a given order appear with either sign, owing to Fermi-Dirac statistics. The resulting cancellations between the
graphs compensate for the large combinatorial factors. A similar analysis of the Yukawa ${ }_{2}$ model is possible after integrating out the bosonic field. The fermionic action is of the form

$$
\frac{1}{2} \int d x d y g_{N}(x-y): \bar{\psi}(x) \psi(x):: \bar{\psi}(y) \psi(y):
$$

where $N$ is the ultraviolet cutoff, and the form-factor $g_{N}(x-y)$ is equal to

$$
\frac{\lambda^{2}}{(2 \pi)^{2}} \int d p \frac{e^{i p(x-y)}}{p^{2}+m^{2}+\delta m_{N}^{2}(\lambda)}
$$

$\lambda$ is the coupling constant. The mass counterterm, $\delta m_{N}^{2}(\lambda)$ is given by second order perturbation theory. This form of the effective action is preserved, up to controllable corrections, under the RG transformations. The effective action on the scale $n, n<N$ is expressed by a perturbation expansion which converges for all complex $\lambda$ 's within a circle $\left|\lambda^{2}\right| \leqq O(1 / N)$. In our approach $\lambda$ plays a passive role, that of an expansion parameter. Crucial for the analysis is the behavior of the form factor $g_{n, N}$ corresponding to the scale $n . g_{n, N}$ plays the role of a running coupling constant in our model and satisfies $\left\|g_{n, N}\right\|_{L^{1}}=O(1 / n)$ because of the logarithmic divergence of the mass counterterm. The radii of convergence of our expansions shrink to zero, when $N \rightarrow \infty$. This suggests that the renormalized perturbation expansion of the theory with $N=\infty$ divergences. We show that it is Borel summable. On the technical level our analysis follows the ideas of Gawedzki and Kupiainen [12].

Our approach has certain advantages. It is natural, simple, and at least as powerful as Seiler's approach. In particular, the proof of Borel summability is obtained very easily. Furthermore, we hope to extend the method to other models with cubic Fermi-Bose interactions like $Y_{3}$ and $\mathrm{QED}_{d}$.

The paper is organized as follows. Sections II and III introduce the formalism. In Sect. IV we discuss the first RG step. In Sect. V we establish the form of the effective action and make a general RG iteration. Section VI contains the proof of ultraviolet finiteness and Borel summability of the effective action. Appendices A and B contain certain technical results.

## II. The Yukawa Action

Let $\Lambda \subset \mathbb{R}^{2}$ be the box $\Lambda=\left\{x \in R^{2}:-L_{j} \leqq x_{j} \leqq L_{j}, j=1,2\right\}$, where $L_{1}, L_{2}$ are positive integers. By $T_{\Lambda}$ we denote the torus obtained from $\Lambda$ by identifying the opposite sides. The cutoff Euclidean Bose field $\varphi$ with periodic boundary conditions is defined by the Gaussian measure $d \mu_{G_{A}, e}(\varphi)$. $G_{\Lambda, \varrho}$, the covariance operator, is given by $G_{\Lambda, \varrho}=\left(-\Delta+m^{2}\right)_{\Lambda, \varrho}^{-1}$, where $m^{2}>0$, and $\varrho$ is an ultraviolet cutoff. Explicitly, the kernel of $G_{A, \varrho}$ is given by

$$
\begin{equation*}
G_{\Lambda, \varrho}(x-y)=\sum_{n \in \mathbb{Z}^{2}} G_{\varrho}(x-y+2 n L), \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{\varrho}(x-y)=\frac{1}{(2 \pi)^{2}} \int \frac{d p}{p^{2}+m^{2}} e^{-(p / e)^{2}} e^{i p(x-y)}, \tag{2}
\end{equation*}
$$

and $n L=\left(n_{1} L_{1}, n_{2} L_{2}\right)$.

Let $\psi=\left(\psi_{1}, \psi_{2}\right)$ and $\bar{\psi}=\left(\bar{\psi}_{1}, \bar{\psi}_{2}\right)$ be a cutoff two-dimensional free Euclidean Fermi field [4] with periodic boundary conditions. We shall find it convenient to work with the "fermionic Gaussian measure" $d \mu_{S_{\Lambda, \kappa}}(\psi, \bar{\psi})$ which is defined as follows. We choose the Dirac matrices to be

$$
\gamma^{0}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right), \quad \gamma^{1}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right)
$$

They satisfy the anti-commutation relations

$$
\left\{\gamma^{\mu}, \gamma^{\nu}\right\}=2 \delta^{\mu \nu} .
$$

The free fermionic action is given by

$$
\int_{\Lambda} d x \bar{\psi}(x)(\notin+M)_{\Lambda, \kappa} \psi(x),
$$

where $\nRightarrow=\gamma^{\mu} \partial_{\mu}, M \geqq 0$, and $\kappa$ is an ultraviolet cutoff. In a sense to be specified below, this defines the fermionic Gaussian measure $d \mu_{S_{\Lambda, \kappa}}$ whose covariance $S_{\Lambda, \kappa}$ is given by the periodic [cf. (1) and (2)] version of

$$
\begin{equation*}
S_{\kappa}(x-y)=\frac{1}{(2 \pi)^{2}} \int d p \frac{-i p+M}{p^{2}+M^{2}} \chi_{\kappa}(p) e^{i p(x-y)} \tag{3}
\end{equation*}
$$

Throughout this paper we will be using two kinds of cutoff functions:

$$
\begin{equation*}
\chi_{\kappa}(p)=\exp \left\{-\left(p^{2}+M^{2}\right) / \kappa^{2}\right\}, \tag{4}
\end{equation*}
$$

which suppresses high momenta, and

$$
\begin{equation*}
\chi_{\kappa}(p)=\exp \left\{-\left(p^{2}+M^{2}\right) / \kappa^{2}\right\}-\exp \left\{-l^{2}\left(p^{2}+M^{2}\right) / \kappa^{2}\right\} \tag{5}
\end{equation*}
$$

$(l>1)$, which selects a slice in momentum space. The covariance whose cutoff is given by (5) will be denoted by $\Gamma_{\kappa}(x-y)$, and the corresponding fields will be denoted by $(\xi(x), \bar{\xi}(x))$. We include the fields $\psi_{\alpha}(x)$ and $\bar{\psi}_{\alpha}(x)$ into one multiplet denoted by $\tilde{\psi}_{\alpha}(x)$. Consider the set of functions of $\tilde{\psi}$ of the form

$$
F(\tilde{\psi})=\sum_{m \geqq 0} \frac{1}{m!} \sum_{\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{m}\right)} \int_{\Lambda^{m}} d^{m} \mathbf{x} F^{m}(\mathbf{x} ; \boldsymbol{\alpha}) \tilde{\psi}(\mathbf{x} ; \boldsymbol{\alpha})
$$

where $\alpha_{j}=1, \ldots, 4, \tilde{\psi}(\mathbf{x} ; \boldsymbol{\alpha})=\psi_{\alpha_{1}}\left(x_{1}\right) \psi_{\alpha_{2}}\left(x_{2}\right) \ldots \bar{\psi}_{\alpha_{m}}\left(x_{m}\right)$ (for convenience we place the $\psi$ fields to the left of the $\bar{\psi}$ fields). The kernels $F^{m}(\mathbf{x} ; \boldsymbol{\alpha})$ are assumed to have all the symmetries of the product $\tilde{\psi}(\mathbf{x} ; \boldsymbol{\alpha})$. Furthermore, we assume that there are constants $C, D \geqq 0$ such that

$$
\begin{equation*}
\sum_{\alpha} \int_{A^{m}} d^{m} \mathbf{x}\left|F^{m}(\mathbf{x} ; \boldsymbol{\alpha})\right| \leqq C D^{m} \tag{6}
\end{equation*}
$$

We define (to simplify the notation we suppress the subscript $\Lambda$ ):

$$
\begin{align*}
& \int d \mu_{S_{\kappa}}(\tilde{\psi}) \psi_{\alpha_{1}}\left(x_{1}\right) \ldots \psi_{\alpha_{k}}\left(x_{k}\right) \bar{\psi}_{\beta_{1}}\left(y_{1}\right) \ldots \bar{\psi}_{\beta_{1}}\left(y_{1}\right) \\
& \quad=\delta_{k l} \operatorname{det}\left\{S_{\kappa, \alpha_{i} \beta_{j}}\left(x_{i}-y_{j}\right)\right\}, \tag{7}
\end{align*}
$$

and extend this definition by linearity to an arbitrary $F$. We will also be using the notation $\int d \mu_{S_{\kappa}}(\tilde{\psi}) F(\tilde{\psi})=\langle F\rangle_{S_{\kappa}}$. Observe that in particular

$$
\int d \mu_{S_{\kappa}}(\tilde{\psi}) \psi_{\alpha}(x) \bar{\psi}_{\beta}(y)=S_{\kappa, \alpha \beta}(x-y) .
$$

Our definition is meaningful, since by means of Gramm's inequality [13] (see also Appendix A) we have

$$
\mid \operatorname{det}\left\{S_{\kappa, \alpha_{i} \beta_{\jmath}}\left(x_{i}-y_{j}\right) \mid \leqq K^{m}\right.
$$

with a cutoff dependent constant $K$, and it follows from (6) and (7) that

$$
\left|\int d \mu_{S_{\kappa}}(\tilde{\psi}) F(\tilde{\psi})\right| \leqq C \exp (D K)
$$

In the following we will need functions of a special form. Let $A(\tilde{\psi})$ be given by

$$
\begin{equation*}
A(\tilde{\psi})=\sum_{\substack{m=0 \\ m \text { even }}}^{\infty} \sum_{\alpha=\{\alpha,\}_{j}^{m}=1} \int_{A^{m}} d^{m} \mathbf{x} A^{m}(\mathbf{x} ; \boldsymbol{\alpha}) \tilde{\psi}(\mathbf{x} ; \boldsymbol{\alpha}), \tag{8}
\end{equation*}
$$

where there are $m / 2 \psi$ fields and $m / 2 \bar{\psi}$ fields in the product $\tilde{\psi}(\mathbf{x} ; \boldsymbol{\alpha})$. The kernels $A^{m}(\mathbf{x} ; \boldsymbol{\alpha})$ have all the symmetries of $\tilde{\varphi}(\mathbf{x} ; \boldsymbol{\alpha})$ and satisfy the bound

$$
\int_{A^{m}} d^{m} \mathbf{x}\left|A^{m}(\mathbf{x} ; \boldsymbol{\alpha})\right| \leqq D^{m}
$$

for some $D>0$. Let $B(\tilde{\psi})$ be given by

$$
B(\tilde{\psi})=\int_{A^{p}} d^{p} \mathbf{y} B^{p}(\mathbf{y} ; \boldsymbol{\beta}) \tilde{\psi}(\mathbf{y} ; \boldsymbol{\beta})
$$

with $\int_{A^{p}} d^{p} \mathbf{y}\left|B^{p}(\mathbf{y} ; \boldsymbol{\beta})\right|<\infty$. Set

$$
F(\tilde{\psi})=B(\tilde{\psi}) \exp A(\tilde{\psi})
$$

It is easy to see that $F$ satisfies (6), and is therefore integrable with respect to $d \mu_{S_{\kappa}}(\tilde{\psi})$. This fact justifies the perturbation calculations we will be doing later.

The (two-dimensional) Yukawa model describes a system of Bose and Fermi fields interacting via the action $\lambda \int: \bar{\psi} \psi: \varphi$. One easily finds that the perturbative divergence index of the Yukawa ${ }_{2}$ theory is given by $\omega=2-v-f / 2$, where $v$ is the number of vertices, and $f$ is the number of external fermionic legs of the graph. Hence, there are only two superficially divergent graphs:


The corresponding counterterms are

$$
\begin{equation*}
E_{\kappa, e}=\frac{1}{2} \lambda^{2} \int_{\Lambda^{2}} d x d y G_{\varrho}(x-y) \operatorname{Tr}\left\{S_{\kappa}(x-y) S_{\kappa}(y-x)\right\} \tag{9}
\end{equation*}
$$

(vacuum energy renormalization), and

$$
\frac{1}{2} \lambda^{2} \alpha_{\kappa}^{2} \int_{\Lambda} d x: \varphi(x)^{2}:
$$

(bosonic mass renormalization), where

$$
\begin{equation*}
\alpha_{\kappa}^{2}=-\int_{\Lambda} d x \operatorname{Tr}\left\{S_{\kappa}(x) S_{\kappa}(-x)\right\} \tag{10}
\end{equation*}
$$

$S_{\kappa}(x)$ is given by (3) with the cutoff function (4). Notice that $\alpha_{\kappa}^{2}>0$, if $\kappa$ is large enough. Both $E_{\kappa, \varrho}$ and $\alpha_{\kappa}^{2}$ are logarithmically divergent when $\kappa \rightarrow \infty$. Notice, however, that $E_{\kappa, \varrho}$ stays bounded when $\varrho \rightarrow \infty$. The fact that $\alpha_{\kappa}^{2}=O(\log \kappa)$ will be crucial for our analysis.

The renormalized action is given by

$$
\begin{aligned}
A_{\kappa, \varrho}(\tilde{\psi}, \varphi)= & \lambda \int_{A} d x: \bar{\psi}(x) \psi(x): \varphi(x) \\
& -\frac{1}{2} \lambda^{2} \alpha_{\kappa}^{2} \int_{\Lambda} d x: \varphi(x)^{2}:+E_{\kappa, \varrho},
\end{aligned}
$$

and the full interacting (unnormalized) measure is equal to

$$
\exp \left\{A_{\kappa, \varrho}(\tilde{\psi}, \varphi)\right\} d \mu_{S_{\kappa}}(\tilde{\psi}) d \mu_{G_{e}}(\varphi)
$$

The coupling constant $\lambda$ is taken to be a complex number with $\left|\arg \lambda^{2}\right|<\pi$. Our estimates, however, are not uniform when $\lambda^{2}$ approaches the negative axis, or $|\lambda|$ becomes large. Therefore we will assume that $\left|\arg \lambda^{2}\right| \leqq \alpha_{0}$, and $|\lambda|^{2} \leqq R_{0}$, where $\pi / 2<\alpha_{0}<\pi$ and $R_{0}>0$ are arbitrary but fixed numbers.

The chiral version of the Yukawa interaction is given by $\lambda \int: \bar{\psi} \gamma^{5} \psi: \varphi$, where $\gamma^{5}=-i \gamma^{0} \gamma^{1}$. Our methods apply to this model as well. We will not perform the calculations explicitly, since they are essentially the same as in the case of the nonchiral Yukawa model.

By integrating out the Bose field and working only with the Fermi field we circumvent the problem of large fields which is difficult and obscures the way the renormalization group works. The moderate price we have to pay for this is nonlocality of the effective fermionic action.

The effective fermionic action $A_{\kappa, \varrho}(\tilde{\psi})$ is given by

$$
\exp A_{\kappa, \varrho}(\tilde{\psi})=\int d \mu_{G_{\varrho}}(\varphi) \exp A_{\kappa, \varrho}(\tilde{\psi}, \varphi)
$$

This integral can be easily evaluated to obtain

$$
\begin{aligned}
A_{\kappa, \varrho}(\tilde{\psi}) & =\frac{1}{2} \int_{\Lambda^{2}} d x d y g_{\kappa, \varrho}(x-y ; w): \bar{\psi}(x) \psi(x):: \bar{\psi}(y) \psi(y): \\
& -\frac{1}{2} \operatorname{Tr} \log \left(1+w \alpha_{\kappa}^{2} G_{\varrho}\right)+\frac{1}{2} w \alpha_{\kappa}^{2} \int_{\Lambda} d x G_{\varrho}(0)+E_{\kappa, \varrho},
\end{aligned}
$$

where $w=\lambda^{2}$, and $w g_{\kappa, \varrho}^{-1}=G_{\varrho}^{-1}+w \alpha_{\kappa}^{2}$. The $\varrho \rightarrow \infty$ limit of $A_{\kappa, \varrho}$ can be taken easily. As we have already observed, $E_{\kappa} \equiv \lim _{\varrho \rightarrow \infty} E_{\kappa, \varrho}$ exists. $g_{\kappa}(x) \equiv \lim _{\varrho \rightarrow \infty} g_{\kappa, \varrho}(x)$ exists as well and is in $L^{p}(\Lambda)$. Also,

$$
\begin{equation*}
\operatorname{Tr}\left\{\log \left(1+w \alpha_{\kappa}^{2} G\right)-w \alpha_{\kappa}^{2} G\right\} \tag{11}
\end{equation*}
$$

exists, since $G$ is a Hilbert-Schmidt operator. We show now that (11) is the $\varrho \rightarrow \infty$ limit of

$$
\begin{equation*}
\operatorname{Tr}\left\{\log \left(1+w \alpha_{\kappa}^{2} G_{\varrho}\right)-w \alpha_{\kappa}^{2} G_{\varrho}\right\} \tag{12}
\end{equation*}
$$

Notice that the spectra of $T_{e}=w \alpha_{\kappa}^{2} G_{e}$ and $T=w \alpha_{\kappa}^{2} G$ lie on the ray $\arg z=\alpha$ with $|\alpha| \leqq \pi$. The spectrum of $T(s)=s T+(1-s) T_{e}, 0 \leqq s \leqq 1$, lies on the same ray, and therefore

$$
\left\|(1+T(s))^{-1}\right\| \leqq C(\alpha),
$$

uniformly in $s(C(\alpha) \rightarrow \infty$, if $\alpha \rightarrow \pm \pi)$. Now, we can write

$$
\begin{aligned}
& \operatorname{Tr}\left\{[\log (1+T)-T]-\left[\log \left(1+T_{e}\right)-T_{e}\right]\right\} \\
&=\int_{0}^{1} d s \frac{d}{d s} \operatorname{Tr}\{\log (1+T(s))-T(s)\} \\
&=-\int_{0}^{1} d s \operatorname{Tr}\left\{(1+T(s))^{-1} T(s)\left(T-T_{e}\right)\right\} .
\end{aligned}
$$

This is bounded by

$$
C(\alpha)\left(\left\|T_{e}\right\|_{2}+\|T\|_{2}\right)\left\|T-T_{e}\right\|_{2}
$$

where the operator norm $\|\cdot\|_{p}$ is defined as usual by $\|T\|_{p}=\left(\operatorname{Tr}\left(T^{*} T\right)^{p / 2}\right)^{1 / p}$. Since

$$
\left\|G-G_{e}\right\|_{2} \leqq C|\Lambda|^{1 / 2} \varrho^{-1},
$$

we have that

$$
\begin{aligned}
& \left|\operatorname{Tr}\left\{\left[\log \left(1+w \alpha_{k}^{2} G\right)-w \alpha_{\kappa}^{2} G\right]-\left[\log \left(1+w \alpha_{k}^{2} G_{\varrho}\right)-w \alpha_{\kappa}^{2} G_{\varrho}\right]\right\}\right| \\
& \\
& \leqq C(\kappa,|\Lambda|) \varrho^{-1} .
\end{aligned}
$$

This proves our assertion.
As a result we can remove the bosonic cutoff in the effective fermionic action to obtain $A_{\kappa}(\tilde{\psi})=\lim _{e \rightarrow \infty} A_{\kappa,( }(\tilde{\psi})$, where

$$
\begin{align*}
A_{\kappa}(\tilde{\psi})= & \frac{1}{2} \int_{\Lambda^{2}} d x d y g_{\kappa}(x-y ; w): \bar{\psi}(x) \psi(x):: \bar{\psi}(y) \psi(y): \\
& -\frac{1}{2} \operatorname{Tr}\left\{\log \left(1+w \alpha_{\kappa}^{2} G\right)-w \alpha_{\kappa}^{2} G\right\}+E_{\kappa} . \tag{13}
\end{align*}
$$

A simple calculation in momentum space shows that $g_{k}(x-y)$ is equal to the periodic version of

$$
\begin{equation*}
\frac{w}{(2 \pi)^{2}} \int d p \frac{e^{i p(x-y)}}{p^{2}+m^{2}+w \alpha_{\kappa}^{2}} . \tag{14}
\end{equation*}
$$

It is easy to see that there exist $\kappa$-independent constants $\sigma_{1}, \sigma_{2}>0$ such that $\sigma_{1} \log \kappa \leqq \alpha_{\kappa}^{2} \leqq \sigma_{2} \log \kappa$. Let $\Omega$ be the following subset of $\mathbb{C}$

$$
\Omega=\left\{w:|\arg w| \leqq \alpha_{0},|w| \leqq R_{0}\right\},
$$

where $\alpha_{0}$ and $R_{0}$ have been introduced earlier. We set

$$
\Omega_{\kappa}=\left\{w:|w| \leqq r_{\kappa} \equiv \frac{1}{2} m^{2}\left(\sigma_{2} \log \kappa\right)^{-1}\right\} \cup \Omega,
$$


where $m^{2}$ is the bosonic mass. It is clear that for each test function $f(x)$ the function

$$
w \rightarrow \int d x g_{\kappa}(x ; w) f(x)
$$

is holomorphic for $w \in \AA_{\Omega_{\kappa}}$ ( $\equiv$ the interior of $\Omega_{\kappa}$ ) and continuous for $w \in \Omega_{\kappa}$. By $H\left(\Omega_{\kappa}\right)$ we denote the set of functions having these properties. Notice that $\Omega_{\kappa}$ tends to $\Omega$ when the cutoff $\kappa$ is removed.

Let us reintroduce the subscript $\Lambda$ into $g_{A, \kappa}(x-y ; w)$ (to drop it in a while again).

Lemma. The following bound holds

$$
\begin{equation*}
\left\|g_{\Lambda, \kappa}(\cdot ; w)\right\|_{L^{p}} \leqq C(\log \kappa)^{-1 / p} \tag{15}
\end{equation*}
$$

where $\|\cdot\|_{L^{p}}$ is the $L^{p}$-norm, and $C$ is independent of $\kappa, \Lambda$, and $w$.
Proof. $g_{A, \kappa}(x-y ; w)$ is equal to

$$
\begin{equation*}
g_{\Lambda, \kappa}(x-y ; w)=\sum_{m \in \mathbb{Z}^{2}} g_{\kappa}(x-y+2 m L ; w), \tag{16}
\end{equation*}
$$

where $g_{\kappa}(x-y ; w)$ is given by (14). We prove that $g_{\kappa}$ satisfies the following bounds (we set $\tau=\log \kappa$ ):

$$
\left|g_{\kappa}(x ; w)\right| \leqq\left\{\begin{array}{lll}
O(1)|w| \exp \left\{-\beta(|w| \tau)^{1 / 2}|x|\right\}, & \text { if } & (|w| \tau)^{1 / 2}|x| \geqq 1  \tag{17}\\
-O(1)|w| \log \left\{(|w| \tau)^{1 / 2}|x|\right\}, & \text { if } & (|w| \tau)^{1 / 2}|x|<1
\end{array}\right.
$$

with $O(1)$ and $\beta$ positive and independent of $\Lambda$ and $w$. These bounds and (16) imply (15). The argument leading to (17) follows the standard pattern. The Fourier transform of $g_{\kappa}$ has poles at $p_{0}= \pm i\left|p_{1}^{2}+m^{2}+w \alpha_{k}^{2}\right|^{1 / 2} \exp (i \alpha / 2)$, where $\alpha$ is the argument of $p_{1}^{2}+m^{2}+w \alpha_{\kappa}^{2}$. Performing contour integration in the $p_{0}$ variable and using the fact that $\left|p_{1}^{2}+m^{2}+w \alpha_{\kappa}^{2}\right| \geqq C\left(p_{1}^{2}+|w| \tau\right)$, for $w \in \Omega_{\kappa}$, we obtain (17). Q.E.D.

We will be ignoring the $\Lambda$-dependence of $g_{\Lambda, \kappa}$ and treat it as if $\Lambda=\mathbb{R}^{2}$. Arguing as in the proof above it is easy to see that our estimates are uniform in $\Lambda$.

## III. The Renormalization Group Transformation

The renormalization group transformation reduces the ultraviolet cutoff $\kappa$ in the propagator (II.3) by a certain factor. This is accomplished by integrating out the high momentum part of the field $\tilde{\psi}$. We choose a sequence of cutoffs $\kappa_{n}=l^{n}, n=1$, $2, \ldots, N\left(\kappa=\kappa_{N}\right.$ is the initial cutoff), where $l>1$ is an integer taken to be large enough. We write $S_{n} \equiv S_{\Gamma_{n}}$ and represent $S_{n}$ as

$$
S_{n}(x-y)=S_{n-1}(x-y)+\Gamma_{n}(x-y),
$$

where $\Gamma_{n}(x-y)$ is given by (II.3) with the cutoff function (II.5). Notice that $\Gamma_{n}(x-y)$ decays exponentially on the scale $l^{-n}$ :

$$
\begin{equation*}
\left|\Gamma_{n, \alpha \beta}(x-y)\right| \leqq C \kappa_{n} e^{-\kappa_{n}|x-y|} \tag{1}
\end{equation*}
$$

where $|x-y|$ is the distance on $T_{A}$, and $C$ is independent of $n$ and $\Lambda$. The measure $d \mu_{S_{n}}$ factorizes into $d \mu_{S_{n-1}} \times d \mu_{\Gamma_{n}}$. This induces the following representation of the field $\tilde{\psi}$ :

$$
\tilde{\psi}(x)=\tilde{\psi}^{\prime}(x)+\tilde{\xi}(x),
$$

where $\tilde{\xi}(x)$, the fluctuation field on the scale $l^{-n}$, has covariance $\Gamma_{n}$. We do not rescale the field $\tilde{\psi}^{\prime}(x)$, since there is no field strength renormalization in our model. In the following we will be omitting the prime in $\tilde{\psi}^{\prime}(x)$, keeping in mind that the new $\tilde{\psi}$ has covariance $S_{n-1}$. Let $A_{n, N}(\tilde{\psi})$ be the effective action on the scale $n . A_{n-1, N}(\tilde{\psi})$, the effective action on the scale $n-1$, is defined to be

$$
\begin{equation*}
A_{n-1, N}(\tilde{\psi})=\log \int d \mu_{\Gamma_{n}}(\tilde{\xi}) \exp A_{n, N}(\tilde{\psi}+\widetilde{\xi}) \tag{2}
\end{equation*}
$$

The logarithm is well defined, as it will be clear from our analysis.
Iterating the above formula down to a certain scale $n_{0}\left(n_{0}\right.$ has to be taken sufficiently large) we obtain a sequence $\left\{A_{n, N}\right\}_{n=n_{0}}^{N}$ of effective actions. Each $A_{n, N}$ of the sequence depends on the initial cutoff $\kappa_{N}$. The main aim of our analysis is to control the $n$ and $N$ dependence of the effective action and to show that the limit $\lim _{N \rightarrow \infty} A_{n, N}(\tilde{\psi}) \equiv A_{n}(\tilde{\psi})$ exists.

Let $A_{n, N}(\tilde{\psi})$ be given by [cf. (II.8)]

$$
\begin{equation*}
A_{n, N}(\tilde{\psi})=\sum_{m \geqq 0, \boldsymbol{\alpha}} \int_{\Lambda^{m}} d^{m} \mathbf{x} \tilde{A}_{n, N}^{m}(\mathbf{x} ; \boldsymbol{\alpha}) \tilde{\psi}(\mathbf{x} ; \boldsymbol{\alpha}) \tag{3}
\end{equation*}
$$

Let us now compute, following Gawedzki and Kupiainen [12], how the effective action transforms under (2). (2) can be written as

$$
\begin{equation*}
A_{n-1, N}(\tilde{\psi})=\sum_{k=1}^{\infty} \frac{1}{k!}\left\langle A_{n, N}(\tilde{\psi}+\cdot) \ldots A_{n, N}(\tilde{\psi}+\cdot)\right\rangle_{\Gamma_{n}}^{T} \tag{4}
\end{equation*}
$$

where the superscript $T$ means partial truncation (see Appendix A). It is clear from (3) that

$$
A_{n-1, N}^{m}(\mathbf{x} ; \boldsymbol{\alpha})=\left.\frac{1}{m!} \frac{\delta^{m}}{\delta \tilde{\psi}(\mathbf{x} ; \boldsymbol{\alpha})} A_{n-1, N}(\tilde{\psi})\right|_{\tilde{\psi}=0}
$$

where $\delta \tilde{\psi}(\mathbf{x} ; \boldsymbol{\alpha})=\delta \bar{\psi}_{\alpha_{m}}\left(x_{m}\right) \ldots \delta \psi_{\alpha_{1}}\left(x_{1}\right)$. Inserting (4) into the above formula we obtain that

$$
\begin{aligned}
& A_{n-1, N}^{m}(\mathbf{x} ; \boldsymbol{\alpha}) \\
& \quad=\left.\frac{1}{m!} \sum_{k=1}^{\infty} \frac{1}{k!} \sum_{\left\{I_{j}\right\}_{j}=1}(-1)^{\pi}\left\langle\prod_{j=1}^{k} \frac{\delta^{m_{j}}}{\delta \tilde{\psi}\left(\mathbf{x}_{j} ; \boldsymbol{\alpha}_{j}\right)} A_{n, N}(\tilde{\psi}+\cdot)\right\rangle_{r_{n}}^{T}\right|_{\tilde{\psi}=0},
\end{aligned}
$$

where the summation runs over all partitions $\left\{I_{j}\right\}_{j=1}^{k}$ of $\{1, \ldots, m\}$ into disjoint sets $I_{j}$ (some of them may be empty). $(-1)^{\pi}$ is a sign which plays no role in the following. We have also used the notation $m_{j}=\left|I_{j}\right|, \mathbf{x}_{j}=\left\{x_{i}\right\}_{i \in I_{j}}$, and $\alpha_{j}=\left\{\alpha_{i}\right\}_{i \in I_{j}}$. It is easy to see that

$$
\begin{aligned}
& \left.\frac{\delta^{m}}{\delta \tilde{\psi}(\mathbf{x} ; \boldsymbol{\alpha})} A_{n, N}(\tilde{\psi}+\tilde{\xi})\right|_{\tilde{\psi}=0} \\
& \quad=\sum_{p \geqq m} \sum_{\left\{\beta_{1}, \ldots, \beta_{p-m}\right\}}(-1)^{\pi} \frac{p!}{(p-m)!} \int d^{p-m} \tilde{y}_{n, N}^{p}(\mathbf{x}, \mathbf{y} ; \boldsymbol{\alpha}, \boldsymbol{\beta}) \tilde{\xi}(\mathbf{y} ; \boldsymbol{\beta}),
\end{aligned}
$$

and we obtain finally

$$
\begin{align*}
& \tilde{A}_{n-1, N}^{m}(\mathbf{x} ; \boldsymbol{\alpha}) \\
& \quad=\frac{1}{m!} \sum_{k=1}^{\infty} \frac{1}{k!} \sum_{\substack{\left\{I_{j}\right\}}} \sum_{\substack{\left.\left.j p_{j}\right\} \\
p_{j} \geq \beta_{j}\right\}}}(-1)^{\pi} \prod_{j=1}^{k} \frac{p_{j}!}{\left(p_{j}-m_{j}\right)!}  \tag{5}\\
& \quad \times \int d^{p-m} \mathbf{y} \prod_{j=1}^{k} \widetilde{A}_{n, N}^{p_{j}}\left(\mathbf{x}_{j}, \mathbf{y}_{j} ; \boldsymbol{\alpha}_{j}, \boldsymbol{\beta}_{j}\right)\left\langle\prod_{j=1}^{k} \tilde{\xi}\left(\mathbf{y}_{j} ; \boldsymbol{\beta}_{j}\right)\right\rangle_{\Gamma_{n}}^{T}
\end{align*}
$$

where $m=\sum m_{j}, p=\sum p_{j}$.

## IV. The First RG Step

In this section we start the analysis of the infinite set of Eqs. (III.5). Let us first fix some notation. To measure the magnitude of each term of (III.5) we introduce the norm

$$
\left\|\tilde{A}_{n, N}^{m}(\cdot ; \boldsymbol{\alpha})\right\|=\sup _{\{\Lambda\}} \int_{x_{1}=0} d^{m-1} \mathbf{x}\left|\tilde{A}_{n, N}^{m}(\mathbf{x} ; \boldsymbol{\alpha})\right| .
$$

Let us also define

$$
\tilde{A}_{n, N}^{m}(\mathbf{x})=\sum_{\boldsymbol{\alpha}} \tilde{A}_{n, N}^{m}(\mathbf{x} ; \boldsymbol{\alpha})
$$

and

$$
\left\|\tilde{A}_{n, N}^{m}\right\|=\sum_{\alpha}\left\|\tilde{A}_{n, N}^{m}(\cdot ; \boldsymbol{\alpha})\right\|
$$

We set $g_{N, N}(x-y)=g_{\kappa_{N}}(x-y), \alpha_{N, N}^{2}=\alpha_{\kappa_{N}}^{2}, V_{N, N}=V_{\kappa_{N}}$, and $\Omega_{N}=\Omega_{\kappa_{N}}$. Undoing the Wick ordering and antisymmetrizing the kernels we write the action (II.13) in the form

$$
A_{N, N}(\tilde{\psi})=\sum_{m=0}^{4} \sum_{\alpha} \int_{\Lambda^{m}} d^{m} \mathbf{x} \tilde{A}_{N, N}^{m}(\mathbf{x} ; \boldsymbol{\alpha}) \tilde{\psi}(\mathbf{x} ; \boldsymbol{\alpha})
$$

It is clear that

$$
\begin{gather*}
\left\|\tilde{A}_{N, N}^{2}\right\| \leqq \bar{C}_{2}  \tag{1}\\
\left\|\tilde{A}_{N, N}^{4}\right\| \leqq \bar{C}_{4}(1 / N) \tag{2}
\end{gather*}
$$

uniformly in $N$ and $w$. Performing the RG transformation we obtain the effective action $A_{N-1, N}(\tilde{\psi})$ which we write in the form

$$
\begin{equation*}
A_{N-1, N}(\tilde{\psi})=\sum_{m=0}^{\infty} \sum_{\alpha} \int_{\Lambda^{m}} d^{m} \mathbf{x} \tilde{A}_{N-1, N}^{m}(\mathbf{x} ; \boldsymbol{\alpha}) \tilde{\psi}(\mathbf{x} ; \boldsymbol{\alpha}) \tag{3}
\end{equation*}
$$

Proposition. The effective action (3) can be written as

$$
\begin{aligned}
A_{N-1, N}(\tilde{\psi})= & \frac{1}{2} \int d x d y \tilde{g}_{N-1, N}(x-y): \bar{\psi}(x) \psi(x):: \bar{\psi}(y) \psi(y): \\
& -\int d x d u d v d y \bar{\psi}(x) \psi(x) \psi(u) H_{N-1, N}(x, u, v, y) \bar{\psi}(v) \bar{\psi}(y) \psi(y) \\
& +V_{N-1, N}+\sum_{m \geqq 0, \boldsymbol{\alpha}} \int d^{m} \mathbf{x} A_{N-1, N}^{m}(\mathbf{x} ; \boldsymbol{\alpha}) \tilde{\psi}(\mathbf{x} ; \boldsymbol{\alpha}),
\end{aligned}
$$

where the Wick ordering is performed with respect to $S_{N-1}$, and the kernels have the following properties:
(i) For $m \geqq 8$ we have $A_{N-1, N}^{m}=\widetilde{A}_{N-1, N}^{m}$, and

$$
\left\|A_{N-1, N}^{m}\right\| \leqq B^{m}(1 / N)^{m / 2-1} \kappa_{N}^{-m / 2+2}
$$

(ii) Set $Q_{N, N}(x-y)=\operatorname{Tr}\left\{\Gamma_{N}(x-y) \Gamma_{N}(y-x)\right\}$, and $\delta_{N, N}^{2}=-\hat{Q}_{N, N}(0), \alpha_{N-1, N}^{2}=\alpha_{N, N}^{2}$ $-\delta_{N, N}^{2}$. Define $g_{N-1, N}(x-y ; w)$ by (II.14) with $\alpha_{N, N}^{2}$ replaced by $\alpha_{N-1, N}^{2}$. Then $\tilde{\mathrm{g}}_{N-1, N}(x-y)$ is given by

$$
\tilde{g}_{N-1, N}(x-y)=g_{N-1, N}(x-y)+g_{N-1, N} * h_{N-1, N}(x-y)
$$

with

$$
\begin{equation*}
\left\|h_{N-1, N}\right\|_{L^{1}} \leqq D(1 / N)^{2} \tag{4}
\end{equation*}
$$

Furthermore, we have the bound

$$
\begin{equation*}
\left\|A_{N-1, N}^{4}\right\| \leqq C_{4}(1 / N)^{3} \tag{5}
\end{equation*}
$$

(iii)

$$
H_{N-1, N}(x, u, v, y)=g_{N-1, N}(x-u) \Gamma_{N}(u-v) g_{N-1, N}(v-y)
$$

For the remainder $m=6$ contributions we have

$$
\left\|A_{N-1, N}^{6}\right\| \leqq C_{6}(1 / N)^{3} \kappa_{N}^{-1} .
$$

(iv) $\left\|A_{N-1, N}^{2}\right\| \leqq C_{2}(1 / N)^{2}$.
(v) $V_{N-1, N}$ is equal to

$$
-\frac{1}{2} \operatorname{Tr}\left\{\log \left(1+w \alpha_{N-1, N}^{2} G\right)-w \alpha_{N-1, N}^{2} G\right\}+E_{N-1, N}
$$

where

$$
E_{N-1, N}=E_{N, N}-\frac{1}{2} w \int d x d y G(x-y) Q_{N, N}(x-y)
$$

Furthermore,

$$
\begin{equation*}
\left|A_{N-1, N}^{0}\right| \leqq C_{0}(1 / N)^{2}|\Lambda| . \tag{6}
\end{equation*}
$$

The constants $C, C_{j}(j=0,2,4,6)$ and $D$ are independent of $N$ and $w$. All the kernels are in $H\left(\Omega_{N}\right)$.

The rest of this section is devoted to the proof of the above proposition. We start with the easiest case of $m \geqq 8$.

Estimating $\left\|A_{N-1, N}^{m}\right\|, m \geqq 8$. Using (A.2) to bound the truncated correlation functions we obtain from (III.5)

$$
\begin{align*}
\left\|A_{N-1, N}^{m}\right\| \leqq & \frac{1}{m!} \sum_{k} \sum_{\left\{I_{J}\right\}} \frac{1}{k!} \sum_{\substack{\left\{I_{j}\right\}}} C^{p-m_{j}} \kappa_{N}^{(p-m) / 2} \\
& \times \sum_{T \in \mathscr{T}} \prod_{j=1}^{k} \frac{p_{j}!}{\left(p_{j}-m_{j}\right)!} \int_{x_{1}=0} d \mathbf{x} d \mathbf{y} \prod_{j=1}^{k}\left|\widetilde{A}_{N, N}^{p_{j}}\left(\mathbf{x}_{j}, \mathbf{y}_{j}\right)\right| \\
& \times \exp \left\{-\kappa_{N} \mathscr{L}_{T}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right)\right\} . \tag{7}
\end{align*}
$$

Let us consider a single anchored tree $T$. Using translation invariance of $\tilde{A}_{N, N}^{m}(\mathbf{x})$ and performing the integrations over the branches of $T$ in the order indicated by its tree structure we bound the corresponding integral by

$$
C^{k-1} \kappa_{N}^{-2(k-1)} \prod_{j=1}^{k}\left\|\tilde{A}_{N, N}^{p_{j}}\right\|
$$

This and the fact that there are $O(1)^{p-m} k!$ anchored trees on $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right\}$ lead to the following bound on (7)

$$
\begin{align*}
\left\|A_{N-1, N}^{m}\right\| & \leqq \frac{1}{m!} \sum_{k} \sum_{\left\{I_{j}\right\}} \sum_{\substack{\left\{p_{j}\right\} \\
p_{j}>m_{j}}} C^{p-m} \kappa_{N}^{(p-m) / 2-2(k-1)} \\
& \times \prod_{j=1}^{k} \frac{p_{j}!}{\left(p_{j}-m_{j}\right)!}\left\|\tilde{A}_{N, N}^{p_{j}}\right\| \tag{8}
\end{align*}
$$

Now, we have

$$
\sum_{\left\{I_{j}\right\} j \leq 1}=\sum_{l=1}^{\min \{m, k\}}\binom{k}{l} \sum_{\substack{m_{1}, \ldots, m_{1} \\ m_{1}+\ldots+m_{1}=m}} \frac{m!}{\prod_{j=1}^{1} m_{j}!},
$$

where $m_{j} \neq 0, j=1, \ldots, l$. This allows us to bound (8) by

$$
\begin{aligned}
& 2^{m}\left\{\sum_{k} \sum_{l=1}^{\min \{m, k\}}\binom{k}{l}\left(\sum_{p_{j}} \kappa_{N}^{p_{j} / 2-2} C^{p_{j}}\left\|\tilde{A}_{N, N}^{p_{j}}\right\|\right)^{k-1}\right. \\
& \left.\quad \times \sum_{\left\{m_{3}\right\}} \prod_{j=1}^{l}\left(\sum_{p_{j}>m_{j}} \kappa_{N}^{p_{j} / 2-2} C^{p_{j}-m_{j}}\left\|\widetilde{A}_{N, N}^{p_{j}}\right\|\right)\right\} \kappa_{N}^{-m / 2+2} .
\end{aligned}
$$

Using (1) and (2) we find that

$$
\sum_{p_{j}>m_{j}} \kappa_{N}^{p_{j} / 2-2} C^{p_{J}-m_{j}}\left\|\tilde{A}_{N, N}^{p_{j}}\right\| \leqq O(1)(1 / N), \quad m_{j} \geqq 0
$$

and thus

$$
\begin{aligned}
\left\|A_{N-1, N}^{m}\right\| & \leqq 2^{m}\left\{\sum_{k} \sum_{l=1}^{\min \{m, k\}}\binom{k}{l} \sum_{\left\{m_{j}\right\}_{j}^{\prime}=1}(C / N)^{k}\right\} \kappa_{N}^{-m / 2+2} \\
& \leqq 4^{m}\left\{\sum_{k}(2 C / N)^{k}\right\} \kappa_{N}^{-m / 2+2}
\end{aligned}
$$

Since the summation over $k$ starts with $m / 2-1$, the last inequality leads to

$$
\left\|A_{N-1, N}^{m}\right\| \leqq B^{m}(1 / N)^{m / 2-1} \kappa_{N}^{-m / 2+2}
$$

This completes the proof of (i).
Now, the same brute force argument applied to $m=2,4$ would yield

$$
\left\|\tilde{A}_{N-1, N}^{2}\right\| \leqq B^{2}(1 / N) \kappa_{N}, \quad\left\|\tilde{A}_{N-1, N}^{4}\right\| \leqq B^{4}(1 / N)
$$

These bounds are hopelessly non-iterative and a better analysis, including renormalization cancellations is required. It is a remarkable fact that only few low order terms have to be analysed carefully. The remaining terms play a less important role and all we need is to estimate them rather crudely.
Extracting the new form-factor. From the first and second orders of the perturbation expansion we pick the following graphs:

where $\sim \sim \sim$ represents the form-factor $g_{N, N}(x-y)$, and $\longrightarrow$ stands for $\Gamma_{N}(x-y)$. In analytical terms, the above expression is equal to

$$
\begin{equation*}
g_{N, N}(x-y)-g_{N, N} * Q_{N, N} * g_{N, N}(x-y) \tag{9}
\end{equation*}
$$

Observe that $\hat{Q}_{N, N}(p)$ is holomorphic for $\left|\operatorname{Im} p_{\mu}\right|<(1-\eta) \kappa_{N}, 0<\eta<1 / 2$, and satisfies there

$$
\begin{equation*}
\left|\widehat{Q}_{N, N}(p)\right| \leqq C \tag{10}
\end{equation*}
$$

Applying Cauchy's bound we obtain

$$
\begin{equation*}
\left|\hat{Q}_{N, N}(p)-\hat{Q}_{N, N}(0)\right| \leqq C \kappa_{N}^{-1}|p| \tag{11}
\end{equation*}
$$

for $\left|\operatorname{Im} p_{\mu}\right| \leqq(1-2 \eta) \kappa_{N}$. Repeating the argument leading to (II.15) we find that

$$
\left\|Q_{N, N} * g_{N, N}+\delta_{N, N}^{2} g_{N, N}\right\|_{L^{1}} \leqq C \kappa_{N}^{-1}
$$

This allows us to rewrite (9) as

$$
\begin{equation*}
g_{N, N}(x-y)+\delta_{N, N}^{2} g_{N, N} * g_{N, N}(x-y)+g_{N, N} * h_{N-1, N}^{\prime}(x-y) \tag{12}
\end{equation*}
$$

where $\left\|h_{N-1, N}^{\prime}\right\|=O\left(\kappa_{N}^{-1}\right)$.
Lemma 1. The following equality holds:

$$
\begin{equation*}
g_{N-1, N}(x-y)=g_{N, N} * \sum_{j=0}^{\infty}\left(\delta_{N, N}^{2}\right)^{j} g_{N, N} * \ldots * g_{N, N}(x-y) \tag{13}
\end{equation*}
$$

Proof. We generate (13) by means of the obvious identity

$$
-\Delta+m^{2}+w \alpha_{N, N}^{2}=\left(-\Delta+m^{2}+w \alpha_{N-1, N}^{2}\right)+w \delta_{N, N}^{2}
$$

and the fact that $g_{n, N}(x-y)=w\left(-\Delta+m^{2}+w \alpha_{n, N}^{2}\right)^{-1}(x-y)$. (13) converges, for by means of (II.15) and (10) we have

$$
\begin{aligned}
& \sum_{j=0}^{\infty}\left(\delta_{N, N}^{2}\right)^{j}\left\|g_{N, N} * \ldots * g_{N, N}\right\|_{L^{1}} \\
& \quad \leqq \sum_{j=0}^{\infty} C^{j}\left\|g_{N, N}\right\|_{L^{1}}^{j} \leqq \sum_{j=0}^{\infty}(C / N)^{j}<\infty . \quad \text { Q.E.D. }
\end{aligned}
$$

Comparing (12) with (13) and collecting the remainder terms we see that the new form-factor has the required form and (4) holds.
Estimating $\left\|A_{N-1, N}^{4}\right\|$. Let us break up (III.5) into two parts: $k \leqq 2$, and $k \geqq 3$. Mimicking the proof of (i) we bound the second sum by $C(1 / N)^{3}$. After extracting $g_{N-1, N}(x-y)$ the first sum involves the following diagrams only:

where the dotted line stands for $S_{N-1}$. The norm of the first of them can be bounded as follows:

$$
\begin{aligned}
& \int d x_{2} d x_{3} d x_{4}\left|\Gamma_{N}\left(-x_{2}\right)\right| \mid g_{N, N}\left(x_{2}-x_{3}| | \Gamma_{N}\left(x_{3}-x_{4}\right)| | g_{N, N}\left(x_{4}\right) \mid\right. \\
& \quad \leqq\left\|g_{N, N}\right\|_{L^{1}}\left\|g_{N, N}\right\|_{L^{2}}\left\|\Gamma_{N}\right\|_{L^{1}}\left\|\Gamma_{N}\right\|_{L^{2}} \leqq C \kappa_{N}^{-1} .
\end{aligned}
$$

Similarly, we bound the second graph by

$$
\begin{aligned}
& \int d x_{2} d x_{3} d x_{4}\left|g_{N, N}\left(x_{2}\right)\right|\left|\Gamma_{N}\left(x_{2}-x_{3}\right)\right|\left|g_{N, N}\left(x_{3}-x_{4}\right)\right|\left|\Gamma_{N}\left(x_{4}-x_{2}\right)\right| \\
& \quad \leqq\left\|g_{N, N}\right\|_{L^{1}}\left\|g_{N, N}\right\|_{L^{2}}\left\|\Gamma_{N}\right\|_{L^{1}}\left\|\Gamma_{N}\right\|_{L^{2}} \leqq C \kappa_{N}^{-1} .
\end{aligned}
$$

The third graph can be bounded by

$$
\operatorname{Tr} S_{N-1}(0)\left\|g_{N, N}\right\|_{L^{1}}^{2}\left\|\Gamma_{N}\right\|_{L^{1}} \leqq C \kappa_{N}^{-1}
$$

This completes the proof of (5).
Estimating $\left\|A_{N-1, N}^{6}\right\|$. The only $k=2$ contribution to $\widetilde{A}_{N-1, N}^{6}$ is the following graph:


Expanding $g_{N, N}$ in terms of $g_{N-1, N}$ and shifting the remainder terms [which are $\left.O\left((1 / N)^{3} \kappa_{N}^{-1}\right)\right]$ into $A_{N-1, N}^{6}$ we obtain the explicit form of the sixth order term in $A_{N-1, N}(\tilde{\psi}) . A_{N-1, N}^{6}$ is a sum of the above mentioned remainder terms and the $k \geqq 3$ part of (III.5). The latter can be easily bounded by $O\left((1 / N)^{3} \kappa_{N}^{-1}\right)$.
Estimating $\left\|A_{N-1, N}^{2}\right\|$. After having exhibited the cancellation $S_{N}(0)-\Gamma_{N}(0)$ $=S_{N-1}(0)$ we extract from (III.5) the following terms


They can written as $-\hat{\tilde{g}}_{N-1, N}(0) \delta\left(x_{1}-x_{2}\right) \operatorname{Tr} S_{N-1}(0)$ and absorbed in the Wick ordering of the quartic term. Let us list the other graphs occurring in the first two orders of perturbation theory. They include:


Simple estimates show that all of these graphs are $O\left(\kappa_{N}^{-\eta}\right)$, for some $\eta>0$. It remains to prove also that the $k \geqq 3$ contribution to $\left\|A_{N-1, N}^{2}\right\|$ is $O\left((1 / N)^{2}\right)$. Here some care is needed. As we have already observed, brute force estimation leads to a positive power of $\kappa_{N}$ in the bound for $A_{N-1, N}^{2}$. A closer look at the Feynman graphs shows, however, that no such power should actually be present. Expanding in terms of Feynman graphs has the drawback that it destroys the combinatorial structure of the estimates and the convergence of (III.5) gets lost. Fortunately this is not necessary.

Let us collect all the terms in (III.5) which have the following structure


The sum of all such terms can be superficially bounded by $C(1 / N)^{2} \kappa_{N}$, and we have to reduce the power of $\kappa_{N}$ by one. We write

$$
\Gamma_{N}(x-y)=\Gamma_{N}^{(0)}(x-y)+\Gamma_{N}^{(1)}(x-y),
$$

where

$$
\begin{aligned}
& \hat{\Gamma}_{N}^{(0)}(p)=\frac{-i p}{p^{2}+M^{2}} \chi_{N}(p) \\
& \hat{\Gamma}_{N}^{(1)}(p)=\frac{M}{p^{2}+M^{2}} \chi_{N}(p)
\end{aligned}
$$

Using the fact that the determinant is a multilinear function of its columns we produce this way only $2^{p-1}$ terms in each order of $k$. Those terms which have at least one column of the $\Gamma_{N}^{(1)}$ can already be bounded properly. The final remark of Appendix A shows that the power of $\kappa_{N}$ in (A.2) drops by one. Repeating once more the estimates leading to (i) we bound the corresponding sum by $O\left((1 / N)^{2}\right)$.

Potentially the most dangerous terms are those involving the $\Gamma_{N}^{(0)}$ propagators only. In the product

$$
\prod_{j=1}^{k} \tilde{A}_{N, N}^{p_{j}}\left(\mathbf{x}_{j}, \mathbf{y}_{j} ; \boldsymbol{\alpha}_{j}, \boldsymbol{\beta}_{j}\right)\left\langle\prod_{j=1}^{k} \tilde{\xi}\left(\mathbf{y}_{j} ; \boldsymbol{\beta}_{j}\right)\right\rangle_{\Gamma_{N}^{(0)}}^{T}
$$

in (III.5) we have $p_{j}=2$ or $p_{j}=4$. The sum of terms where at least one factor with $p_{j}=2$ occurs can be bounded by $O\left((1 / N)^{2}\right)$ owing to (1). The sum of terms with all $p_{j}=4$, which is superficially $O\left((1 / N)^{3}\right) \kappa_{N}$, vanishes, as the following simple argument shows. We expand the correlation functions in terms of Feynman graphs. Since the number of vertices in $\mathscr{P}_{N-1, N}$ is odd, each Feynman graph contains an odd fermionic loop, say

$$
\operatorname{Tr}\left\{\Gamma_{N}^{(0)}\left(x_{1}-x_{2}\right) \Gamma_{N}^{(0)}\left(x_{2}-x_{3}\right) \ldots \Gamma_{N}^{(0)}\left(x_{m}-x_{1}\right)\right\}
$$

This is proportional to $\operatorname{Tr}$ (product of $m \gamma$-matrices) $\}=0$, for $m$ is odd.
To bound the other terms in $A_{N-1, N}^{2}$ we use the following formula

$$
\begin{align*}
& \left\langle\tilde{\xi}\left(\mathbf{x}_{1} \cup \mathbf{x}_{1}^{\prime} ; \boldsymbol{\alpha}_{1} \cup \boldsymbol{\alpha}_{1}^{\prime}\right) \tilde{\xi}\left(\mathbf{x}_{k} ; \boldsymbol{\alpha}_{k}\right)\right\rangle_{\Gamma}^{T} \\
& \quad=\left\langle\tilde{\xi}\left(\mathbf{x}_{1} ; \boldsymbol{\alpha}_{1}\right) \tilde{\xi}\left(\mathbf{x}_{1}^{\prime} ; \boldsymbol{\alpha}_{1}^{\prime}\right) \ldots . \tilde{\xi}\left(\mathbf{x}_{2} ; \boldsymbol{\alpha}_{2}\right) \ldots \tilde{\xi}\left(\mathbf{x}_{k} ; \boldsymbol{\alpha}_{k}\right)\right\rangle_{\Gamma}^{T} \\
& \quad \sum_{\substack{K_{1}, K_{2} \\
K_{1} \cup K_{2}=\{2, \ldots, k\} \\
K_{1} \cap K_{2}=\varnothing}}(-1)^{\pi}\left\langle\tilde{\xi}\left(\mathbf{x}_{1} ; \boldsymbol{\alpha}_{1}\right) \prod_{j \in K_{1}} \tilde{\xi}\left(\mathbf{x}_{j} ; \boldsymbol{\alpha}_{j}\right)\right\rangle_{\Gamma}^{T} \\
& \quad \times\left\langle\tilde{\xi}\left(\mathbf{x}_{1}^{\prime} ; \boldsymbol{\alpha}_{1}^{\prime}\right) \prod_{j \in K_{2}} \tilde{\xi}\left(\mathbf{x}_{j} ; \boldsymbol{\alpha}_{j}\right)\right\rangle_{\Gamma}^{T}, \tag{15}
\end{align*}
$$

which follows easily from (A.1). The number of terms on the RHS of (15) is bounded by $C^{k}$ which guarantees that (III.5) still converges. Let $\tilde{\xi}\left(\mathbf{y}_{1} \cup \mathbf{y}_{1}^{\prime} ; \boldsymbol{\beta}_{1} \cup \boldsymbol{\beta}_{1}^{\prime}\right)$ be the cluster attached to $\psi_{\alpha}\left(x_{1}\right)$. Then it is either $\bar{\xi}_{\alpha}\left(y_{1}\right) \bar{\xi}_{\beta}\left(y_{1}^{\prime}\right) \xi_{\beta}\left(y_{1}^{\prime}\right)$ or $\bar{\xi}_{\alpha}\left(y_{1}\right)$, and (15) generates the following types of terms:
( $\alpha$

( $\beta$ )


Now it is an easy task to obtain the required bounds. To bound the terms of type ( $\alpha$ ) we notice that

$$
\left\|\mathscr{R}_{N-1, N}\right\| \leqq C
$$

and hence

$$
\begin{aligned}
& \int d x_{2} d x_{3} d x_{4} \mid \Gamma_{N}\left(-x_{2}\right)\left\|g_{N, N}\left(x_{4}\right)\right\| \mathscr{R}_{N-1, N}\left(x_{2}-x_{3}, x_{3}-x_{4} \mid\right. \\
& \quad \leqq\left\|\mathscr{R}_{N-1, N}\right\|\left\|g_{N, N}\right\|_{L^{3}}\left\|\Gamma_{N}\right\|_{L^{3 / 2}} \leqq C \kappa_{N}^{-1 / 3} .
\end{aligned}
$$

To bound the second type of terms in (15) we use the superficial bound on $\mathscr{S}$ :

$$
\left\|\mathscr{S}_{N-1, N}\right\| \leqq C(1 / N)^{a} \kappa_{N}
$$

and the following bound on $\mathscr{T}$ [cf. the discussion of (14)]:

$$
\left\|\mathscr{T}_{N-1, N}\right\| \leqq C(1 / N)^{b},
$$

where $a+b \geqq 2$. It follows that the terms of type $(\beta)$ can be bounded by $C(1 / N)^{2}$ since the $L^{1}$-norm of the propagator between $\mathscr{S}$ and $\mathscr{T}$ is $O\left(\kappa_{N}^{-1}\right)$. The proof of (iv) is complete.
Vacuum energy. Proceeding as before we extract from (III.15) the following term

$$
\frac{1}{2} \hat{\tilde{g}}_{N-1, N}(0)\left\{\operatorname{Tr} S_{N-1}(0)\right\}^{2}|\Lambda|,
$$

and absorb it in the Wick ordering of the quartic term. To renormalize the logarithm occurring in $V_{N, N}$ we pick the following graphs:


We reintroduce now the bosonic cutoff as in Sect. II (to remove it in a moment again). We write

$$
\hat{Q}_{N, N}=-\delta_{N, N}^{2}+\left(\hat{Q}_{N, N}+\delta_{N, N}^{2}\right) \equiv-\delta_{N, N}^{2}+\hat{R}_{N, N}
$$

and observe that

$$
\begin{align*}
& -\operatorname{Tr}\left(g_{N, N ; \varrho} Q_{N, N}\right)+w \alpha_{N, N}^{2} \operatorname{Tr}\left(G_{\varrho}\right)+E_{N, N} \\
& =\delta_{N, N}^{2} \operatorname{Tr}\left(g_{N, N ; \varrho} \varrho+w \alpha_{N-1, N}^{2} \operatorname{Tr}\left(G_{\varrho}\right)+E_{N-1, N}\right. \\
& \quad-\operatorname{Tr}\left\{R_{N, N}\left(g_{N, N}-w G\right)\right\}+O\left(\varrho^{-1}\right) \tag{17}
\end{align*}
$$

Similarly, we have

$$
\begin{align*}
& \operatorname{Tr}\left\{\left(g_{N, N} Q_{N, N}\right)^{2}\right\} \\
& \quad=\left(\delta_{N, N}^{2}\right)^{2} \operatorname{Tr}\left\{g_{N, N}^{2}\right\}+\operatorname{Tr}\left\{\left(g_{N, N} Q_{N, N}\right)^{2}-\left(g_{N, N} \delta_{N, N}^{2}\right)^{2}\right\} \tag{18}
\end{align*}
$$

## Lemma 2.

$$
\begin{gather*}
\text { (i) }\left|\operatorname{Tr}\left\{R_{N, N}\left(g_{N, N}-w G\right)\right\}\right| \leqq C \kappa_{N}^{-\eta}|\Lambda|, \quad 0<\eta<1,  \tag{i}\\
\left|\operatorname{Tr}\left\{\left(g_{N, N} Q_{N, N}\right)^{2}-\left(g_{N, N} \delta_{N, N}^{2}\right)^{2}\right\}\right| \leqq C \kappa_{N}^{-1}|\Lambda| \tag{19}
\end{gather*}
$$

(ii)
uniformly in $N, w$, and $\Lambda$.

## Lemma 3.

$$
\begin{align*}
& \left\lvert\, \operatorname{Tr}\left\{\log \left(1+w \alpha_{N, N}^{2} G_{\varrho}\right)-\delta_{N, N}^{2} g_{N, N ; \varrho}+\frac{1}{2}\left(\delta_{N, N}^{2}\right)^{2} g_{N, N ; \varrho}^{2}\right.\right. \\
& \left.\quad-\log \left(1+w \alpha_{N-1, N}^{2} G_{\varrho}\right)\right\}\left|\leqq C(1 / N)^{2}\right| \Lambda \mid+O\left(\varrho^{-1}\right) \tag{21}
\end{align*}
$$

with $C$ independent of $N, w$, and $\Lambda$.

It follows from (17)-(21) that $V_{N-1, N}$ is equal to

$$
\begin{aligned}
& -\frac{1}{2} \operatorname{Tr}\left\{\log \left(1+w \alpha_{N-1, N}^{2} G_{\varrho}\right)-w \alpha_{N-1, N}^{2} G_{\varrho}\right\}+E_{N-1, N} \\
& +O\left((1 / N)^{2}\right)|\Lambda|+O\left(\varrho^{-1}\right) .
\end{aligned}
$$

Removing the cutoff $\varrho$ as in Sect. II and shifting the remainder terms to $A_{N-1, N}^{0}$ we see that $V_{N-1, N}$ has the required form.

Proof of Lemma 2. (i) We have

$$
\left|\operatorname{Tr}\left\{R_{N, N}\left(g_{N, N}-w G\right)\right\}\right| \leqq C|\Lambda| \int d p\left|\hat{R}_{N, N}(p)\right|\left|\left(\widehat{g_{N, N}-w G}\right)(p)\right| .
$$

Using (11) we can bound the above expression by

$$
\begin{align*}
& C|\Lambda| N \kappa_{N}^{-1} \int d p|p|\left(p^{2}+1\right)^{-2} \leqq C|\Lambda| \kappa_{N}^{-\eta} . \\
& \left|\operatorname{Tr}\left\{\left(g_{N, N} Q_{N, N}\right)^{2}-\left(g_{N, N} \delta_{N, N}^{2}\right)^{2}\right\}\right|  \tag{ii}\\
& \leqq C|\Lambda| \int d p\left|\hat{Q}_{N, N}(p)^{2}-\hat{Q}_{N, N}(0)^{2}\right|\left(p^{2}+1\right)^{-2} .
\end{align*}
$$

Using (10) and (11) we bound this expression by $C \kappa_{N}^{-1}|\Lambda|$. Q.E.D.
Proof of Lemma 3. It is easy to see that

$$
\log \left(1+w \alpha_{N, N}^{2} G_{\varrho}\right)=\log \left(1+w \alpha_{N-1, N}^{2} G_{\varrho}\right)-\log \left(1-\delta_{N, N}^{2} g_{N, N ; \varrho}\right)+O\left(\varrho^{-1}\right) .
$$

Using the inequality

$$
\left|\operatorname{Tr}\left\{\log (1+T)-T+\frac{1}{2} T^{2}\right\}\right| \leqq C\|T\|_{3}^{3},
$$

valid for $T \in \mathscr{I}_{3}$, we find that

$$
\text { LHS of }(21) \leqq C\left\|g_{N, N}\right\|_{3}^{3}+O\left(\varrho^{-1}\right) \leqq C(1 / N)^{2}|\Lambda|+O\left(\varrho^{-1}\right) . \quad \text { Q.E.D. }
$$

To complete the low order analysis of the vacuum energy we have to consider the graphs which we were ignoring so far. They include

and, as simple estimates show, are both $O\left(\kappa_{N}^{-\eta}\right)|\Lambda|$.
Finally, let us consider the $k \geqq 3$ part of (III.5). From each term of (III.5) we pick a bosonic line and apply (15) to the $\widetilde{\xi}$ 's attached to the line. Two kinds of terms are generated:


Both of them can clearly be bounded by $O\left((1 / N)^{2}\right)|\Lambda|$. This proves (6).
The analyticity statement follows from the fact that our expansions converge uniformly in $w$. The proof of the proposition is complete.

## V. The General RG Iteration

The aim of this section is to prove the following theorem:
Theorem. Let $n_{0}$ and $l$ be sufficiently large. For each $n \geqq n_{0}$ the effective action $A_{n, N}(\tilde{\psi})$ can be written in the form

$$
\begin{align*}
A_{n, N}(\tilde{\psi})= & \frac{1}{2} \int d x d y \tilde{g}_{n, N}(x-y): \bar{\psi}(x) \psi(x):: \bar{\psi}(y) \psi(y): \\
& -\int d x d u d v d y \bar{\psi}(x) \psi(x) \psi(u) H_{n, N}(x, u, v, y) \bar{\psi}(v) \bar{\psi}(y) \psi(y) \\
& +V_{n, N}+\sum_{m \geqq 0, \boldsymbol{\alpha}} \int d^{m} \mathbf{x} A_{n, N}^{m}(\mathbf{x} ; \boldsymbol{\alpha}) \tilde{\psi}(\mathbf{x} ; \boldsymbol{\alpha}) \tag{1}
\end{align*}
$$

where the Wick ordering is performed with respect to $S_{n}$. There exist constants $B, C_{j}$ $(0 \leqq j \leqq 6)$ and $D$, independent of $N$ and $w$ such that the following statements hold:
( $\mathrm{i}_{\mathrm{n}}$ ) $\left\|A_{n, N}^{m}\right\| \leqq B^{m}(1 / n)^{3+\varepsilon(m-8)} \kappa_{n}^{-m / 2+2}, m \geqq 8$, where $0<\varepsilon<1 / 12$ is a fixed number.
(iin) Set

$$
\begin{equation*}
Q_{n, N}(x)=\operatorname{Tr}\left\{\Gamma_{n}(x) \Gamma_{n}(-x)+2 \sum_{j=n+1}^{N} \Gamma_{n}(x) \Gamma_{j}(-x)\right\} \tag{2}
\end{equation*}
$$

Let $\delta_{n, N}^{2}=-\hat{Q}_{n, N}(0)$, and $\alpha_{n, N}^{2}=\alpha_{n+1, N}^{2}-\delta_{n+1, N}^{2}$. Define $g_{n, N}(x-y)$ to be (II.14) with $\alpha_{N, N}^{2}$ replaced by $\alpha_{n, N}^{2}$. Then

$$
\tilde{\mathrm{g}}_{n, N}(x-y)=g_{n, N}(x-y)+g_{n, N} * h_{n, N}(x-y),
$$

with

$$
\begin{equation*}
\left\|h_{n, N}\right\|_{L^{1}} \leqq D(1 / n) \tag{3}
\end{equation*}
$$

For the remainder terms we have the bound

$$
\begin{gather*}
\left\|A_{n, N}^{4}\right\| \leqq C_{4}(1 / n)^{2} .  \tag{4}\\
\left(\text { iii }_{\mathrm{n}}\right) \quad H_{n, N}(x, u, v, y)=g_{n, N}(x-u) \sum_{j=n+1}^{N} \Gamma_{j}(u-v) g_{n, N}(v-y) .
\end{gather*}
$$

The remainder terms can be bounded as follows:

$$
\begin{gathered}
\left\|A_{n, N}^{6}\right\| \leqq C_{6}(1 / n)^{3} \kappa_{n}^{-1} \\
\left\|A_{n, N}^{2}\right\| \leqq C_{2}(1 / n)
\end{gathered}
$$

$\left(i v_{n}\right)$
$\left(\mathrm{v}_{\mathrm{n}}\right) V_{n, N}$ is equal to

$$
-\frac{1}{2} \operatorname{Tr}\left\{\log \left(1+w \alpha_{n, N}^{2} G\right)-w \alpha_{n, N}^{2} G\right\}+E_{n, N}
$$

where $E_{n, N}=E_{n+1, N}-\frac{1}{2} w \int d x d y G(x-y) Q_{n+1, N}(x-y)$. Furthermore,

$$
\begin{equation*}
\left|A_{n, N}^{0}\right| \leqq C_{0}(1 / n)|\Lambda| \tag{5}
\end{equation*}
$$

All the above listed kernels are in $H\left(\Omega_{N}\right)$.
Remark. Notice that the bound $\left(\mathrm{i}_{\mathrm{n}}\right)$ is slightly worse than the corresponding bound of Sect. IV where we had $\varepsilon=1 / 2$.

Proof. The proof consists in showing that $\left(\mathrm{i}_{\mathrm{n}}\right)-\left(\mathrm{v}_{\mathrm{n}}\right)$ imply $\left(\mathrm{i}_{\mathrm{n}-1}\right)-\left(\mathrm{v}_{\mathrm{n}-1}\right)$. We write $A_{n, N}(\tilde{\psi})$ in the form

$$
\begin{equation*}
A_{n, N}(\tilde{\psi})=\sum_{m \geqq 0, \boldsymbol{\alpha}} \int d^{m} \mathbf{x} \tilde{A}_{n, N}^{m}(\mathbf{x} ; \boldsymbol{\alpha}) \tilde{\psi}(\mathbf{x} ; \boldsymbol{\alpha}), \tag{6}
\end{equation*}
$$

with the obvious notation.
Lemma 1. There are constants $\sigma_{1}, \sigma_{2}>0$ such that

$$
\sigma_{1} n \leqq \alpha_{n, N}^{2} \leqq \sigma_{2} n
$$

uniformly in $N$.
Proof. It is clear that

$$
\alpha_{n, N}^{2}=\alpha_{n, n}^{2}-2 \sum_{j=1}^{n} \sum_{k=n+1}^{N} \operatorname{Tr}\left\{\Gamma_{j}(x) \Gamma_{k}(-x)\right\}(0) .
$$

Since $O(1) n \leqq \alpha_{n, n}^{2} \leqq O(1) n$, it suffices to show that the second term is $O(1)$. Indeed, it can be bounded by

$$
\begin{aligned}
& C \sum_{j=1}^{n} \sum_{k=n+1}^{\infty} \kappa_{j} \kappa_{k} \int d x e^{-\kappa_{k}|x|} \\
& \quad=O(1) \sum_{j=1}^{n} l^{j-n-1} \sum_{k=0}^{\infty} l^{-k} \leqq O(1) . \quad \text { Q.E.D. }
\end{aligned}
$$

The lemma implies, by means of the same argument as in Sect. II, that

$$
\begin{equation*}
\left\|g_{n, N}\right\|_{L^{q}} \leqq C(1 / n)^{1 / q} \tag{7}
\end{equation*}
$$

uniformly in $N$. It follows that the kernels $\widetilde{A}_{n, N}^{m}, m=2,4,6$, of (6) obey the bounds

$$
\begin{align*}
& \left\|\tilde{A}_{n, N}^{6}\right\| \leqq \bar{C}_{6}(1 / n)^{2} \kappa_{n}^{-1}  \tag{8}\\
& \left\|\tilde{A}_{n, N}^{4}\right\| \leqq \bar{C}_{4}(1 / n)  \tag{9}\\
& \left\|\tilde{A}_{n, N}^{2}\right\| \leqq \bar{C}_{2} \tag{10}
\end{align*}
$$

uniformly in $N$. We can now pass to the estimates.
$m \geqq 8$. We separate the term with $k=1, p=m$ (which is equal to $A_{n, N}^{m}$ ) and write

$$
\begin{equation*}
A_{n-1, N}^{m}(\mathbf{x})=A_{n, N}^{m}(\mathbf{x})+A_{n-1, N}^{\prime m}(\mathbf{x}) \tag{11}
\end{equation*}
$$

Estimating $\left\|A_{n-1, N}^{\prime m}\right\|$ proceeds in the same way as estimating $\left\|A_{N-1, N}^{m}\right\|$. We find easily that

$$
\begin{align*}
\left\|A_{n-1, N}^{\prime m}\right\| \leqq & 2^{m}\left\{\sum_{k} \sum_{l=1}^{\min \{m, k\}}\binom{k}{l}\left(\sum_{p_{j}} \kappa_{n}^{p_{j} / 2-2} C^{p_{j}}\left\|\tilde{A}_{n, N}^{p_{j}}\right\|\right)^{k-1}\right. \\
& \left.\times \sum_{\left\{m_{j}\right\}_{j}=1} \prod_{j=1}^{l}\left(\sum_{p_{j}>m_{j}} \kappa_{n}^{p_{j} / 2-2} C^{p_{j}-m_{j}}\left\|\widetilde{A}_{n, N}^{p_{j}}\right\|\right) \kappa_{n}^{-m / 2+2}\right\} . \tag{12}
\end{align*}
$$

Let us first consider the $k=1$ contribution to (12). Using the induction hypothesis we find that

$$
\begin{equation*}
\sum_{p_{j}>m_{j}} \kappa_{n}^{p_{j} / 2-2} C^{p_{j}-m_{j}}\left\|\tilde{A}_{n, N}^{p_{j}}\right\| \leqq B^{m_{J}}(1 / n)^{3+\varepsilon\left(m_{j}-8\right)}, \quad m_{j} \geqq 6, \tag{13}
\end{equation*}
$$

We can thus bound the $k=1$ term by

$$
2^{m} B^{m}(1 / n)^{3+\varepsilon(m-8)} \kappa_{n}^{-m / 2+2}
$$

To bound the higher order contributions to (12) we use (13) and the following estimates [which easily follow from (8)-(10) and the induction hypothesis]:

$$
\begin{array}{lll}
\text { LHS of }(13) \leqq 2 \bar{C}_{6}(1 / n)^{2}, & & m_{j}=4,5, \\
\text { LHS of }(13) \leqq 2 \bar{C}_{4}(1 / n), & & m_{j} \geqq 0 .
\end{array}
$$

Simple calculations using the assumption $0<\varepsilon<1 / 12$ show that the $k=2,3$ terms can be bounded by

$$
4^{m} B^{m} C(1 / n)^{3+\varepsilon(m-8)} \kappa_{n}^{-m / 2+2}
$$

where $C$ involves $\bar{C}_{4}$ and $\bar{C}_{6}$. A term with $k \geqq 4$ can be bounded by

$$
4^{m} B^{m} C^{k}(1 / n)^{3 k / 4+\varepsilon(m-8)} \kappa_{n}^{-m / 2+2}
$$

Summing over $k$ we obtain the following estimate on (12):

$$
\left\|A_{n-1, N}^{\prime m}\right\| \leqq 4^{m} B^{m} C(1 / n)^{3+\varepsilon(m-8)} \kappa_{n}^{-m / 2+2}
$$

It follows from (11) and ( $\mathrm{i}_{\mathrm{n}}$ ) that

$$
\left\|A_{n-1, N}^{m}\right\| \leqq B^{m}(1 /(n-1))^{3+\varepsilon(m-8)} \kappa_{n-1}^{-m / 2+2}
$$

provided that $l$ has been taken large enough. This completes the proof of $\left(i_{n-1}\right)$. $m=4$. As in Sect. IV we extract from the first and second orders of the perturbation expansion for $\widetilde{A}_{n-1, N}^{4}$ the following terms:

$$
\begin{equation*}
g_{n, N}(x-y)-g_{n, N} * Q_{n, N} * g_{n, N}(x-y) \tag{14}
\end{equation*}
$$

(with the factor $1 / 2$ in front). Observe that the cross-terms in $Q_{n, N}(x-y)$ come from the sixth order term in (1).
Lemma 2. $\hat{Q}_{n, N}(p)$ is holomorphic for $\left|\operatorname{Im} p_{\mu}\right|<(1-\eta) \kappa_{n}, 0<\eta<1 / 2$, and satisfies the inequalities:

$$
\begin{gather*}
\left|\hat{Q}_{n, N}(p)\right| \leqq C  \tag{15}\\
\left|\hat{Q}_{n, N}(p)-\hat{Q}_{n, N}(0)\right| \leqq C \kappa_{n}^{-1}|p|, \quad\left|\operatorname{Im} p_{\mu}\right|<(1-2 \eta) \kappa_{n} \tag{16}
\end{gather*}
$$

uniformly in $n$ and $N$.
Proof. Observe that

$$
\left|Q_{n, N}(x)\right| \leqq C \kappa_{n} \sum_{j=n+1}^{\infty} \kappa_{j} e^{-\kappa_{j}|x|} \leqq\left\{\begin{array}{lll}
C \kappa_{n}^{2} \exp \left(-\kappa_{n}|x|\right), & \text { if } & \kappa_{n}|x| \geqq 1 \\
C \kappa_{n}|x|^{-1}, & \text { if } & \kappa_{n}|x|<1
\end{array}\right.
$$

This implies the analyticity statement and (15). Equation (16) follows from Cauchy's bound. Q.E.D.

Proceeding as in Sect. IV we write (14) as

$$
g_{n-1, N}(x-y)+g_{n-1, N} * h_{n-1, N}^{\prime}(x-y)
$$

with $\left\|\mathrm{h}_{n-1, N}^{\prime}\right\|_{L^{1}} \leqq D^{\prime}(1 / n)^{2}$. Expanding $g_{n, N}$ in terms of $g_{n-1, N}$ and collecting the remainder terms we obtain

$$
h_{n-1, N}(x)=h_{n, N}(x)+h_{n-1, N}^{\prime}(x)+O\left((1 / n)^{2}\right) .
$$

Then $\left\|h_{n-1, N}\right\|_{L^{1}} \leqq D(n-1)^{-1}$, provided that $D$ has been taken large enough. This proves (3).

To prove (4) we write again

$$
\begin{equation*}
A_{n-1, N}^{4}(\mathbf{x} ; \boldsymbol{\alpha})=A_{n, N}^{4}(\mathbf{x} ; \boldsymbol{\alpha})+A_{n-1, N}^{\prime 4}(\mathbf{x} ; \boldsymbol{\alpha}) . \tag{17}
\end{equation*}
$$

Let us first consider the $k=1$ contribution to $A_{n-1, N}^{\prime 4}(\mathbf{x})$. After extracting the graphs

which has been used to renormalize $g_{n, N}$ [and which is the only $O\left((1 / n)^{2}\right)$ contribution to $p=8]$, we bound the $k=1$ term by $O\left((1 / n)^{3}\right)$. From the $k=2$ term the following $O\left((1 / n)^{2}\right)$ graph has been removed


Considering the same graphs as in Sect. IV we convince ourselves that there are no other $O\left((1 / n)^{2}\right)$ contributions to $k=2$. We can thus bound the $k=2$ term by $O\left((1 / n)^{3}\right)$. The sum over $k \geqq 3$ can be clearly estimated by $O\left((1 / n)^{3}\right)$. As a result we obtain that

$$
\left\|A_{n, N}^{\prime 4}\right\| \leqq C_{4}(1 / n)^{3}
$$

provided that $C_{4}$ has been taken large enough. This and (17) give (4) with $n$ replaced by $n-1$.
$m=6$. The only $O\left((1 / n)^{2}\right) \kappa_{n}^{-1}$ contribution to $A_{n-1, N}^{\prime 6}$ comes from $k=2, p_{1}=p_{2}=4$, and is given by the graph


We expand $g_{n, N}$ in terms of $g_{n-1, N}$, absorb (18) into $H_{n-1, N}$ and shift the remainder [which is $O\left((1 / n)^{3} \kappa_{n}^{-1}\right)$ to $A_{n-1, N}^{6}$ ]. Then,

$$
\begin{aligned}
\left\|A_{n-1, N}^{6}\right\| & \leqq\left\|A_{n, N}^{6}\right\|+\left\|A_{n-1, N}^{\prime 6}\right\| \\
& \leqq C_{6}(1 / n)^{3} \kappa_{n}^{-1}+O\left((1 / n)^{3} \kappa_{n}^{-1}\right) \leqq C_{6}(1 /(n-1))^{3} \kappa_{n-1}^{-1} .
\end{aligned}
$$

This completes the proof of $\left(\mathrm{iii}_{\mathrm{n}-1}\right)$.
$m=2$. We extract the same terms as above to absorb them in the Wick ordering of the quartic term. As in Sect. IV we verify that the low order contributions to $k=1,2$ are $O\left(\kappa_{n}^{-\eta}\right)$. It remains to show that the remainder can be bounded by $O\left((1 / n)^{2}\right)$, or in other words, we have to exhibit a mechanism allowing to reduce the power of $\kappa_{n}$ by one.

Let us first consider the contributions to $A_{n-1, N}^{\prime 2}$ which have the structure of (IV.14). In order not to complicate the notation we keep denoting them by $A_{n-1, N}^{\prime 2}$. We claim that $A_{n-1, N}^{\prime 2}$ can be written as

$$
\begin{equation*}
\sum_{j=1}^{N-n+1} B_{n-1, N}^{(j)}(x) \tag{19}
\end{equation*}
$$

with

$$
\begin{equation*}
\left\|B_{n-1, N}^{(j)}\right\| \leqq C(1 / n)^{2}(1 / l)^{j-1} \tag{20}
\end{equation*}
$$

Notice that (19) and (20) imply that $\left\|A_{n-1, N}^{\prime 2}\right\| \leqq C(1 / n)^{2}$. To prove the claim we proceed as follows. As in Sect. IV we write

$$
\Gamma_{n}=\Gamma_{n}^{(0)}+\Gamma_{n}^{(1)},
$$

and represent $A_{n-1, N}^{\prime 2}$ as

$$
A_{n-1, N}^{\prime 2}(x)=A_{n-1, N}^{2(1)}(x)+B_{n-1, N}^{(1)}(x),
$$

where $A_{n-1, N}^{2(1)}$ is the contribution containing no $\Gamma_{n}^{(1)}$ propagators. Each term of $B_{n-1, N}^{(1)}$ contains at least one column of the $\Gamma_{n}^{(1)}$ propagators and can thus be bounded by $O\left((1 / n)^{2}\right)$. Suppose we have represented $A_{n-1, N}^{\prime 2}(x)$ as

$$
A_{n-1, N}^{2(m)}(x)+\sum_{j=0}^{m} B_{n-1, N}^{(j)}(x),
$$

where $A_{n-1, N}^{2(m)}(x)$ contains no $\Gamma_{j}^{(1)}$ propagators for $j=n, \ldots, n+m-1$. We write

$$
\Gamma_{n+m}=\Gamma_{n+m}^{(0)}+\Gamma_{n+m}^{(1)},
$$

and correspondingly

$$
\begin{align*}
\widetilde{A}_{n+m-1, N}^{p}(\mathbf{x}) & =\widetilde{A}_{n+m, N}^{p}(\mathbf{x})+\widetilde{A}_{n+m-1, N}^{\prime p(0)}(\mathbf{x})+\widetilde{A}_{n+m-1, N}^{\prime p(1)}(\mathbf{x}) \\
& \equiv \widetilde{A}_{n+m-1, N}^{p(0)}(\mathbf{x})+\widetilde{A}_{n+m-1, N}^{\prime p(1)}(\mathbf{x}) \tag{21}
\end{align*}
$$

where $\tilde{A}_{n+m-1, N}^{\prime p(1)}$ consists of terms containing at least one column of the $\Gamma_{n+m}^{(1)}$ propagators. Equation (21) induces the following decomposition of $A_{n-1, N}^{2(m-1)}$ :

$$
A_{n-1, N}^{2(m)}(\mathbf{x})=A_{n-1, N}^{2(m+1)}(\mathbf{x})+B_{n-1, N}^{(m+1)}(\mathbf{x}),
$$

where $B_{n-1, N}^{(m+1)}(\mathbf{x})$ consists of terms containing at least one column of the $\Gamma_{n+m}^{(1)}$ propagators. Since we gain one power of $\kappa_{n+m}^{-1}$ in the bound for $\widetilde{A}_{n+m, N}^{\prime p(1)}(\mathbf{x})$, we obtain that

$$
\left\|B_{n-1, N}^{(m+1)}\right\| \leqq C(1 / n)^{2}(1 / l)^{m}
$$

We set $B_{n-1, N}^{(N-n+1)} \equiv A_{n-1, N}^{2(N-n+1)}$. By the same argument as in Sect. IV we have

$$
\left\|B_{n-1, N}^{(N-n+1)}\right\| \leqq C(1 / n)^{2}(1 / l)^{N-n} .
$$

This completes the proof of the claim.

For the terms which do not have the structure of (IV.14) we apply the following procedure. We choose an external leg of $A_{n-1, N}^{\prime 2}(x)$ and write

$$
A_{n-1, N}^{\prime 2}(x)=\sum_{j=0}^{N-n} C_{n-1, N}^{(j)}(x)
$$

where $C_{n-1, N}^{(j)}(x)$ is the sum of contributions where the external leg touches a propagator $\Gamma_{n+j}$ for the first time. Applying (IV.15) and proceeding as in Sect. IV we obtain that

$$
\left\|A_{n-1, N}^{\prime 2}\right\| \leqq C \sum_{j=0}^{N-n} \kappa_{n+j}^{-\eta}+C(1 / n)^{2} \sum_{j=0}^{N-n} l^{-j} \leqq C(1 / n)^{2}
$$

where the first contribution comes from the graphs of type $(\alpha)$, and the second comes from the graphs of type $(\beta)$.

Collecting all the contributions to $A_{n-1, N}^{2}$ we find finally that

$$
\left\|A_{n-1, N}^{2}\right\| \leqq C_{2}\left(n^{-1}+n^{-2}\right) \leqq C_{2}(n-1)^{-1}
$$

provided $C_{2}$ has been taken large enough. This completes the proof of $\left(\mathrm{iv}_{\mathrm{n}-1}\right)$.
$m=0$. The low order analysis is an almost word by word repetition of the analysis of Sect. IV. To bound the remainder terms we use the method explained above for the case of $m=2$. Q.E.D.

As a simple corollary to the above theorem we obtain the stability bound. Set

$$
Z_{\Lambda, N}=\left\langle\exp A_{N, N}\right\rangle_{S_{N}}
$$

Corollary. There exists $C>0$ such that

$$
\left|Z_{\Lambda, N}\right| \leqq e^{C|\Lambda|}
$$

uniformly in $N$.
Proof. We have

$$
\begin{equation*}
\log Z_{A, N}=V_{n, N}+A_{n, N}^{0}+\log \left\langle\exp A_{n, N}\right\rangle_{S_{n}} . \tag{22}
\end{equation*}
$$

The first two summands can be bounded by $C|\Lambda|$. Indeed, for $A_{n, N}^{0}$ we have (5), and $V_{n, N}$ can be bounded as follows

$$
\begin{aligned}
\left|V_{n, N}\right| & \leqq \frac{1}{2}\left|\operatorname{Tr}\left\{\log \left(1+w \alpha_{n, N}^{2} G\right)-w \alpha_{n, N}^{2} G\right\}\right|+\left|E_{n, N}\right| \\
& \leqq \frac{1}{4}\left\|w \alpha_{n, N}^{2} G\right\|_{2}^{2}+\left|E_{n, N}\right| \leqq C|\Lambda|
\end{aligned}
$$

To bound the third term on the RHS of (22) we use (A.2) with $\Gamma_{n}$ replaced by $S_{n}$. The corresponding estimate is

$$
\left|\left\langle\prod_{j=1}^{k} \tilde{\psi}\left(\mathbf{x}_{j} ; \alpha_{j}\right)\right\rangle_{S_{n}}^{T}\right| \leqq C^{p+q} \sum_{T \in \mathscr{T}} \exp \left\{-(1-\eta) M \mathscr{L}_{T}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right)\right\}
$$

where $C$ depends on $n, 0<\eta<1$ is a certain number, and $M$ is the fermionic mass. Using ( $\mathrm{i}_{\mathrm{n}}$ ) $\left(\mathrm{iv}_{\mathrm{n}}\right)$ we find that

$$
\left|\log \left\langle\exp A_{n, N}\right\rangle_{S_{n}}\right| \leqq C|\Lambda| . \quad \text { Q.E.D. }
$$

## VI. The Continuum Limit and Borel Summability of the Effective Action

In the previous section we have shown that $A_{n, N}$ stays bounded, when we go with $n$ down to a scale $n_{0}$. We are now going to prove that the ultraviolet cutoff $N$ can actually be removed, i.e. that the limit $A_{n}(\tilde{\psi}) \equiv \lim _{N \rightarrow \infty} A_{n, N}(\tilde{\psi})$ exists for all $n \geqq n_{0}$. Furthermore, we show that the perturbation expansion of $A_{n}(\tilde{\psi})$ around $w=0$ is Borel summable.

Observe that the $N \rightarrow \infty$ limit of $\alpha_{n, N}^{2}$ is equal to

$$
\alpha_{n}^{2}=-2 \operatorname{Tr}\left\{\widehat{S_{n}(x) S(-x)}\right\}(0)+\operatorname{Tr}\left\{\widehat{S_{n}(x) S_{n}(-x)}\right\}(0),
$$

where $S(x)$ is given by (II.3) with $\chi(p)=1$. This implies the existence of $g_{n}(x-y)$. It is also easy to see that $H_{n}(x, u, v, y)$ and $V_{n}$ exist. To prove that the other kernels in (V.1) have continuum limits we will investigate their behavior under a change of cutoff. Set

$$
\delta A_{n, N}=A_{n, N+1}-A_{n, N}
$$

The variations $\delta A_{n, N}$ obey a recursion relation. We have

$$
\begin{aligned}
A_{n-1, N+1}(\tilde{\psi}) & =\log \left\langle\exp A_{n, N+1}(\tilde{\psi}+\cdot)\right\rangle_{\Gamma_{n}} \\
& =\log \left\langle\exp \delta A_{n, N}(\tilde{\psi}+\cdot) \exp A_{n, N}(\tilde{\psi}+\cdot)\right\rangle_{\Gamma_{n}}
\end{aligned}
$$

Subtracting $A_{n-1, N}(\tilde{\psi})=\log \left\langle\exp A_{n, N}(\tilde{\psi}+\cdot)\right\rangle_{\Gamma_{n}}$ from this equation and expanding in powers of $A_{n, N}$ and $\delta A_{n, N}$ we obtain that

$$
\delta A_{n-1, N}(\tilde{\psi})=\sum_{k=0}^{\infty} \sum_{l=1}^{\infty} \frac{l}{k!l!}\left\langle\left(A_{n, N}(\tilde{\psi}+\cdot)\right)^{k}\left(\delta A_{n, N}(\tilde{\psi}+\cdot)\right)^{l}\right\rangle_{\Gamma_{n}}^{T}
$$

or in terms of kernels

$$
\begin{align*}
\delta \tilde{A}_{n-1, N}^{m}(\mathbf{x} ; \boldsymbol{\alpha})= & \frac{1}{m!} \sum_{k=0}^{\infty} \sum_{l=1}^{\infty} \frac{1}{k!l!} \sum_{\substack{\left\{\left\{_{j}\right\}_{j}^{k}=1\right.}} \sum_{\substack{\left(p_{j}\right),\left\langle\boldsymbol{\beta}_{j}\right\} \\
p_{j} \geqq m_{j}}}(-1)^{\pi} \prod_{j=1}^{k+1} \frac{p_{j}!}{\left(p_{j}-m_{j}\right)!} \\
& \times \int d^{p-m} \mathbf{y} \prod_{j=1}^{k} \tilde{A}_{n, N}^{p_{j}}\left(\mathbf{x}_{j}, \mathbf{y}_{j} ; \boldsymbol{\alpha}_{j}, \boldsymbol{\beta}_{j}\right) \\
& \times \prod_{j=k+1}^{k+l} \delta \tilde{A}_{n, N}^{p_{j}}\left(\mathbf{x}_{j}, \mathbf{y}_{j} ; \boldsymbol{\alpha}_{j}, \boldsymbol{\beta}_{j}\right)  \tag{1}\\
& \times\left\langle\prod_{j=1}^{k+l} \tilde{\xi}\left(\mathbf{y}_{j} ; \boldsymbol{\beta}_{j}\right)\right\rangle_{\Gamma_{n}}^{T}
\end{align*}
$$

Proposition. We set $\mu_{n, N}=\left\|\delta g_{n, N}\right\|_{L^{1}}$. Suppose that land $n_{0}$ are large enough. Then there exist constants $B, C_{j}(j=0,2,4,6), D$ and $\beta$ such that

$$
\begin{equation*}
\left\|\delta A_{n, N}^{m}\right\| \leqq B^{m} \mu_{n, N}(N / n)^{\beta}(1 / n)^{3+\varepsilon(m-8)} \kappa_{n}^{-m / 2+2}, \quad m \geqq 8 \tag{n}
\end{equation*}
$$

(ii ) $\quad\left\|\delta A_{n, N}^{6}\right\| \leqq C_{6} \mu_{n, N}(N / n)^{\beta}(1 / n)^{3} \kappa_{n}^{-1}$.
(iii ${ }_{\mathrm{n}}$ ) $\quad\left\|\delta h_{n, N}\right\| \leqq D \mu_{n, N}(N / n)^{\beta}(1 / n)^{2}$,

$$
\left\|\delta A_{n, N}^{4}\right\| \leqq C_{4} \mu_{n, N}(N / n)^{\beta}(1 / n)^{2} .
$$

$$
\begin{array}{ll}
\left(\mathrm{iv}_{\mathrm{n}}\right) & \left\|\delta A_{n, N}^{2}\right\| \leqq C_{2} \mu_{n, N}(N / n)^{\beta}(1 / n) \\
\left(\mathrm{v}_{\mathrm{n}}\right) & \left|\delta A_{n, N}^{0}\right| \leqq C_{0} \mu_{n, N}(N / n)^{\beta}(1 / n)|\Lambda|
\end{array}
$$

All the kernels are in $H\left(\Omega_{N+1}\right)$.
Proof. The proof does not differ from the argument presented in Sect. V. We have to extract the same low order terms and make (essentially) the same estimates. Let us only comment on how to iterate the factor $\mu_{n, N}(N / n)^{\beta}$ which is crucial for the existence of the $N \rightarrow \infty$ limit. Observe the $\left|\delta \alpha_{n, N}^{2}\right| \leqq C\left(\kappa_{n} / \kappa_{N}\right)$. This implies that

$$
\begin{equation*}
\mu_{n, N} \leqq C(1 / n)\left(\kappa_{n} / \kappa_{N}\right) \tag{2}
\end{equation*}
$$

The expansion

$$
g_{n, N}(x)=g_{n-1, N} * \sum_{j=0}^{\infty}\left(-\delta_{n, N}^{2}\right)^{j} g_{n-1, N} * \ldots * g_{n-1, N}(x)
$$

and (2) lead to the inequality

$$
\begin{equation*}
\mu_{n, N} \leqq(1+\bar{C} / n) \mu_{n-1, N} \tag{3}
\end{equation*}
$$

It is now easy to understand how the iteration goes for the terms with $m \geqq 6$. For example, for $m \geqq 8$ we have

$$
\delta A_{n-1, N}^{m}(\mathbf{x})=\delta A_{n, N}^{m}(\mathbf{x})+\delta A_{n-1, N}^{\prime m}(\mathbf{x}),
$$

where

$$
\left\|\delta A_{n-1, N}^{\prime m}\right\| \leqq 4^{m} B^{m} C \mu_{n, N}(N / n)^{\beta}(1 / n)^{3+\varepsilon(m-8)} \kappa_{n}^{-m / 2+2}
$$

We prove $\left(\mathrm{i}_{\mathrm{n}-1}\right)$ by applying (3) and taking $l$ large enough. Observe that the factor $\mu_{n, N}(N / n)^{\beta}$ is present in the bound for $\left\|\delta A_{n-1, N}^{\prime m}\right\|$ because the summation over $l$ in (1) starts with $l=1$. For the terms with $m \leqq 4$ the iteration is slightly subtler. For example, for $m=4$ we have

$$
\left\|\delta A_{n-1, N}^{\prime 4}\right\| \leqq C_{4} \mu_{n, N}(N / n)^{\beta}(1 / n)^{3}
$$

and hence

$$
\begin{aligned}
\left\|\delta A_{n-1, N}^{4}\right\| & \leqq C_{4} \mu_{n-1, N}(N / n)^{\beta}(1+\bar{C} / n)(1 /(n-1))^{2} \\
& \leqq C_{4} \mu_{n-1, N}(N /(n-1))^{\beta}(1 /(n-1))^{2},
\end{aligned}
$$

provided that $\beta \geqq \bar{C}$. This explains the reason why the logarithmic correction $(N / n)^{\beta}$ has to be included in $\left(\mathrm{i}_{\mathrm{n}}\right)-\left(\mathrm{v}_{\mathrm{n}}\right)$. Q.E.D.

It is now easy to show that $A_{n}(\tilde{\psi})$ exists. We set

$$
\begin{equation*}
A_{n}^{m}(\mathbf{x} ; \boldsymbol{\alpha})=A_{n, n}^{m}(\mathbf{x} ; \boldsymbol{\alpha})+\sum_{j=n}^{\infty} \delta A_{n, j}^{m}(\mathbf{x} ; \boldsymbol{\alpha}), \quad m \geqq 2 \tag{4}
\end{equation*}
$$

and write analoguous formulae for $h_{n}(\mathbf{x})$ and $A_{n}^{0}$. The series converges, since by means of the proposition and (2) we have that

$$
\sum_{j=n}^{\infty}\left\|\delta A_{n, j}^{m}\right\|<\infty
$$

To prove that $A_{n}^{m}(\mathbf{x} ; \boldsymbol{\alpha})$ has a Borel summable perturbation expansion in $w$ we observe that for each test function $f$

$$
\left|\int d^{m} \mathbf{x} A_{n, j}^{m}(\mathbf{x} ; \boldsymbol{\alpha}) f(\mathbf{x})\right| \leqq C(m, n)\|f\|_{L^{\infty}} e^{-\mu j}
$$

with $C(m, n)$ and $\mu$ independent of $j$ and $w$. The Borel summability of (4) follows now from the lemma of Appendix B.

Let us summarize the results of this section in the following theorem (below we change slightly the meaning of $A_{n}^{m}, 0 \leqq m \leqq 6$ ).

Theorem. The continuum limit action $A_{n}(\tilde{\psi})$ exists and can be written in the following form:

$$
\begin{aligned}
A_{n}(\tilde{\psi})= & \frac{1}{2} \int d x d y g_{n}(x-y): \bar{\psi}(x) \psi(x):: \bar{\psi}(y) \psi(y):+V_{n} \\
& +\sum_{m \geqq 0, \boldsymbol{\alpha}} \int d^{m} \mathbf{x} A_{n}^{m}(\mathbf{x} ; \boldsymbol{\alpha}) \tilde{\psi}(\mathbf{x} ; \boldsymbol{\alpha}),
\end{aligned}
$$

where the Wick ordering is performed with respect to $S_{n}$. All the kernels are in $H(\Omega)$ and they have Borel summable perturbation expansions around $w=0$. Furthermore, they satisfy the following bounds:

$$
\begin{equation*}
\left\|A_{n}^{m}\right\| \leqq B^{m}(1 / n)^{3+\varepsilon(m-8)} \kappa_{n}^{-m / 2+2}, \quad m \geqq 8 \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\left\|A_{n}^{m}\right\| \leqq C_{m}(1 / n)^{2} \kappa_{n}^{-m / 2+2}, \quad m=4,6 . \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
\left\|A_{n}^{2}\right\| \leqq C_{2}(1 / n) \tag{iii}
\end{equation*}
$$

$$
\begin{equation*}
\left|A_{n}^{0}\right| \leqq C_{0}(1 / n)|\Lambda| \tag{iv}
\end{equation*}
$$

## Appendix A. Tree Decay of the Partially Truncated Correlation Functions

Let us recall the definition of partially truncated correlation functions. Suppose that the product $\widetilde{\xi}\left(\mathbf{x}_{j} ; \alpha_{j}\right)$ contains $p_{j}$ fields of the $\xi$ type and $q_{j}$ fields of the $\bar{\xi}$ type. $\sum_{j=1}^{k} p_{j}+q_{j}$ is assumed to be even. Set

$$
\langle\tilde{\xi}(\mathbf{x} ; \boldsymbol{\alpha})\rangle_{\Gamma}^{T}=\langle\tilde{\xi}(\mathbf{x} ; \boldsymbol{\alpha})\rangle_{\Gamma}, \quad\left(\Gamma \equiv \Gamma_{n}\right)
$$

and define $\left\langle\prod_{j=1}^{k} \tilde{\xi}\left(\mathbf{x}_{j} ; \alpha\right)\right\rangle_{\Gamma}^{T}$ inductively by

$$
\begin{equation*}
\left\langle\prod_{j=1}^{k} \tilde{\xi}\left(\mathbf{x}_{j} ; \boldsymbol{\alpha}_{j}\right)\right\rangle_{\Gamma}=\sum_{\substack{\left\{K_{j} j_{j}=1 \\ 1 \leqq m \leq k\right.}}(-1)^{\pi} \prod_{j=1}^{m}\left\langle\prod_{l \in K_{j}} \xi\left(\mathbf{x}_{l} ; \boldsymbol{\alpha}_{l}\right)\right\rangle_{\Gamma}^{T} \tag{1}
\end{equation*}
$$

The summation in (1) extends over all partitions of $\{1, \ldots, k\}$ into non-empty disjoint sets, and $(-1)^{\pi}$ is the parity of a permutation which brings the fields $\tilde{\xi}_{\alpha_{j}}\left(x_{j}\right)$ on the RHS of (1) to the original order.

Let $T$ be a graph on the points $x_{1}, \ldots, x_{p+q}$ which is a tree with respect to the clusters $\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}$. We call such a $T$ an anchored tree on $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right\}$. By $\mathscr{L}_{T}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right)$ we denote the length of $T$ and by $\mathscr{T}$ the set of all anchored trees on $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right\}$.

The following proposition gives a precise characterization of the decay properties of $\left\langle\prod_{j=1}^{k} \xi\left(\mathbf{x}_{j} ; \alpha_{j}\right)\right\rangle_{\Gamma}^{T}$.
Proposition. There is a constant $C$ such that

$$
\begin{equation*}
\left|\left\langle\prod_{j=1}^{k} \tilde{\xi}\left(\mathbf{x}_{j} ; \alpha_{j}\right)\right\rangle_{\Gamma}^{T}\right| \leqq C^{p+q} \kappa_{n}^{(p+q) / 2} \sum_{T \in \mathscr{T}} \exp \left\{-\kappa_{n} \mathscr{L}_{T}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right)\right\}, \tag{2}
\end{equation*}
$$

where $p=\sum p_{j}, q=\sum q_{j}$.
Remarks. 1. Estimate (2) has been communicated to me by Gawedzki. Below I present a simple proof of (2) based on an expansion different from the one used by Gawedzki and Kupiainen [12].
2. Notice the good combinatorial properties of (2). The number of terms on the RHS of (2) is at most $C^{p+q} k$ !

This is because of the fermionic character of the correlation functions. An analogous bound for bosonic correlation functions would involve the combinatorial factor of $p!$ (where $2 p$ is the number of fields).

We turn to the proof of (2). The untruncated correlation function $\left\langle\prod_{j=1}^{k} \tilde{\xi}\left(\mathbf{x}_{j} ; \alpha_{j}\right)\right\rangle_{\Gamma}$ can be explicitly written (up to a sign which will not bother us) as the determinant $\operatorname{det} \mathscr{M}$, where the entries of $\mathscr{M}$ are given by

$$
\Gamma_{\alpha_{j, i}, \alpha_{j^{\prime}, i}}\left(x_{j, i}-x_{j^{\prime}, i^{\prime}}\right)
$$

$j, j^{\prime}=1, \ldots, k, i=1, \ldots, p_{j}, i^{\prime}=1, \ldots, q_{j^{\prime}}$. Introducing Grassmann variables $\eta_{j, i}, \bar{\eta}_{j, i}$ we can write $\operatorname{det} \mathscr{M}$ (up to a sign) as the Berezin integral

$$
\begin{equation*}
\int \prod_{j=1}^{k} \prod_{i=1}^{p_{j}} d \eta_{j, i} \prod_{i=1}^{q_{j}} d \bar{\eta}_{j, i} \exp (\overline{\boldsymbol{\eta}}, \mathscr{M} \boldsymbol{\eta}) \tag{3}
\end{equation*}
$$

We present $V \equiv(\overline{\boldsymbol{\eta}}, \mathscr{M} \boldsymbol{\eta})$ as a "two-body potential":

$$
V=\sum_{1 \leqq i, j \leqq k}\left(\overline{\boldsymbol{\eta}}_{i}, \mathscr{M} \boldsymbol{\eta}_{j}\right) \equiv \sum_{i, j} V_{i, j}
$$

where $\boldsymbol{\eta}_{j}=\left(\eta_{j, 1}, \ldots, \eta_{j, p_{j}}\right), \overline{\boldsymbol{\eta}}_{j}=\left(\bar{\eta}_{j, 1}, \ldots, \bar{\eta}_{j, q_{j}}\right)$. For each pair $(i, j)$ we introduce an interpolating parameter $0 \leqq s_{i j} \leqq 1, s_{i j}=s_{j i}$, and set

$$
\begin{equation*}
V(\mathbf{s})=\sum_{i=1}^{k} V_{i i}+\sum_{i \neq j} s_{i j} V_{i j} . \tag{4}
\end{equation*}
$$

We call (4) a BF ( $\equiv$ Battle-Federbush) decoupling of $V$ if there is a bijective mapping $g:\{1, \ldots, k\} \rightarrow\{1, \ldots, k\}$ with $g(1)=1$ such that

$$
\begin{equation*}
s_{g(i) g(j)}=s_{i} s_{i+1} \ldots s_{j-1}, \quad i<j \tag{5}
\end{equation*}
$$

where $0 \leqq s_{j} \leqq 1, j=1, \ldots, k-1$. The following lemma is an immediate consequence of (3) and [18, 19].

Lemma 1. The partially truncated part of $\operatorname{det} \mathscr{M}$ is given by

$$
\begin{equation*}
\sum_{T \in \mathscr{T}_{a}} \int d \boldsymbol{\eta} d \overline{\boldsymbol{\eta}} \prod_{(i, j) \in T}\left(V_{i j}+V_{j i}\right) \int d p_{T}(\mathbf{s}) \exp V(\mathbf{s}) \tag{6}
\end{equation*}
$$

where $\mathscr{T}_{0}$ is the set of trees on $k$ vertices and $d p_{T}(\mathbf{s})$ is a probability measure concentrated on such $\mathbf{s}$ that $V(\mathbf{s})$ is a BF decoupling of $V$.

Let us now consider a single term on the RHS of (6). Expanding the product $\prod_{(i, j) \in T}\left(V_{i, j}+V_{j, i}\right)$ we represent it as a sum of terms of the form
(a product of $k-1$ propagators, each of which joins two different

$$
\begin{equation*}
\left.\mathbf{x}_{j}^{\prime} s\right) \times \prod_{l=1}^{a} \bar{\eta}_{i_{l}, n_{l}} \eta_{j_{l}, m_{l}} \prod_{l=a+1}^{k-1} \bar{\eta}_{j_{l}, m_{l}} \eta_{i_{l}, n_{l}} \tag{7}
\end{equation*}
$$

Observe that if $\bar{\eta}_{i, n}$ and $\eta_{j, m}$ are factors in (7) then all the terms in $V(\mathbf{s})$ involving these variables are actually absent. The Berezin integral may be this factored and evaluated to obtain a product of $k-1$ propagators multiplied by a $((p+q) / 2-k+1) \times((p+q) / 2-k+1)$ determinant. Using (III.1) we can bound the first factor by

$$
\begin{equation*}
C^{k-1} \kappa_{n}^{k-1} \exp \left\{-\kappa_{n} \mathscr{L}_{T}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right)\right\} \tag{8}
\end{equation*}
$$

where $T$ is an anchored tree on $\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right\}$. The entries of the determinant have the structure $s_{i j} \Gamma_{\alpha_{i, n} \beta_{j, m}}\left(x_{i, n}-x_{j, m}\right)$. We wish to show that the determinant can be written as a Gramm determinant $\operatorname{det}\left\{\left(f_{a}, g_{b}\right)\right\}$, provided that $\mathbf{s}$ is in the support of $d p_{T}(\mathbf{s})$.
Lemma 2. There exist unit vectors $e_{1}, \ldots, e_{k} \in \mathbb{R}^{k}$ such that $\left(e_{i}, e_{j}\right)=s_{i j}$, with $(\cdot$,$) the$ usual scalar product in $\mathbb{R}^{k}$.
Lemma 3. There exist $A_{\alpha}(x-\cdot), B_{\beta}(y-\cdot) \in L^{2}\left(\mathbb{R}^{2}\right) \oplus L^{2}\left(\mathbb{R}^{2}\right)$ such that $\Gamma_{\alpha, \beta}(x-y)$ $=\left(A_{\alpha}(x-\cdot), B_{\beta}(y-\cdot)\right)$. Moreover, $\left\|A_{\alpha}(x-\cdot)\right\|,\left\|B_{\alpha}(x-\cdot)\right\| \leqq C \kappa_{n}^{1 / 2}$, uniformly in $x$.
These two lemmata imply that

$$
s_{i j} \Gamma_{\alpha_{i, n} \beta_{j, m}}\left(x_{i, n}-y_{j, m}\right)=\left(e_{i} \otimes A_{\alpha_{i, n}}\left(x_{i, n}-\cdot\right), e_{j} \otimes B_{\beta_{J, m}}\left(y_{j, m}-\cdot\right)\right)
$$

for $\mathbf{s}$ in the support of $d p_{T}(\mathbf{s})$. Using Gramm's inequality

$$
\left|\operatorname{det}\left\{\left(f_{a}, g_{b}\right)\right\}\right| \leqq \prod_{a}\left\|f_{a}\right\|\left\|g_{b}\right\|
$$

we can bound our determinant by $C^{p+q} \kappa_{n}^{(p+q) / 2-k+1}$. This and (8) lead immediately to (2).

Proof of Lemma 2. Let $s_{i j}$ have the form (5). By $v_{i}$ we denote the $i$-th unit vector $\left(v_{i}\right)_{j}=\delta_{i j}$. We set $e_{1}=v_{1}$ and define $e_{g(j)}$ inductively by

$$
e_{g(j)}=s_{j-1} e_{g(j-1)}+\left(1-s_{j-1}^{2}\right)^{1 / 2} v_{j}, \quad j=2, \ldots, k-1
$$

Then

$$
\left\|e_{g(j)}\right\|^{2}=s_{j-1}^{2}\left\|e_{g(j-1)}\right\|^{2}+\left(1-s_{j-1}^{2}\right)\left\|v_{j}\right\|^{2}=1
$$

and

$$
\begin{aligned}
\left(e_{g(i)}, e_{g(j)}\right) & =s_{j-1}\left(e_{g(i)}, e_{g(j-1)}\right)=s_{1} \ldots s_{j-2} S_{j-1} \\
& =s_{i j}, \text { for } i<j . \quad \text { Q.E.D. }
\end{aligned}
$$

Proof of Lemma 3. The following argument is due to Feldman et al. [13]. We set

$$
\Gamma_{\alpha, \beta}(x-y)=\sum_{\tau=1}^{2} \int d^{2} t A_{\alpha, \tau}(x-t) \overline{B_{\beta, \tau}(y-t)},
$$

with $\hat{A}(p)=(-i p+M)\left(p^{2}+M^{2}\right)^{-3 / 4} \chi(p)^{1 / 2}, \hat{B}(p)=\left(p^{2}+M^{2}\right)^{-1 / 4} \times \chi(p)^{1 / 2} \mathbb{1}$, where $\chi(p)$ is given by (II.6). This gives the required representation. The bounds $\left\|A_{\alpha}(x-\cdot)\right\|,\left\|B_{\alpha}(x-\cdot)\right\| \leqq C \kappa_{n}^{1 / 2}$ follow by a simple calculation. Q.E.D.
Remark. If in $b$ columns of $\operatorname{det} \mathscr{M}$ the propagators $\Gamma(x-y)$ are replaced by the propagators

$$
\Gamma^{(0)}(x-y)=\frac{1}{(2 \pi)^{2}} \int d p \frac{M}{p^{2}+M^{2}} \chi(p) e^{i p(x-y)}
$$

then the power of $\kappa_{n}$ in (2) is reduced by $b$. This follows from the fact that

$$
\left|\Gamma_{\alpha \beta}^{(0)}(\mathrm{x}-\mathrm{y})\right| \leqq \mathrm{Ce}^{-\kappa_{n}|x-y|}
$$

and $\left\|A_{\alpha}^{(0)}(x-\cdot)\right\|,\left\|B_{\alpha}^{(0)}(x-)\right\| \leqq C$.

## Appendix B. A Lemma on Borel Summability

A well known criterion of Borel summability of a divergent power series is the following theorem [20, p. 192]:
Theorem (Watson). Let $f(z)$ be holomorphic in

$$
D_{\varepsilon}=\{z:|z|<r,|\arg z|<\pi / 2+\varepsilon\},
$$

where $r>0$, and $0<\varepsilon<\pi / 2$ are certain numbers, and continuous in $\bar{D}_{\varepsilon}$. Suppose that

$$
f(z)=\sum_{j=0}^{k} a_{j} z^{j}+R_{k}(z),
$$

and that there exist $C, \sigma>0$ such that

$$
\begin{gather*}
\left|a_{k}\right| \leqq C \sigma^{k} k!  \tag{1}\\
\left|R_{k}(z)\right| \leqq C \sigma^{k+1}(k+1)!|z|^{k+1} \tag{2}
\end{gather*}
$$

uniformly in $k$ and $z \in D_{\varepsilon}$. Define

$$
(B f)(t)=\sum_{k=0}^{\infty} a_{k} \frac{t^{k}}{k!}
$$

The function $(B f)(t)$ is holomorphic in $\{t:|\arg t|<\varepsilon\}$ and

$$
f(z)=\int_{0}^{\infty} d t e^{-t}(B f)(t z)
$$

for $|z|<r,|\arg z|<\varepsilon$.

In the lemma which we prove below we deal with a special situation which we encounter in our analysis of the Yukawa model. The sets $\Omega_{j}$ have the same meaning as in Sect.IV.

Lemma. Let $f_{j}(z), j=n, n+1, \ldots$ be a sequence of functions such that

$$
\begin{equation*}
f_{j} \in H\left(\Omega_{j}\right), \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\left|f_{j}(z)\right| \leqq C e^{-\mu j}, \quad \mu>0 \tag{ii}
\end{equation*}
$$

with $C$ independent of $z$ and $j$. Then the function

$$
\begin{equation*}
f(z)=\sum_{j=n}^{\infty} f_{j}(z) \tag{4}
\end{equation*}
$$

satisfies the assumptions of Watson's theorem with $D_{\varepsilon}=\Omega$.
Proof. It follows from (3) that (4) converges uniformly in $\Omega$. This implies the analyticity statement. For each $j$ we write

$$
\begin{equation*}
f_{j}(z)=\sum_{m=0}^{k} a_{m}^{(j)} z^{m}+R_{k}^{(j)}(z), \quad z \in \AA_{j}^{\circ} \tag{5}
\end{equation*}
$$

where

$$
a_{m}^{(j)}=\left.\frac{1}{m!} \frac{d^{m}}{d z^{m}} f_{j}(z)\right|_{z=0}
$$

It follows from Cauchy's bound and (3) that

$$
\begin{equation*}
\left|a_{m}^{(j)}\right| \leqq C e^{-\mu j_{r}} r_{j}^{-m}=C C_{1}^{m} e^{-\mu j} \tag{6}
\end{equation*}
$$

where $C_{1}^{-1}=j r_{j}$. Let us bound the remainder term in (5). If $|z| \leqq \frac{1}{2} r_{j}$, then

$$
R_{k}^{(j)}(z)=\sum_{m=k+1}^{\infty} a_{m}^{(j)} z^{m}
$$

and we have

$$
\begin{equation*}
\left|R_{k}^{(j)}(z)\right| \leqq 2 C C_{1}^{k+1} j^{k+1} e^{-\mu j}|z|^{k+1} \tag{7}
\end{equation*}
$$

For $z \in \Omega$ with $|z| \geqq \frac{1}{2} r_{j}$ we make a direct estimate

$$
\begin{align*}
\left|R_{k}^{(j)}(z)\right| & \leqq\left|f_{j}(z)\right|+\sum_{m=0}^{k}\left|a_{m}^{(j)}\right||z|^{m} \leqq C e^{-\mu j}\left(1+\sum_{m=0}^{k}\left(|z| / r_{j}\right)^{m}\right) \\
& \leqq 2 C e^{-\mu j} \sum_{m=0}^{k+1}\left(|z| / r_{j}\right)^{m} \leqq 4 C C_{1}^{k+1} j^{k+1} e^{-\mu j}|z|^{k+1} \tag{8}
\end{align*}
$$

Now, we write

$$
f(z)=\sum_{m=0}^{k} a_{m} z^{m}+R_{k}(z)
$$

where

$$
a_{k}=\sum_{j=n}^{\infty} a_{k}^{(j)}, \quad R_{k}(z)=\sum_{j=n}^{\infty} R_{k}^{(j)}(z) .
$$

It follows from (6) that

$$
\left|a_{k}\right| \leqq C C_{1}^{k} \sum_{j=n}^{\infty} j^{k} e^{-\mu j} \leqq C C_{1}^{k} \int_{0}^{\infty} d t t^{k} e^{-\mu t}=(C / \mu)\left(C_{1} / \mu\right)^{k} k!.
$$

Similarly, (7) and (8) imply that

$$
\left|R_{k}(z)\right| \leqq(4 C / \mu)\left(C_{1} / \mu\right)^{k+1}(k+1)!|z|^{k+1}, \quad z \in \Omega
$$

The last two inequalities imply (1) and (2), respectively, if we replace $4 C / \mu$ by $C$ and $C_{1} / \mu$ by $\sigma$. Q.E.D.

Acknowledgements. I would like to thank Konrad Osterwalder for numerous invaluable discussions and encouragement. My thanks are also due to Jürg Fröhlich, Krzysztof Gawedzki, and Sandy Rutherford for very helpful discussions.

## References

1. Glimm, J., Jaffe, A.: Self adjointness of the Yukawa ${ }_{2}$ Hamiltonian. Ann. Phys. 60, 321 (1970)
2. Glimm, J., Jaffe, A.: The Yukawa ${ }_{2}$ quantum field theory without cutoffs. J. Funct. Anal. 7, 323 (1971)
3. Schrader, R.: A Yukawa quantum field theory in two spacetime dimensions without cutoffs. Ann. Phys. 70, 412 (1972)
4. Osterwalder, K., Schrader, R.: Euclidean fermi fields and a Feynman-Kac formula for bosonfermion models. Helv. Phys. Acta 46, 277 (1973)
5. Seiler, E.: Schwinger functions for the Yukawa model in two dimensions with space-time cutoff. Commun. Math. Phys. 42, 163 (1975)
6. Seiler, E., Simon, B.: Commun. Math. Phys. 45, 99 (1975)
7. McBryan, O.: Volume dependence of Schwinger functions in the Yukawa ${ }_{2}$ quantum field theory. Commun. Math. Phys. 45, 279 (1975)
8. Cooper, A., Rosen, L.: The weakly coupled Yukawa ${ }_{2}$ field theory: cluster expansion and Wightman axioms. Trans. Am. Math. Soc. 234, 1 (1977)
9. Magnen, J., Sénéor, R.: The Wightman axioms for the weakly coupled Yukawa model in two dimensions. Commun. Math. Phys. 51, 297 (1976)
10. Renouard, P.: Analyticité et sommabilité "de Borel" des fonctions de Schwinger du modèle de Yukawa en dimension $d=z$, I. and II. Ann. l'Inst. H. Poincaré 27, 237 (1977); 31, 235 (1979)
11. Balaban, T., Gawedzki, K.: A low temperature expansion for the pseudoscalar Yukawa model of quantum fields in two space-time dimensions. Ann. l'Inst. H. Poincaré 36, 271 (1982)
12. Gawedzki, K., Kupiainen, A.: Commun. Math. Phys. 102, 1 (1985)
13. Feldman, J., Magnen, J., Rivasseau, V., Sénéor, R.: A renormalizable field theory: the massive Gross-Neven model in two dimensions. Commun. Math. Phys. 103, 67 (1986)
14. Wilson, K., Kogut, J.: The renormalization group and the $\varepsilon$ expansion. Phys. Rep. 12C, 75 (1974)
15. Gawedzki, K., Kupiainen, A.: Les Houches Lectures (1984)
16. Gallavotti, G.: Rev. Mod. Phys. 57, 471 (1985)
17. Caianello, E.: Nuovo Cimento 3, 223 (1956)
18. Battle, G., Federbush, P.: Ann. Phys. 142, 95 (1982)
19. Brydges, D.: Les Houches Lectures (1984)
20. Hardy, G.: Divergent series. London: Oxford University Press 1949

Communicated by A. Jaffe

