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Recurrence of Random Walks in the Ising Spins
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Abstract. Consider the 1/2-Ising model in Z2. Let σ,- be the spin at the site
(/,0)eZ2 (/ = 0, +1, +2, ...). Let {Xn}?™0 be a random walk with the ran-
dom transition probabilities such that

We show a case where £[p/]^£[p/~]> but \imXn= — oo a.s. or Xn is
recurrent a.s. "^°°

Let {ffj}j^-ao be an ergodic random sequence of ±1 spins with the mean
£[<T.] = m. Considering — σ,- if m < 0, we may assume 0 ̂  m < 1 . Let {Xn}n=?o be a
random walk with random transition probabilities such that

ι=J+l\Xn=J) = PΪ = 1/2 + v(σ,-μ)/2,

1=j-l\Xn=j) = p7 = i/2-v(σ,.

where v and μ are constants with

We are interested in the recurrence of the random walk {Xn}n=?o- Since the
recurrence is trivial if v = 0, let us assume v Φ 0. We apply Chung's results, which are
summarized in the following

Lemma 1 (Sect. 12, Part I in [1]). Let {Xn}n^o be a random walk with non-random
positive transition probabilities pf(pf +p]~ = 1) which depend onj, i.e.,

n + 1=j±l\Xn=j)=pf.

+ 00 0

ϊ) // Σ PΪP2 Prl(PίP2 P,+ ) = Σ A-V+ 1 Pθ7(Pr~Pr~+ 1 PO ) = +
r= 1 r= - oo

then {Xn}n^o is recurrent a.s.
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+ 00

ϋ) // Σ PΪP2 -"Pr/(PΪP2 ...p,+)< +00 and
r=ί

0

Σ pr

+p?+1...po/(p~p~+ί...po)=+co, then lim Xn= + 00 a.s.
r= — oo w-> + oo

+ 00

in) // Σ PΪP2 "-Pr~/(PΪP2 -"Pr}= +°o αnrf
r = l

0

Σ Pr+Pr++1 Po/(Pr~Pr"+1 Po}< + °°? ίΛβπ lim ί̂ΓM — — ooα.s.

In a case when transition probabilities are random as in ours, Lemma 1 shows
that the condition

p/)] = 0 (1)

is critical [5, 6]. If pf = 1/2 + v(σy — μ)/2, it is easy to see that

= exp[- {σj.-log^v(/ι)/logβv(μ)} logB¥(μ)/2] ,

where

4v(μ) = {(l+vμ)2-v2}/{(l-vμ)2-v2},

Bv(μ) = {(1 + v)2 - v2μ2}/{ 1 - v)2 - V2μ2} .

Concerning condition (1), we have

Lemma 2. The equation for μ

Av(μ) = Bv(μ)m, (2)

which is equivalent to (1), has a unique solution μ = μv(m) in an interval
(-Ivr + lJvΓ1-!).

For this μv(w), it holds that

0 < μv(nϊ) <m, if m > 0,
μv(m) is strictly monotone increasing in m.

We say that the sequence {σy}/^ ̂  generates weakly recurrent partial sums, if
almost surely

« o
lim Σ (ffj — m), lim Σ (<r/-

n ̂  — cc j = n

_ 0_ _

lim Σ (σ/— w)» I™ Σ (σ, -w)*ξ -oo .
n-> + o o j = ι n^-coj = n

Our aim is to prove the following

Theorem. Assume that {σ7 }/=°̂  ̂  generates weakly recurrent partial sums.
i) // 1 — |vΓ1<μ<μv(m), then lim Xn = (sgnv)ao a.s.

n-> + oo

ii) If μ = μv(m), then Xn is recurrent a.s.
iiϊ) If μv(ni)<μ<\v\~i — l, then lim J^= -(sgnv)oo a.s.

n-+ + oo
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Remark. Assume m>0, v>0. Then, μv(m) ̂  μ < m implies £[p/] >E[pj"]9 i.e., the
probability p/ that Xn steps to the right is greater in the mean than the probability
pj~ to the left. But, our Theorem says that in this case Xn is recurrent or

lim Xn= -oo according as μ = μv(w) or μv(w)<μ<w.
n-» + oo

Let σ 3 be the spin at (/, 0) e Zd in the ferromagnetic Ising model in Z2 with
the nearest neighbour interactions. Let the probability measure P be the limiting
Gibbs distribution with the + boundary conditions. Then, all the assumptions on
[σ^^L oo in our Theorem are satisfied by this {σ7 }7ί°̂  ̂  i.e., we have

Proposition. The sequence of the Ising spins [σ^^ ^ stated above generates weakly
recurrent partial sums.

Let us prove our results. At first we carry out

Proof of Lemma 2. In case w = 0, μ = 0 is the unique solution of (2). Since A_v(μ)
= Av(μ)~1, and B_v(μ) = Bv(μ)~i, we may assume v>0 and w>0.

Put

Fv(μ) = {(1 - v)2 - V2μ2}7{(l - vμ)2 - v2}

-{(l+v)2-v2μ2}w/{(l+vμ)2-v2}

= (l-v + vμ)7{(l-v-vμ)1"m(l-vμ + v)}

- {(1 + v)2 - V2μ2}w/{(l + vμ)2 - v2} .

Equation (2) is equivalent to Fv(μ) = 0. It is easy to see that Fv(μ) is monotone
increasing in μ e [0, v~ 1 - 1) and that

Fv(0)<0, F(v-1-l-0)- + oo.

Therefore, (2) has a unique solution in (0, v ~ x - 1). Since Av(μ) < 1 and Bv(μ) > 1 for
μ < 0, (2) has no negative solution.

From A-v(μ) = Av(μ)~1 and B-v(μ) = Bv(μ)~l

9 it follows that μv(m) = μ_v(m).
Differentiating log^v(μv(w))-wlog£v(μv(w))Ξθ in m, we have

4v{ 1 - v2(μ2 + 2mμ + I)}μ7[{(l + vμ)2 - v2} {(1 - vμ)2 - v2}] = log£v(μ) .

Since v(l + |μ|)<l and vlogJ3v(μ)>0, we have . >0, i.e., μv(m) is strictly
am

monotone increasing in m.
Let us prove μv(m)<m f o r O < r a < l . I f m ^ v " 1 — 1, then μv(m)<v~1 — 1 ̂

Assume m<v~ 1 — 1, i.e., v<(m+l)~ 1 . Let us introduce a function

G(v) = log{Av(m)Bv(mΓm} for 0<v<(m+ 1)'1 .
We have

2 2-8m(l-m2)v2/[{(l+vm)2-v2}{(l-vm)2-v2}]>0,

On the other hand, G(0) = 0, hence G(v)>0, i.e., Av(m)>Bv(m)m. Therefore,
Fv(m)>0. Since Fv(μ) is monotone increasing, we have μv(m)<m.
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Proof of Theorem. Assume v > 0.
1) Let μφμv(w). We have

PΪP2 : P7/(PΪP2 •••Pr+)

= exp[-{logEv(μ)/2} Σ {σ,.

Since Σ K—log^v(μ)/logBv(μ)}-r{m-log^v(μ)/logBv(μ)} as r-> + oo by

the point-wise ergodic theorem, we have

< + oo , if m — \ogAv(μ)/logBv(μ)>0,

= + oo , if m-log^v(μ)/logJ5v(μ)<0.

Our results in case μΦμv(m) follow from Lemma 1.
2) Let μ = μv(m). We have

- - _ + + + Γ
PlP2 '"Pr /(PίP2 " Pr ) = eXP ~ 0Og^v(X)/2} Σ (σj~1

L J=ι
r

Since {σ7 } generates weakly recurrent partial sums, the sequence Σ (σj~m) h^8 a

bounded set infinitely often as r-» + oo. Therefore

+ 00

Σ PΪP2 - - p^/(pΪP2 - - - Pr+) — + °° a s

Our results also follow from Lemma 1.

Let us proceed to the

Proof of Proposition. Let β and h be the reciprocal temperature and the external
field, respectively.

1) Case β^βc and h = 0. In this case, m = 0. Suppose

p[ lim

ί " 1 / r \
Since < lim Σ σj= + oo > is a tail event, Pi lim Σ σj— + oo I = 1 [4]. It is

[n^ + coj=l } \«-> + o o j = l /

well known that the Gibbs measure P is invariant under the transformation
/ n \

σx-+ — σx (xεZ2). Therefore, PI lim Σ σ; = — oo 1 =1, which is a contradic-
\n^ + o o j = i /

tion. Hence, lim Σ σj< + °° a s

«-> + oo j=l

2) Case β>βcorh^0. Since the correlations decay exponentially in this case,
condition (3) in the following Lemma 3 holds for {σn} in place of {ξn} ([2]).
Therefore, our result in Proposition is a corollary to
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Lemma 3. Let {ξn}^- «,bea stationary sequence of bounded random variables with
£J = 0. For n<m, let @™ be the σ-algebra generated by {ξj n^j^m}. Put

If

£«(»)< +00, (3)

j=ι

+ 00

_ n n

then lim Σ £/= + °° and lim Σ £/ = -°° a s

π-" + o o j = l n^ + o o j = l

Proo/. The central limit theorem holds for this {ξn} [3], i.e.,

lim
n^ + a

where σ2 = £[ίg] + 2 Σ ^Kof J < + °° Putting z = 1/σ, we can find Λ^ ̂  1 such

that for any n^N0

n \ 1 1 +00

Σί,>^ h>lJL J
κ

Let c^ 1 be a constant such that |£J^c. Put n1=N0. A sequence {nk, mk}^ is
defined recursively in the following way;

Remark that \/nk+1 —mk = cmk + k^N0. Put

Γ «k+l . - Ί

£*={ Σ ξj>ynk+1-mk\.
{j = mk+l )

We have
/ + oo \ / +00

P( Π Eϊ =P Ein Π £C

\ fc=K / \

Π°

( + 00 \ / + oo \

Π Ec

k ^(l-δ) lim P Π £fe L hence
fc = X / -̂ + 00 \fe = X /

+ 0 0 + 0 0

U Π Eί = lim P Π EJ =0.
7
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( +00 +00 \
Π U Ek} = 1, i.e., infinitely many £fc's occur a.s. If Ek occurs, then

K=lk=K )

Wfc + 1 Ήfc "k + 1

2-j ζj 2^ ^ j" ' 2-ι ^j =

n

Thus, lim X ^,-= + 00 a.s.
n-+ + cc j = i
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