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#### Abstract

The one dimensional Bose gas is considered in the repulsive case. The ground state of the system is the Dirac sea with a finite density. The correlation function of the currents is presented in the form of the series, the $n^{\text {th }}$ term being the contribution of $n$ vacuum particles. In the strong coupling limit $c \rightarrow \infty$ the $n^{\text {th }}$ term decreases as $c^{-n}$. In the weak coupling limit $c \rightarrow 0$ the series is also essentially simplified. The decomposition gives the uniform approximation in the distance between the currents. The arguments in favour of convergence of the series are given.


## 1. Introduction

In the present paper we consider the one dimensional Bose gas, which is equivalent to the quantum non-linear Schrödinger (NS) equation. We use the abbreviation NS to denote the model. Its Hamiltonian is equal to

$$
\mathbf{H}=\int_{0}^{L} d x\left(\partial_{x} \psi^{+} \partial_{x} \psi+c \psi^{+} \psi^{+} \psi \psi-h \psi^{+} \psi\right),\left[\psi(x), \psi^{+}(y)\right]=\delta(x-y)
$$

We use the approach of paper [1], where the problem was imbedded in the quantum inverse scattering method (QISM) [2-4]. The notations and definitions of paper [1] are exploited also. The formulae of this paper are cited as (number of the formula) [1]. The NS model was studied in the thermodynamic limit in [5-7], where the ground state (the physical vacuum) was constructed. The system of transcendental equations (s.t.e.) (1.5) [1] for this state looks like:

$$
\begin{equation*}
\varphi_{j}=2 \pi j+\pi N, \varphi_{j}=\lambda_{j} L+\sum_{\substack{k=-N / 2 \\ k \neq j}}^{N / 2} \Phi\left(\lambda_{j}-\lambda_{k}\right), \Phi(\lambda)=i \ln \left(\frac{\lambda+i c}{\lambda-i c}\right) . \tag{1.1}
\end{equation*}
$$

The integer number $j$ takes all the values in the interval [ $-N / 2, N / 2$ ]. The number $(N+1)$ (odd) is the number of the particles in the vacuum. In the thermodynamic limit $L \rightarrow \infty, N / L=$ const momenta $\lambda_{j}$-the solutions of the equations (1.1) fill the
interval $[-q, q]$ with the density $\rho\left(\lambda_{k}\right)=1 / L\left(\lambda_{k+1}-\lambda_{k}\right)$. It satisfies the equation

$$
\begin{equation*}
\left(\mathbf{1}-\frac{\mathbf{1}}{2 \pi} \mathbf{K}\right) \rho=\frac{1}{2 \pi} \tag{1.2}
\end{equation*}
$$

The integral operator $\mathbf{K}$ acts on $\rho$ as follows

$$
\begin{equation*}
(\mathbf{K} \rho)(\mu)=\int_{-q}^{q} K(\mu, \lambda) \rho(\lambda) d x ; \quad K(\lambda, \mu)=\frac{2 c}{c^{2}+(\lambda-\mu)^{2}} . \tag{1.3}
\end{equation*}
$$

It should be noted that $N / L=\int \rho(\lambda) d \lambda$. The eigenfunction of the Hamiltonian corresponding to the physical vacuum will be denoted by $|\Omega\rangle$. There are two kinds of excitations near the physical vacuum - the hole and the particle. Fermi momentum $q$ is defined by the condition that the energy of the excitations is zero on the boundary of the Fermi zone. The energy density in the physical vacuum can be written as an integral:

$$
\begin{equation*}
\frac{1}{L} \sum_{j=-N / 2}^{N / 2} \varepsilon\left(\lambda_{j}\right) \rightarrow \int_{-q}^{q} \varepsilon(\lambda) \rho(\lambda) d \lambda \tag{1.4}
\end{equation*}
$$

Here $\varepsilon(\lambda)$ is one-particle energy $\varepsilon(\lambda)=\lambda^{2}-h$.
The scattering matrix of these excitations can be calculated by the method of paper [8]. Dressed scattering phase is calculated by means of bare scattering phase $\Phi(1.1)$ and dressing equations. The scattering matrix of two holes $S_{h h}\left(\lambda_{2}, \lambda_{1}\right)=$ $\exp \left\{i F\left(\lambda_{2}, \lambda_{1}\right)\right\}, q>\lambda_{2}>\lambda_{1}>-q$ is defined by the dressing equation

$$
F\left(\lambda_{2}, \lambda_{1}\right)-\frac{1}{2 \pi} \int_{-q}^{q} K\left(\lambda_{2}, \mu\right) F\left(\mu, \lambda_{1}\right) d \mu=\Phi\left(\lambda_{2}-\lambda_{1}\right)
$$

Function $F\left(\lambda_{2} \lambda_{1}\right)$ can be extended out of the interval [ $-q, q$ ] by means of this equation. It permits us to calculate the particle-hole $S$ matrix $S_{p h}\left(\lambda_{p}, \lambda_{h}\right)=$ $\exp \left\{-i F\left(\lambda_{p}, \lambda_{h}\right)\right\}, \lambda_{p}>q>\lambda_{h}>-q$. To calculate the particle-particle $S$ matrix $\left(\lambda_{2}>\lambda_{1}>q\right) S_{p p}\left(\lambda_{2}, \lambda_{1}\right)=\exp \left\{i F\left(\lambda_{2}, \lambda_{1}\right)\right\}$, one has to solve the equation for $F$ and to extend the phase $F\left(\lambda_{2}, \lambda_{1}\right)$ out of the interval.

The method of the calculation of norms of the eigenstates was developed in [9]. It will be used in the present paper. In the thermodynamic limit the square of the norm of the physical vacuum (1.6) [1] is equal to

$$
\begin{equation*}
\operatorname{det}_{N}\left(\varphi^{\prime}\right)=\left[\prod_{j=1}^{N} 2 \pi L \rho\left(\lambda_{j}\right)\right] \operatorname{det}(\mathbf{1}-\mathbf{K} / 2 \pi) ; \quad \varphi_{j k}^{\prime}=\partial \varphi_{j} / \partial \lambda_{k} \tag{1.5}
\end{equation*}
$$

The last factor in (1.5) is the determinant of the integral operator (1.2). It should be noted that the norms of the Bethe wave functions for the XXX model were calculated in the thermodynamic limit in paper [10]. The derivation of the formula (1.5) for the generalized model is given in Appendix A. F. A. Smirnov and the author noted that the ratio of the determinants det $\varphi^{\prime}$ of the excited state and the vacuum is generated by the change of the entropy.

The correlation function of the fields was studied in this model in the strong coupling limit in papers [11-15]. The long-wave asymptotics of these correlation functions can be calculated at any coupling constant [16].

In the present paper the correlation function of currents $\mathcal{j}(x)=\boldsymbol{\psi}^{+}(x) \boldsymbol{\psi}(x)$ is calculated. In the strong coupling limit it is the elementary function:

$$
\frac{\langle\Omega|: j\left(x_{1}\right) j\left(x_{2}\right):|\Omega\rangle}{\langle\Omega \mid \Omega\rangle}=\left(\frac{q}{\pi}\right)^{2}-\left[\frac{\sin q\left(x_{1}-x_{2}\right)}{\pi\left(x_{1}-x_{2}\right)}\right]^{2} .
$$

It should be noted that the asymptotics of the correlation function at $\left|x_{1}-x_{2}\right| \rightarrow \infty$ can be elementary calculated at any $c$

$$
\begin{equation*}
\frac{\langle\Omega| j\left(x_{1}\right) j\left(x_{2}\right)|\Omega\rangle}{\langle\Omega \mid \Omega\rangle} \rightarrow\left[\frac{\langle\Omega| j(0)|\Omega\rangle}{\langle\Omega \mid \Omega\rangle}\right]^{2}=\left[\int_{-q}^{q} \rho(\lambda) d \lambda\right]^{2} . \tag{1.6}
\end{equation*}
$$

We shall construct the consistent perturbation theory for the correlation function of the currents, which gives, for example, the improved version of the $1 / c$ expansion. The $n^{\text {th }}$ term of the series, constructed below, gives the contribution of $n$ particles, which are present in the physical vacuum. In this sense our approach is different from the bootstrap program [17], where the $n^{\text {th }}$ term of the series gives the contribution of $n$ excitations near the physical vacuum. In our paper the generalized model of the paper [1] is used, it is characterized by the arbitrary function $\ell(\lambda)$. By means of the method of the paper [9] we can explicitly evaluate the dependence of the correlation function on $\ell(\lambda)$.

The plan of the paper is the following. In Sect. 2 the main result of the paper is presented. The perturbation theory for the correlation function of the currents is described. In the rest of the paper the formulae of Sect. 2 are proved. In Sect. 3 the algebraic questions are considered. In the case of the finite number of the particles in the vacuum, the formulae generating correlation function by its irreducible part are derived. In Sect. 4 the dressing equations are constructed. It should be noted that in this case the dressing equations are non-linear. They are similar to the Liouville equation. In Sect. 5 all the formulae of Sect. 2 are proved. Section 6 is the conclusion.

## 2. The Correlation Function of the Currents

To construct the decomposition of the correlation function, it is useful to consider the mean value of the product of two currents with respect to $k$-particle eigenfunction of the Hamiltonian $\left\langle\Psi_{k}\right| j\left(x_{1}\right) j\left(x_{2}\right)\left|\Psi_{k}\right\rangle$. All the information about this mean value, which we need here, can be extracted from Sect. 1 of paper [1]. As this mean value depends only on $\left|x_{1}-x_{2}\right|$ it is sufficient to consider $\left\langle\Psi_{k}\right| j(x) j(0)\left|\Psi_{k}\right\rangle$, $x>0$. This mean value can be expressed in terms of $\mathbf{Q}_{1}$-the operator of number of particles on the interval $[0, x]$ :

$$
\begin{equation*}
\left\langle\Psi_{k}\right| j(x) j(0)\left|\Psi_{k}\right\rangle=\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}}\left\langle\Psi_{k}\right| \mathbf{Q}_{1}^{2}\left|\Psi_{k}\right\rangle . \tag{2.1}
\end{equation*}
$$

The mean value of the operator $\mathbf{Q}_{1}^{2}$ with respect to $k$-particle eigenfunction can be uniquely represented in the form of a "polynomial":

$$
\begin{align*}
\left\langle\Psi_{k}\right| \mathbf{Q}_{1}^{2}\left|\Psi_{k}\right\rangle & =\sum_{n=0}^{k} \sum_{m=0}^{k-1} J_{n . m}^{(k)} x^{n} y^{m}  \tag{2.2}\\
\left\langle\Psi_{k} \mid \Psi_{k}\right\rangle & =\operatorname{det}_{k}\left(\varphi^{\prime}\right), \quad y=L-x .
\end{align*}
$$

Here $L$ is the length of the box, the coefficients $J_{n, m}^{(k)}$ are rational functions of $\lambda_{j}$ and $\exp \left\{i x \lambda_{j}\right\}$. The most important is $J_{00}^{(k)}$, which is called the irreducible part $I_{k}=J_{00}^{(k)}$. In the next sect. we shall see that all the coefficients $J_{n, m}^{(k)}$ in (2.2) can be expressed in terms of irreducible parts $I_{i}$, where $i \leqq k$. The properties of the irreducible part, which will be used below are as follows. It can be written in the form

$$
\begin{equation*}
I_{k}\left(\left\{\lambda_{j}\right\}\right)=\sum_{\left\{\lambda_{\}}\right\}=\left\{\lambda^{+}\right\} \cup\left\{\lambda^{-}\right\} \cup\left\{\lambda^{0}\right\}} e^{-i x \sum_{t=1}^{n}\left(\lambda_{t}^{+}-\lambda_{t}^{-}\right)} \mathscr{A}_{k}^{n}\left(\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\},\left\{\lambda^{0}\right\}\right) . \tag{2.3}
\end{equation*}
$$

Here the sum is taken over all the partitions of the set $\left\{\lambda_{j}\right\}, j=1, \ldots, k$ into three disjoint subsets $\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\},\left\{\lambda^{0}\right\}$, the number of the elements in the subsets being equal to: $\operatorname{card}\left\{\lambda^{+}\right\}=\operatorname{card}\left\{\lambda^{-}\right\}=n, \operatorname{card}\left\{\lambda^{0}\right\}=k-2 n, n \leqq[k / 2]$. The Fourier coefficients of the irreducible part $\mathscr{A}_{k}^{n}$ are rational functions of momenta $\lambda_{j}$. They are simply changed under the complex conjugation $\mathscr{A}^{*}\left(\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\},\left\{\lambda^{0}\right\}\right)=$ $\mathscr{A}\left(\left\{\lambda^{-}\right\},\left\{\lambda^{+}\right\},\left\{\lambda^{0}\right\}\right)$. If $\lambda_{j}$ are real, then $I_{k}\left(\left\{\lambda_{j}\right\}\right)$ is a real, bounded, symmetric function of all the $\lambda_{j}$. It is small in the limit of the weak coupling $c \rightarrow 0$, and in the limit of the strong coupling $c \rightarrow \infty: I_{k} \rightarrow c^{k-2}$ at $c \rightarrow 0 ; I_{k} \rightarrow c^{2-k}$ at $c \rightarrow \infty$. Note that $I_{k} \neq 0$ at $k \geqq 2$. The Fourier coefficients have similar properties

$$
\begin{array}{cc}
\mathscr{A}_{k}^{n} \rightarrow c^{k-2} ; & \mathscr{A}_{k}^{n} \rightarrow c^{2-k} .  \tag{2.4}\\
c \rightarrow 0 & c \rightarrow \infty
\end{array}
$$

The irreducible parts $I_{k}$ for small $k$ can be elementary evaluated either in the frame of coordinate Bethe's Ansatz, or in the frame of QISM. Below we shall need $k=2,3$ :

$$
\begin{equation*}
I_{2}\left(\lambda_{1}, \lambda_{2}\right)=\frac{2}{\left(\lambda_{1}-\lambda_{2}\right)^{2}}\left(\frac{\lambda_{1}-\lambda_{2}+i c}{\lambda_{1}-\lambda_{2}-i c}\right)\left[1-e^{-i x\left(\lambda_{1}-\lambda_{2}\right)}\right]+\left(\lambda_{1}^{\prime} \leftrightarrow \lambda_{2}\right) . \tag{2.5}
\end{equation*}
$$

The Fourier coefficient $\mathscr{A}_{2}^{1}$ is equal to

$$
\mathscr{A}_{2}^{1}\left(\lambda_{1} \lambda_{2}\right)=-2\left(\lambda_{1}-\lambda_{2}+i c\right) /\left(\lambda_{1}-\lambda_{2}-i c\right)\left(\lambda_{1}-\lambda_{2}\right)^{2} .
$$

For $k=3$ we have

$$
\begin{equation*}
I_{3}\left(\lambda_{1} \lambda_{2} \lambda_{3}\right)=\sum_{P}\left[e^{-i x\left(\lambda_{P_{1}}-\lambda_{P_{2}}\right)}-1\right] \mathscr{A}_{3}^{1}\left(\lambda_{P_{1}} \lambda_{P_{2}} \lambda_{P_{3}}\right) \tag{2.6}
\end{equation*}
$$

Here the sum is over permutations $P$ of $\lambda_{1} \lambda_{2} \lambda_{3}$. The Fourier coefficient $\mathscr{A}_{3}^{1}$ is equal to $\left(\lambda_{j k}=\lambda_{j}-\lambda_{k}\right)$ :

$$
\begin{equation*}
\mathscr{A}_{3}^{1}\left(\lambda_{1} \lambda_{2} \lambda_{3}\right)=\frac{8 c}{\lambda_{12}^{2}}\left(\frac{\lambda_{12}+i c}{\lambda_{12}-i c}\right)\left[\frac{\lambda_{32}}{\lambda_{31}}+\frac{\lambda_{31}}{\lambda_{32}}\right] \frac{1}{\left(\lambda_{31}+i c\right)\left(\lambda_{23}+i c\right)} . \tag{2.7}
\end{equation*}
$$

To calculate the contribution of the irreducible part in the correlation function it must be "dressed." Let us define the dressing transformation. It is constructed by means of the function $P_{n}\left(t,\left\{\lambda^{+}\right\}_{n},\left\{\lambda^{-}\right\}_{n}\right)$, which depends on $(2 n+1)$ arguments. It is defined in a unique way by the dressing equation

$$
\begin{equation*}
2 \pi P_{n}(t)=\left\{\prod_{j=1}^{n}\left(\frac{\lambda_{j}^{+}-t+i c}{\lambda_{j}^{+}-t-i c}\right)\left(\frac{\lambda_{j}^{-}-t-i c}{\lambda_{j}^{-}-t+i c}\right)\right\} \exp \left\{\int_{-q}^{q} K(t, s) P_{n}(s) d s\right\}-1 \tag{2.8}
\end{equation*}
$$

and by inequality $\operatorname{Re} P_{n}\left(t,\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\}\right) \leqq 0$. The set $\left\{\lambda^{+}\right\}_{n}$ as well as the set $\left\{\lambda^{-}\right\}_{n}$ contains $n$ elements $\lambda_{j}^{+}$and $\lambda_{j}^{-}$correspondingly. Each of the arguments belongs to the interval $[-q, q],-q \leqq t \leqq q ;-q \leqq \lambda_{j}^{+} \leqq q ;-q \leqq \lambda_{j}^{-} \leqq q$. The properties of the $P_{n}$ which will be used below are as follows: 1) It is simply changed under the complex conjugation $P_{n}^{*}\left(t,\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\}\right)=P_{n}\left(t,\left\{\lambda^{-}\right\},\left\{\lambda^{+}\right\}\right)$. 2) The function $P_{n}$ is a symmetric function of all $\lambda_{j}^{+}$and of all $\lambda_{j}^{-}$separately. 3) The function $P_{n-1}$ is the special case of $P_{n}$; indeed at $\lambda_{n}^{+}=\lambda_{n}^{-} ; P_{n}=P_{n-1}$. If the whole set coincides $\lambda_{j}^{+}=\lambda_{j}^{-}, j=1, \ldots, n$, then $\left.P_{n}=0.4\right)$ In the strong coupling limit $c \rightarrow \infty$ the function $P_{n}$ decreases

$$
\begin{equation*}
P_{n}\left(t,\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\}\right)=\frac{i}{\pi c}\left(1+\frac{2 q}{\pi c}\right) \sum_{j=1}^{n}\left(\lambda_{j}^{-}-\lambda_{j}^{+}\right)-\frac{1}{\pi c^{2}}\left[\sum_{j=1}^{n}\left(\lambda_{j}^{+}-\lambda_{j}^{-}\right)\right]^{2} . \tag{2.9}
\end{equation*}
$$

5) At $c \rightarrow 0$ function $P_{n}$ goes to zero almost every where except the regions $\left|\lambda_{j}-t\right| \leqq c$, $P_{n}$ being bounded in these regions. 6) At any $c$ function $P_{n}$ is bounded in the domain of its definition: $\left.\left|P_{n}\left(t,\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\}\right)\right| \leqq 1 / \pi .7\right)$ For $\left\{\lambda^{+}\right\} \neq\left\{\lambda^{-}\right\}$and $0<c<\infty$, function $\operatorname{Re} P_{n} \neq 0$ in the domain of its definition.

Let us introduce also another function $p_{n}\left(\left\{\lambda^{+}\right\}_{n},\left\{\lambda^{-}\right\}_{n}\right)$. It depends on $2 n$ arguments. This function is defined in the following way

$$
\begin{equation*}
p_{n}\left(\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\}\right)=i \sum_{j=1}^{n}\left(\lambda_{j}^{-}-\lambda_{j}^{+}\right)+\int_{-q}^{q} d t P_{n}\left(t,\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\}\right) \tag{2.10}
\end{equation*}
$$

The dressing transformation $\mathbf{d}$ acts on the irreducible part (2.3) as follows: $\mathbf{d}: I_{k}(\{\lambda\}) \rightarrow I_{k}^{d}(\{\lambda\})$. Here the dressed irreducible part is equal to:

$$
\begin{equation*}
I_{k}^{d}\left(\left\{\lambda_{j}\right\}\right)=\sum_{\{\lambda\}=\left\{\lambda^{+}\right\} \cup\{\lambda-\} \cup\left\{\lambda^{0}\right\}} e^{x p_{n}\left(\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\}\right)} \mathscr{A}_{k}^{n}\left(\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\},\left\{\lambda^{0}\right\}\right) \tag{2.11}
\end{equation*}
$$

Here the sum is taken over the same partitions as in (2.3).
So the dressing transformation acts only on the exponents by means of replacement $\exp \left\{-i x \sum\left(\lambda^{+}-\lambda^{-}\right)\right\} \mapsto \exp \left\{x p_{n}\left(\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\}\right)\right\}$, the Fourier coefficients $\mathscr{A}$ remaining invariable. In this way we have defined the dressing transformation. It is important that the function $I_{k}^{d}(\{\lambda\})$ is real, symmetric and a bounded function of all the $\lambda_{j}$.

Now everything is ready to describe the decomposition of the correlation functions. The contribution of the $k$-particle processes $\Gamma_{k}$ can be obtained by the integration of the $I_{k}^{d}(\{\lambda\})$ over all the variables $\lambda_{j}$ with the weight $\omega(\lambda)$ :

$$
\begin{equation*}
\Gamma_{k}=\frac{1}{k!} \int_{-q}^{q} \prod_{j=1}^{k}\left[\frac{\omega\left(\lambda_{j}\right) d \lambda_{j}}{2 \pi}\right] I_{k}^{d}\left(\left\{\lambda_{j}\right\}\right) . \tag{2.12}
\end{equation*}
$$

Here the weight $\omega(\lambda)$ is equal to

$$
\begin{equation*}
\omega(\lambda)=\exp \left\{\frac{-1}{2 \pi} \int_{-q}^{q} K(\lambda, \mu) d \mu\right\} . \tag{2.13}
\end{equation*}
$$

Its variation is bounded $1 / e \leqq \omega(\lambda)<\omega_{0}$,

$$
\begin{equation*}
0<\omega_{0}=\exp \left\{\frac{-2 c q}{\pi\left(c^{2}+4 q^{2}\right)}\right\}<1 \tag{2.14}
\end{equation*}
$$

The correlation function of the currents is equal to

$$
\begin{equation*}
\frac{\langle\Omega| j(x) j(0)|\Omega\rangle}{\langle\Omega \mid \Omega\rangle}=\left[\int_{-q}^{q} \rho(\lambda) d \lambda\right]^{2}+\frac{1}{2} \frac{\partial^{2}}{\partial x^{2}} \sum_{k=2}^{\infty} \Gamma_{k} \tag{2.15}
\end{equation*}
$$

Here $x>0$. Note that the first term gives the long wave asymptotics (1.6). The formulae (2.4), (2.9), (2.11), (2.12), (2.13) show that $\Gamma_{k} \rightarrow c^{2-k}$ at $c \rightarrow \infty$. So decomposition (2.15) is similar to the $1 / c$ expansion, which can be extracted from our decomposition by means of elementary calculation. Nevertheless the $1 / c$ expansion gives nonuniform approximation in the distance due to the polynomial contributions. The decomposition (2.15) avoids this defect, it gives the uniform approximation in $x$. Formula (2.15) is the main result of the paper. The whole paper is devoted to its derivation.

Let us calculate first two terms in decomposition (2.15).
To calculate $\Gamma_{2}$ one needs $I_{2}$ (2.5). The $I_{2}^{d}$ is equal to

$$
\begin{equation*}
I_{2}^{d}\left(\lambda_{1} \lambda_{2}\right)=\frac{2}{\lambda_{12}^{2}}\left(\frac{\lambda_{12}+i c}{\lambda_{12}-i c}\right)\left[1-e^{x p_{2}\left(\lambda_{1} \lambda_{2}\right)}\right]+\left(\lambda_{1} \leftrightarrow \lambda_{2}\right) \tag{2.16}
\end{equation*}
$$

The two particle contribution $\Gamma_{2}$ is equal to

$$
\Gamma_{2}=\frac{1}{2 \pi^{2}} \int_{-q}^{q} \omega\left(\lambda_{1}\right) d \lambda_{1} \int_{-q}^{q} \omega\left(\lambda_{2}\right) d \lambda_{2}\left(\frac{\lambda_{1}-\lambda_{2}+i c}{\lambda_{1}-\lambda_{2}-i c}\right)\left[\frac{1-\exp \left\{x p_{2}\left(\lambda_{1}, \lambda_{2}\right)\right\}}{\left(\lambda_{1}-\lambda_{2}\right)^{2}}\right] .
$$

The symmetry of (2.16) shows that the principal value of the integral must be taken. Contribution $\Gamma_{3}$ is generated by $I_{3}$ (2.6), (2.7)

$$
\begin{aligned}
\Gamma_{3}= & \frac{c}{\pi^{3}} \int_{-q}^{q} \omega\left(\lambda_{1}\right) d \lambda_{1} \int_{-q}^{q} \omega\left(\lambda_{2}\right) d \lambda_{2} \int_{-q}^{q} \omega\left(\lambda_{3}\right) d \lambda_{3}\left(\frac{\lambda_{1}-\lambda_{2}+i c}{\lambda_{1}-\lambda_{2}-i c}\right) \\
& \times\left(\frac{\lambda_{3}-\lambda_{2}}{\lambda_{3}-\lambda_{1}}+\frac{\lambda_{3}-\lambda_{1}}{\lambda_{3}-\lambda_{2}}\right) \frac{\left[\exp \left\{x p_{2}\left(\lambda_{1} \lambda_{2}\right)\right\}-1\right]}{\left(\lambda_{1}-\lambda_{2}\right)^{2}\left(\lambda_{3}-\lambda_{1}+i c\right)\left(\lambda_{2}-\lambda_{3}+i c\right)} .
\end{aligned}
$$

The principal value of the integral must be taken. Let us write down the correlation function (2.15):

$$
\begin{aligned}
& \frac{\langle\Omega| j(x) j(0)|\Omega\rangle}{\langle\Omega \mid \Omega\rangle}=\left[\int_{-q}^{q} \rho(\lambda) d \lambda\right]^{2}-\int_{-q}^{q} \frac{d^{2} \lambda}{(2 \pi)^{2}} \omega\left(\lambda_{1}\right) \omega\left(\lambda_{2}\right)\left(\frac{\lambda_{1}-\lambda_{2}+i c}{\lambda_{1}-\lambda_{2}-i c}\right) \\
& \quad \times\left[\frac{p_{2}\left(\lambda_{1} \lambda_{2}\right)}{\lambda_{1}-\lambda_{2}}\right]^{2} e^{x p_{2}\left(\lambda_{1} \lambda_{2}\right)}+\frac{c}{2 \pi^{3}} \int_{-q}^{q} d^{3} \lambda \omega\left(\lambda_{1}\right) \omega\left(\lambda_{2}\right) \omega\left(\lambda_{3}\right)\left[\frac{p_{2}\left(\lambda_{1} \lambda_{2}\right)}{\lambda_{1}-\lambda_{2}}\right]^{2} \\
& \quad \times\left(\frac{\lambda_{12}+i c}{\lambda_{12}-i c}\right)\left(\frac{\lambda_{32}}{\lambda_{31}}+\frac{\lambda_{31}}{\lambda_{32}}\right) \frac{\exp \left\{x p_{2}\left(\lambda_{1} \lambda_{2}\right)\right\}}{\left(\lambda_{31}+i c\right)\left(\lambda_{23}+i c\right)}+O\left(\frac{1}{c^{2}}\right) .
\end{aligned}
$$

Note that $p_{2}\left(\lambda_{1} \lambda_{2}\right)$ tends to zero as $\lambda_{1} \rightarrow \lambda_{2}: p_{2}\left(\lambda_{1} \lambda_{2}\right) \rightarrow\left(\lambda_{1}-\lambda_{2}\right) p\left(\lambda_{1}+\lambda_{2}\right)$. In the strong coupling limit $c \rightarrow \infty$ the correction to this expression is of order $1 / c^{2}$ at any
value of $x>0$. In this limit the expression is simplified:

$$
\begin{aligned}
\frac{\langle\Omega| j(x) j(0)|\Omega\rangle}{\langle\Omega \mid \Omega\rangle}= & \left(\frac{q}{\pi}\right)^{2}+\frac{4}{c}\left(\frac{q}{\pi}\right)^{3}-\left(1+\frac{2}{c} \frac{\partial}{\partial x_{r}}\right)\left(\frac{\sin q x_{r}}{\pi x_{r}}\right)^{2} \\
& +\frac{2}{c \pi^{2}} \frac{\partial}{\partial x}\left[\frac{\sin q x}{\pi x} \int_{-q}^{q} d \lambda \sin \lambda x \ln \left(\frac{q+\lambda}{q-\lambda}\right)\right] \\
& -\frac{8 q}{\pi c}\left(\frac{\sin q x}{\pi x}\right)^{2}+O\left(1 / c^{2}\right) .
\end{aligned}
$$

Here $x_{r}=(1+2 q / \pi c) x$. One can easily calculate the two initial terms in the $1 / c$ expansion and verify that the $1 / c$ expansion gives a nonuniform approximation in the distance. In the same way one can calculate any term in the expansion (2.15). The proof of (2.15) goes as follows. In the next sect. we derive the formula, expressing the mean value of the operator $\mathbf{Q}_{1}^{2}$ (2.2) in terms of irreducible parts. We shall use the two-site generalized model of the paper [1]. In Sects. 4, 5 we shall pass to the thermodynamic limit in this formula and complete the proof of (2.15).

## 3. The Expression of the Mean Value $\left\langle\mathbf{Q}_{1}^{2}\right\rangle$ in terms of Irreducible Parts

In this sect. we derive the formula expressing the mean value $\left\langle Q_{1}^{2}\right\rangle_{N}$ in terms of irreducible parts $I_{k}, 2 \leqq k \leqq N$. We use the two-site generalized model, see Sect. 2 of the paper [1]. Let us consider, first of all, the mean value of the identity operator (8.1) [1] with respect to the eigenfunction:

$$
\begin{equation*}
\langle\mathbf{1}\rangle_{N}=\frac{\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right) \prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle}{c^{N}\left\{\prod_{j=1}^{N} a\left(\lambda_{j}\right) d\left(\lambda_{j}\right)\right\} \prod_{j \neq k} f_{j k}}=\operatorname{det}_{N}\left(\varphi^{\prime}\right) \tag{3.1}
\end{equation*}
$$

Here we denote $f_{j k}=f\left(\lambda_{j} \lambda_{k}\right)=1+i c /\left(\lambda_{j}-\lambda_{k}\right)$ and

$$
\begin{equation*}
\varphi_{j}=i \ln r\left(\lambda_{j}\right)+i \sum_{\substack{k=1 \\ k \neq j}}^{N} \ln \left(f_{j k} / f_{k j}\right) ; r(\lambda)=\frac{a(\lambda)}{d(\lambda)} \tag{3.2}
\end{equation*}
$$

The explicit expression for the $N \times N$-matrix $\varphi_{j k}^{\prime}=\partial \varphi_{j} / \partial \lambda_{k}$ is presented in Appendix A. So $N$ in the expression $\operatorname{det}_{N} \varphi^{\prime}$ denotes the dimension of matrix $\varphi^{\prime}$. For $N=0$ we put $\operatorname{det}_{0} \varphi^{\prime}=1$. The momenta $\lambda_{j}$ satisfy the equations

$$
\begin{equation*}
r\left(\lambda_{j}\right) \prod_{\substack{k=1 \\ k \neq j}}^{N}\left(f_{j k} / f_{k j}\right)=1 \tag{3.3}
\end{equation*}
$$

The values $z_{j}=i \partial\left\{\ln r\left(\lambda_{j}\right) / \partial \lambda_{j}\right\}$ can be regarded as independent variables $[1,9,18]$.
Note. For the NS model $r(\lambda)=\exp \{-i \lambda L\}, z_{j}=L$. For $N=0$ we put $\operatorname{det}_{0} \varphi^{\prime}=1$. The most important properties of the determinant are as follows (see [9]):

1) It is a symmetric function invariant under replacement of pairs $\left(\lambda_{k}, z_{k}\right) \leftrightarrow\left(\lambda_{j}, z_{j}\right)$. 2) It is a linear function in $z_{N}$. 3) The coefficient at $z_{N}$ is equal to

$$
\begin{equation*}
\frac{\partial}{\partial z_{N}} \operatorname{det}_{N}\left(\varphi^{\prime}\right)=\operatorname{det}_{(N-1)}\left(\tilde{\varphi}^{\prime}\right) \tag{3.4}
\end{equation*}
$$

The matrix $\left(\hat{\varphi}^{\prime}\right)_{j k}=\partial \dot{\varphi}_{j} / \partial \lambda_{k} ; j, k=1, \ldots,(N-1)$ is defined by means of $\tilde{\varphi}_{j}$, which is given by (3.2) with the replacement $N \rightarrow(N-1)$ and $r(\lambda) \rightarrow \tilde{r}(\lambda)=r(\lambda) f\left(\lambda \lambda_{N}\right) / f\left(\lambda_{N} \lambda\right)$. It means that $z_{j}$ is replaced by $\tilde{z}_{j}$

$$
\begin{equation*}
\tilde{z}_{j}=z_{j}+K_{j N} \tag{3.5}
\end{equation*}
$$

Here we use the notation $K_{j t}=K\left(\lambda_{j} \lambda_{\ell}\right)$, see (1.3). The Jacobian at the right-hand side of (3.4) does not contain $z_{N} ; \lambda_{N}$ is included in $\tilde{r}(\lambda)$. 4) The determinant is equal to zero at all $z_{j}=0$ and $\lambda_{j}$ fixed (for $N \geqq 1$ )

$$
\begin{equation*}
\operatorname{det}_{N} \varphi^{\prime}=\delta_{0}^{N}, \quad \text { at } \quad z_{j}=0 \tag{3.6}
\end{equation*}
$$

5) For $N=1$

$$
\begin{equation*}
\operatorname{det}_{1} \varphi^{\prime}=z_{1} \tag{3.7}
\end{equation*}
$$

It was noted in paper [9] that the left-hand side of (3.1) has the same properties. It permits us to prove (3.1) by induction in $N$. One can say that the irreducible part of the identity operator $I_{N}^{(0)}=\delta_{0}^{N}$, see (7.6) [1], generates formula (3.1).

In the two-site generalized model, the variables $z_{j}$ are equal to:

$$
\begin{equation*}
z_{j}=x_{j}+y_{j} \tag{3.8}
\end{equation*}
$$

Here $\quad x_{j}=i \partial\left[\ln \ell\left(\lambda_{j}\right)\right] / \partial \lambda_{j} ; \quad y_{j}=i \partial\left[\ln m\left(\lambda_{j}\right)\right] / \partial \lambda_{j} \quad$ and $\quad \ell(\lambda)=a_{1}(\lambda) / d_{1}(\lambda)$; $m(\lambda)=a_{2}(\lambda) / d_{2}(\lambda), r(\lambda)=\ell(\lambda) m(\lambda)$.

Note. For the NS model $\ell(\lambda)=\exp \{-i \lambda x\}, x_{j}=x, y_{j}=L-x$.
Our aim is to express the det $\varphi^{\prime}$ in terms of $x$ and $y$. The following definitions are useful. Let use consider a partition of the set $\left\{\lambda_{j}\right\}_{N}$ into two disjoint subsets $\left\{\lambda^{x}\right\}$ and $\left\{\lambda^{y}\right\}$,

$$
\begin{equation*}
\left\{\lambda_{j}\right\}_{N}=\left\{\lambda^{x}\right\} \cup\left\{\lambda^{y}\right\},\left\{\lambda^{x}\right\} \cap\left\{\lambda^{y}\right\}=\varnothing . \tag{3.9}
\end{equation*}
$$

Here card $\left\{\lambda^{x}\right\}=n_{x}, \operatorname{card}\left\{\lambda^{y}\right\}=n_{y}, \operatorname{card}\left\{\lambda_{j}\right\}=N, n_{x}+n_{y}=N$. We write the number of elements as the subindex of the set, for example, $\left\{\lambda^{x}\right\}_{n_{x}}$. The values $\varphi^{x}$ and $\varphi^{y}$ are defined by:

$$
\begin{align*}
& \varphi_{j}^{x}=i \ln \ell\left(\lambda_{j}^{x}\right)+\sum_{\substack{\lambda_{k} \in\left\{\lambda^{x}\right\} \\
k \neq j}} i \ln \frac{f\left(\lambda_{j}^{x} \lambda_{k}^{x}\right)}{f\left(\lambda_{k}^{x} \lambda_{j}^{x}\right)},  \tag{3.10}\\
& \varphi_{j}^{y}=i \ln m\left(\lambda_{j}^{y}\right)+\sum_{\substack{\lambda_{k}^{y} \in\left\{\lambda_{y}\right\}, k \neq j}} i \ln \frac{f\left(\lambda_{j}^{y}, \lambda_{k}^{y}\right)}{f\left(\lambda_{k}^{y}, \lambda_{j}^{y}\right)} . \tag{3.11}
\end{align*}
$$

The number of $\varphi_{j}^{x}$ is equal to $n_{x}$, the number of $\varphi_{j}^{y}$ is equal to $n_{y}$. Now we can
introduce two Jacobians

$$
\begin{align*}
\operatorname{det}_{n_{x}}\left(\varphi_{x}^{\prime}\right),\left(\varphi_{x}^{\prime}\right)_{j k} & =\partial \varphi_{j}^{x} / \partial \lambda_{k}^{x}  \tag{3.12}\\
\operatorname{det}_{n_{y}}\left(\varphi_{y}^{\prime}\right),\left(\varphi_{y}^{\prime}\right)_{j k} & =\partial \varphi_{j}^{y} / \partial \lambda_{k}^{y} \tag{3.13}
\end{align*}
$$

It should be noted that these Jacobians are exactly of the same kind as $\operatorname{det} \varphi^{\prime}$. They have the same five properties: 1) Determinant (3.12) is invariant under the replacement of pairs $\left(\lambda_{k} ; x_{k}\right) \leftrightarrow\left(\lambda_{j} ; x_{j}\right)$, and (3.13) is invariant under the replacement of $\left(\lambda_{k} ; y_{k}\right) \leftrightarrow\left(\lambda_{j} ; y_{j}\right)$.2) Determinant (3.12) is a linear function in $x_{n_{x}} ;(3.13)$ is a linear function in $y_{n_{y}}$.3) The coefficients are equal to

$$
\begin{equation*}
\frac{\partial}{\partial x_{n_{x}}} \operatorname{det}_{n_{x}}\left(\varphi_{x}^{\prime}\right)=\operatorname{det}_{\left(n_{x}-1\right)}\left(\tilde{\varphi}_{x}^{\prime}\right), \tag{3.14}
\end{equation*}
$$

and similarly $\partial \operatorname{det}_{n}\left(\varphi_{y}^{\prime}\right) / \partial y_{n}=\operatorname{det}_{(n-1)}\left(\tilde{\varphi}_{y}^{\prime}\right)$, with

$$
\begin{equation*}
\tilde{x}_{j}=x_{j}+K\left(\lambda_{j}^{x} \lambda_{n_{x}}^{x}\right) ; \quad \tilde{y}_{j}=y_{j}+K\left(\lambda_{j}^{y} \lambda_{n_{y}}^{y}\right) . \tag{3.15}
\end{equation*}
$$

4) At $x_{j}=0$ Jacobian (3.12) is equal to zero for $n \geqq 1$ :

$$
\begin{equation*}
\left.\operatorname{det}_{n}\left(\varphi_{x}^{\prime}\right)\right|_{x_{j}=0}=\delta_{0}^{n},\left.\quad \operatorname{det}_{n}\left(\varphi_{y}^{\prime}\right)\right|_{y_{j}=0}=\delta_{0}^{n}, \quad j=1, \ldots, n . \tag{3.16}
\end{equation*}
$$

5) In the scalar case they are equal to

$$
\begin{equation*}
\operatorname{det}_{1}\left(\varphi_{x}^{\prime}\right)=x_{1}, \quad \operatorname{det}_{1}\left(\varphi_{y}^{\prime}\right)=y_{1} . \tag{3.17}
\end{equation*}
$$

Now everything is ready to prove the following
Theorem 1. The determinant (3.1) is expressed in terms of the determinants (3.12), (3.13) by the following formula

$$
\begin{equation*}
\operatorname{det}_{N}\left(\varphi^{\prime}\right)=\sum_{\left\{\lambda_{j}\right\}=\left\{\lambda_{x}\right\} \cup\left\{\lambda_{y}\right\}} \operatorname{det}_{n_{x}}\left(\varphi_{x}^{\prime}\right) \operatorname{det}_{n_{y}}\left(\varphi_{y}^{\prime}\right) . \tag{3.18}
\end{equation*}
$$

The summation is performed over all the partitions (3.9).
The proof goes by induction in $N$, starting from $N=1$ (compare (3.7), (3.8) and (3.17)). Assume that (3.18) is already proved for $N=1, \ldots, M-1$. We shall show that then it is valid for $N=M$. Let us consider the value

$$
\begin{aligned}
& \Delta_{M}=\operatorname{det}_{M}\left(\varphi^{\prime}\right)-\sum_{\left\{\lambda_{j}\right\}_{M}=\left\{\lambda^{x}\right\} \cup\left\{\lambda^{\prime}\right\}} \operatorname{det}_{n_{x}}\left(\varphi_{x}^{\prime}\right) \operatorname{det}_{n_{y}}\left(\varphi_{y}^{\prime}\right), \\
& n_{x}+n_{y}=M
\end{aligned}
$$

It is a linear function in $x_{M}$. The derivative with respect to $x_{M}$ is equal to

$$
\begin{aligned}
& \frac{\partial \Delta_{M}}{\partial x_{M}}=\operatorname{det}_{(M-1)}\left(\hat{\varphi}^{\prime}\right)-\sum_{\left\{\lambda_{j}\right\}-1}=\left\{\lambda_{x}\right\} \cup\left\{\lambda_{y}\right\} \\
& \operatorname{det}_{n_{x}}\left(\tilde{\varphi}_{x}^{\prime}\right) \operatorname{det}_{n_{y}}\left(\varphi_{y}^{\prime}\right), \\
& n_{x}+n_{y}=M-1
\end{aligned}
$$

see (3.4) and (3.14). The right-hand side is equal to zero due to inductive assumption and (3.5), (3.15), (3.8). So $\partial \Delta_{M} / \partial x_{M}=0$. Due to the symmetry $\partial \Delta_{M} / \partial x_{j}=0$, $j=1, \ldots, M$. Similarly one can prove that $\partial \Delta_{M} / \partial y_{j}=0$. So $\Delta_{M}$ is $x_{j}$ and $y_{j}$
independent. But $\Delta_{M}=0$ at $x_{j}=y_{j}=0$, due to (3.6), (3.16). So $\Delta_{M}=0$ identically, and (3.18) is valid for $N=M$. This completes the proof of the theorem. It should be noted that the s.t.e. (3.3) was not used in the proof. All the proofs in this sect. will be of this kind.

Let us consider now the operator of number of particles in the first site of the lattice $\mathbf{Q}_{1}$ (2.18) [1]. The mean value of the operator $\mathbf{Q}_{1}$ :

$$
\begin{equation*}
\left\langle\mathbf{Q}_{1}\right\rangle_{N}=\frac{\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right) \mathbf{Q}_{1} \prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle}{c^{N}\left\{\prod_{j=1}^{N} a\left(\lambda_{j}\right) d\left(\lambda_{j}\right)\right\} \prod_{j \neq k} f_{j k}} \tag{3.19}
\end{equation*}
$$

with respect to the $N$-particle eigenvector (3.3) depends on $4 N$ variables $\left\langle\mathbf{Q}_{1}\right\rangle_{N}=\left\langle\mathbf{Q}_{1}\right\rangle_{N}\left(\left\{\lambda_{j}\right\},\left\{x_{j}\right\},\left\{y_{j}\right\},\left\{\ell_{j}\right\}\right)$, see (8.2) [1]. We remind the reader of the properties of $\left\langle\mathbf{Q}_{1}\right\rangle$, see Sect. 8 of paper [1]. 1) It is invariant under replacement of $\left(\lambda_{k}, x_{k}, y_{k}, \ell_{k}\right) \leftrightarrow\left(\lambda_{j}, x_{j}, y_{j}, \ell_{j}\right)$. 2) It is a linear function on $x_{N}$ and $y_{N}$. 3) The coefficient at $y_{N}$ is equal to

$$
\begin{equation*}
\frac{\partial}{\partial y_{N}}\left\langle\mathbf{Q}_{1}\right\rangle_{N}=\left\langle\mathbf{Q}_{1}\right\rangle_{(N-1}\left(\left\{\lambda_{j}\right\}_{(N-1)},\left\{x_{j}\right\}_{(N-1)},\left\{y_{j}+K_{j N}\right\}_{(N-1)},\left\{\ell_{j}\right\}_{(N-1)}\right) \tag{3.20}
\end{equation*}
$$

The coefficient at $x_{N}$ is equal to

$$
\begin{equation*}
\frac{\partial}{\partial x_{N}}\left\langle\mathbf{Q}_{1}\right\rangle_{N}=\left\langle\mathbf{Q}_{1}+\mathbf{1}\right\rangle_{(N-1)}\left(\left\{\lambda_{j}\right\},\left\{x_{j}+K_{j N}\right\},\left\{y_{j}\right\},\left\{\ell_{j} \frac{f_{j N}}{f_{N j}}\right\}\right) . \tag{3.21}
\end{equation*}
$$

Here we denote $\left\langle\mathbf{Q}_{1}+\mathbf{1}\right\rangle=\left\langle\mathbf{Q}_{1}\right\rangle+\langle\mathbf{1}\rangle$. At the right-hand side of (3.20), (3.21) $j=1, \ldots,(N-1)$, so the variables $x_{N}, y_{N}$ and $\ell_{N}$ are absent. 4) The meanvalue is equal to zero at $x_{j}=y_{j}=0$ and $\lambda, \ell$ fixed: $\left\langle\mathbf{Q}_{1}\right\rangle\left(\left\{\lambda_{j}\right\},\{0\},\{0\},\left\{\ell_{j}\right\}\right)=0$. 5) In the one particle sector $\left\langle\mathbf{Q}_{1}\right\rangle_{1}=x_{1}$. By means of these properties one proves the following:

Theorem 2. The mean value of operator $\mathbf{Q}_{1}$ is expressed in terms of the determinants (3.12), (3.13) by the following formula:

$$
\begin{equation*}
\left\langle\mathbf{Q}_{1}\right\rangle_{N}=\sum_{\left\{\lambda_{j}\right\}=\{\lambda x\} \cup\{\lambda \nu\}} n_{x} \operatorname{det}_{n_{x}}\left(\varphi_{x}^{\prime}\right) \operatorname{det}_{n_{y}}\left(\varphi_{y}^{\prime}\right) . \tag{3.22}
\end{equation*}
$$

Here we use the same notations as in Theorem 1. The proof is similar to that of Theorem 1.

The normalized meanvalue of $\mathbf{Q}_{1}$ is equal to

$$
\begin{align*}
& \frac{\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right) \mathbf{Q}_{1} \prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle}{\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right) \prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle} \equiv \frac{\left\langle\mathbf{Q}_{1}\right\rangle_{N}}{\langle\mathbf{1}\rangle_{N}} \\
& =\sum_{\left\{\lambda_{j}\right\}=\left\{\lambda^{x}\right\} \cup\left\{\lambda^{\prime}\right\}} n_{x} \frac{\operatorname{det}_{n_{x}}\left(\varphi_{x}^{\prime}\right) \operatorname{det}_{n_{y}}\left(\varphi_{y}^{\prime}\right)}{\operatorname{det}_{N}\left(\varphi^{\prime}\right)} . \tag{3.23}
\end{align*}
$$

One can say that formula (3.22) is generated by the irreducible part of the identity operator.

At last let us consider operator $\mathbf{Q}_{1}^{2}$. The correlation function can be expressed in terms of it (2.1). Let us denote the mean value of the operator $\mathbf{Q}_{1}^{2}$ with respect to the $N$-particle eigenfunction by

$$
\begin{equation*}
\frac{\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right) \mathbf{Q}_{1}^{2} \prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle}{c^{N} \prod_{j=1}^{N} a\left(\lambda_{j}\right) d\left(\lambda_{j}\right) \prod_{j \neq k}^{N} f_{j k}} \equiv\left\langle\mathbf{Q}_{1}^{2}\right\rangle_{N}\left(\left\{\lambda_{j}\right\},\left\{x_{j}\right\},\left\{y_{j}\right\},\left\{\ell_{j}\right\}\right) . \tag{3.24}
\end{equation*}
$$

see (8.7) [1]. We remind the reader of the properties of $\left\langle\mathbf{Q}_{1}^{2}\right\rangle$, see Sect. 8 of [1]. 1) It is invariant under replacement of $\left(\lambda_{k}, x_{k}, y_{k}, \ell_{k}\right) \leftrightarrow\left(\lambda_{j} x_{j} y_{j} \ell_{j}\right)$. 2) It is a linear function on $x_{N}$ and $y_{N}$.3) The coefficients are equal to

$$
\begin{align*}
& \frac{\partial}{\partial y_{N}}\left\langle\mathbf{Q}_{1}^{2}\right\rangle_{N}\left(\left\{\lambda_{j}\right\},\left\{x_{j}\right\},\left\{y_{j}\right\},\left\{\ell_{j}\right\}\right) \\
& \quad=\left\langle\mathbf{Q}_{1}^{2}\right\rangle_{(N-1)}\left(\left\{\lambda_{j}\right\},\left\{x_{j}\right\},\left\{y_{j}+K_{j N}\right\},\left\{\ell_{j}\right\}\right),  \tag{3.25}\\
& \frac{\partial}{\partial x_{N}}\left\langle\mathbf{Q}_{1}^{2}\right\rangle_{N}\left(\left\{\lambda_{j}\right\},\left\{x_{j}\right\},\left\{y_{j}\right\},\left\{\ell_{j}\right\}\right) \\
& \quad=\left\langle\left(\mathbf{Q}_{1}+1\right)^{2}\right\rangle_{(N-1)}\left(\left\{\lambda_{j}\right\},\left\{x_{j}+K_{j N}\right\},\left\{y_{j}\right\},\left\{\ell_{j} \frac{f_{j N}}{f_{N j}}\right\}\right) . \tag{3.26}
\end{align*}
$$

Here $\left\langle\left(\mathbf{Q}_{1}+\mathbf{1}\right)^{2}\right\rangle=\left\langle\mathbf{Q}_{1}^{2}\right\rangle+2\left\langle\mathbf{Q}_{1}\right\rangle+\langle\mathbf{1}\rangle$. In the right-hand side of (3.25), (3.26) $j=1, \ldots, N-1$, so $x_{N}, y_{N}$ and $\ell_{N}$ are absent. 4) The mean value $\left\langle\mathbf{Q}_{1}^{2}\right\rangle$ at $x_{j}=y_{j}=$ $0(j=1, \ldots, N)$ is equal to the irreducible part (7.11) [1].

$$
\begin{align*}
& \left\langle\mathbf{Q}_{1}^{2}\right\rangle_{N}\left(\left\{\lambda_{j}\right\},\{0\},\{0\},\left\{\ell_{j}\right\}\right)=I_{N}\left(\left\{\lambda_{j}\right\},\left\{\ell_{j}\right\}\right) \\
& =\sum_{\left\{\lambda_{j}\right\}=\left\{\lambda^{+}\right\} \cup\left\{\lambda^{-}\right\} \cup\left\{\lambda^{0}\right\}} \mathscr{A}_{N}^{n}\left(\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\},\left\{\lambda^{0}\right\}\right) \prod_{j=1}^{n} \ell\left(\lambda_{j}^{+}\right) \ell^{-1}\left(\lambda_{j}^{-}\right) . \tag{3.27}
\end{align*}
$$

It is not equal to zero for $N \geqq 2$.5) In the one-particle sector $\left\langle\mathbf{Q}_{1}^{2}\right\rangle_{1}=x_{1}$.
In this case the irreducible part of the identity operator and all the irreducible parts of the operator $\mathbf{Q}_{1}^{2}$ will give the contribution to the value $\left\langle\mathbf{Q}_{1}^{2}\right\rangle$. Let us introduce the value

$$
\begin{equation*}
\left\langle\mathbf{Q}_{1}^{2}\right\rangle_{N}^{0}=\sum_{\{\lambda\}=\{\lambda x\} \cup\{\lambda y\}} n_{x}^{2} \operatorname{det}_{n_{x}}\left(\varphi_{x}^{\prime}\right) \operatorname{det}_{n_{y}}\left(\varphi_{y}^{\prime}\right), \tag{3.28}
\end{equation*}
$$

which gives the contribution of the irreducible part of the identity operator in $\left\langle\mathbf{Q}_{1}^{2}\right\rangle$. Each irreducible part $I_{k}$ generates the contribution to the $\left\langle\mathbf{Q}_{1}^{2}\right\rangle$. We shall denote it by $\mathscr{D}_{N}^{k}$

$$
\begin{equation*}
\mathscr{D}_{N}^{k}\left(\{\lambda\}_{N}\right)=\sum_{\{\lambda\}_{N}=\left\{\lambda^{I}\right\}_{k} \cup\left\{\lambda^{v}\right\}_{N-k}} \mathbb{\square}_{k, N}^{d}\left(\left\{\lambda^{I}\right\}_{k},\left\{\lambda^{\nu}\right\}_{N-k}\right) . \tag{3.29}
\end{equation*}
$$

The sum is taken over all the partitions of the set $\left\{\lambda_{j}\right\}$ into two disjoint subsets
$\left\{\lambda^{I}\right\}$, and $\left\{\lambda^{\nu}\right\}$, card $\left\{\lambda^{I}\right\}=k$, card $\left\{\lambda^{\nu}\right\}=N-k$. The value $\square_{k, N}^{d}$ is equal to

$$
\begin{align*}
& \mathbb{d}_{k, N}^{d}=\sum_{\left\{\lambda^{r}\right\}_{k}=\left\{\lambda^{+}\right\}_{n} \cup\left\{\lambda^{-}\right\}_{n} \cup\left\{\lambda^{0}\right\}_{k-2 n}}^{n \leqq[k / 2]} \mathscr{A}_{k}^{n}\left(\left\{\lambda^{+}\right\}_{n},\left\{\lambda^{-}\right\}_{n},\left\{\lambda^{0}\right\}_{k-2 n}\right) \\
& \quad \times \mathbb{E}_{n, N-k}\left(\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\},\left\{\lambda^{\nu}\right\}_{N-k}\right) \prod_{j=1}^{n} \ell\left(\lambda_{j}^{+}\right) \ell^{-1}\left(\lambda_{j}^{-}\right) . \tag{3.30}
\end{align*}
$$

Here the values $\mathscr{A}_{k}^{n}$ are the Fourier coefficients of the irreducible part (3.27). The sum is taken over the partitions of $\left\{\lambda^{I}\right\}$ into three disjoint subsets $\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\}$and $\left\{\lambda^{0}\right\} ; \operatorname{card}\left\{\lambda^{+}\right\}=\operatorname{card}\left\{\lambda^{-}\right\}=n, \operatorname{card}\left\{\lambda^{0}\right\}=k-2 n$, like in the expression for the irreducible part (3.27). The value $\mathbb{E}_{n, N-k}$ is equal to

$$
\begin{align*}
& \mathbb{E}_{n, N-k}\left(\left\{\lambda^{+}\right\}_{n},\left\{\lambda^{-}\right\}_{n},\left\{\lambda^{\nu}\right\}_{N-k}\right) \\
& =\sum_{\substack{\nu \nu\\
\}_{N-k}=\left\{\lambda^{x}\right\} \cup\left\{\lambda^{v}\right\}}} \operatorname{det}_{n_{x}}\left(\varphi_{x}^{\prime}\right) \operatorname{det}_{n_{y}}\left(\varphi_{y}^{\prime}\right) \prod_{i=1}^{n_{x}} \prod_{j=1}^{n}\left(\frac{f\left(\lambda_{j}^{+} \lambda_{i}^{x}\right)}{f\left(\lambda_{i}^{x} \lambda_{j}^{+}\right)} \frac{f\left(\lambda_{i}^{x} \lambda_{j}^{-}\right)}{f\left(\lambda_{j}^{-} \lambda_{i}^{x}\right)}\right), \\
& \quad \mathbb{E}_{n, 0} \equiv 1 . \tag{3.31}
\end{align*}
$$

The sum here is taken over the partitions of the set $\left\{\lambda^{\nu}\right\}$ into two disjoint subsets $\left\{\lambda^{x}\right\}$ and $\left\{\lambda^{\nu}\right\}, \operatorname{card}\left\{\lambda^{x}\right\}=n_{x}, \operatorname{card}\left\{\lambda^{y}\right\}=n_{y}, n_{x}+n_{y}=N-k$ like in (3.9), (3.18), (3.22) and (3.28). So we define the expression $\mathscr{D}_{N}^{k}$. It is equal to the sum over the partition of $\left\{\lambda_{j}\right\}_{N}$ into five disjoint subsets $\{\lambda\}_{N}=\left\{\lambda^{I}\right\} \cup\left\{\lambda^{\nu}\right\},\left\{\lambda^{I}\right\}=\left\{\lambda^{+}\right\} \cup\left\{\lambda^{-}\right\} \cup\left\{\lambda^{0}\right\}$, $\left\{\lambda^{v}\right\}=\left\{\lambda^{x}\right\} \cup\left\{\lambda^{\nu}\right\}$. Now one can prove the following:

Theorem 3. The mean value of the operator $\mathbf{Q}_{1}^{2}$ is expressed in terms of the irreducible parts by the following formula

$$
\begin{equation*}
\left\langle\mathbf{Q}_{1}^{2}\right\rangle_{N}=\left\langle\mathbf{Q}_{1}^{2}\right\rangle_{N}^{0}+\sum_{k=2}^{N} \mathscr{D}_{N}^{k} . \tag{3.32}
\end{equation*}
$$

The proof is similar to that of Theorem 1.
Now let us normalize the mean value $\left\langle\mathbf{Q}_{1}^{2}\right\rangle$ and rewrite it in final notations.

$$
\begin{equation*}
\frac{\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right) \mathbf{Q}_{1}^{2} \prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle}{\langle 0| \prod_{j=1}^{N} C\left(\lambda_{j}\right) \prod_{j=1}^{N} B\left(\lambda_{j}\right)|0\rangle} \equiv \frac{\left\langle\mathbf{Q}_{1}^{2}\right\rangle_{N}}{\langle\mathbf{1}\rangle_{N}}=\frac{\left\langle\mathbf{Q}_{1}^{2}\right\rangle_{N}^{0}}{\langle\mathbf{1}\rangle_{N}}+\sum_{k=2}^{N} \Gamma_{k, N} . \tag{3.33}
\end{equation*}
$$

One must remember that the s.t.e. (3.3) is valid. The $\Gamma_{k, N}$ is the contribution of the $k$ particle irreducible part

$$
\begin{equation*}
\Gamma_{k, N}=\frac{\mathscr{D}_{N}^{k}}{\langle\mathbf{1}\rangle_{N}}=\sum_{\{\lambda\}=\left\{\lambda^{I}\right\} \cup\left\{\lambda^{v}\right\}} \frac{\operatorname{det}_{(N-k)}\left(\varphi_{v}^{\prime}\right)}{\operatorname{det}_{N}\left(\varphi^{\prime}\right)} I_{k, N}^{d}\left(\left\{\lambda^{I}\right\}_{k},\left\{\lambda^{v}\right\}_{N-k}\right) . \tag{3.34}
\end{equation*}
$$

Here we introduce a new factor $\operatorname{det}\left(\varphi_{v}^{\prime}\right)$ which will cancel the denominator of (3.37). The matrix $\varphi_{v}^{\prime}$ is defined by $\left(\varphi_{v}^{\prime}\right)_{j k}=\partial \varphi_{j}^{v} / \partial \lambda_{k}^{v}$ and by

$$
\begin{equation*}
\varphi_{j}^{v}=i \ln r\left(\lambda_{j}^{v}\right)+\sum_{k \neq j} i \ln \left(\frac{f\left(\lambda_{j}^{v} \lambda_{k}^{v}\right)}{f\left(\lambda_{k}^{v} \lambda_{j}^{v}\right)}\right) . \tag{3.35}
\end{equation*}
$$

Here the summation variable $\lambda_{k}^{v}$ takes all the values from the set $\left\{\lambda^{v}\right\}$ except $\lambda_{j}^{v}$. The number of values $\varphi_{j}^{v}$ is equal to the number of $\lambda_{j}^{v}$ and is equal to $N-k$. The $I_{k, N}^{d}$ is the normalized $\square_{k, N}^{d}$ :

$$
\begin{align*}
I_{k, N}^{d}\left(\left\{\lambda^{I}\right\},\left\{\lambda^{\nu}\right\}\right)= & \sum_{\left\{\lambda^{I}\right\}=\left\{\lambda^{+}\right\} \cup\left\{\lambda^{-}\right\} \cup\left\{\lambda^{0}\right\}} \mathscr{A}_{k}^{n}\left(\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\},\left\{\lambda^{0}\right\}\right) \\
& \times E_{n, N-k}\left(\left\{\lambda^{+}\right\}_{n},\left\{\lambda^{-}\right\}_{n},\left\{\lambda^{\nu}\right\}_{N-k}\right) \prod_{j=1}^{n} \ell\left(\lambda_{j}^{+}\right) \ell^{-1}\left(\lambda_{j}^{-}\right) . \tag{3.36}
\end{align*}
$$

Here $E_{n, N-k}$ is normalized $\mathbb{E}_{n, N-k}$ :

$$
\begin{align*}
& E_{n, N-k}\left(\left\{\lambda^{+}\right\}_{n},\left\{\lambda^{-}\right\}_{n},\left\{\lambda^{v}\right\}_{N-k}\right) \\
&=\sum_{\left\{\lambda^{v}\right\}=\left\{\lambda^{x}\right\} \cup\left\{\lambda^{\nu}\right\}}\left(\frac{\operatorname{det}_{n_{x}}\left(\varphi_{x}^{\prime}\right) \operatorname{det}_{n_{y}}\left(\varphi_{y}^{\prime}\right)}{\operatorname{det}_{(N-k)}\left(\varphi_{v}^{\prime}\right)}\right) \prod_{i=1}^{n_{x}} \prod_{j=1}^{n} \frac{f\left(\lambda_{j}^{+} \lambda_{i}^{x}\right)}{f\left(\lambda_{i}^{x} \lambda_{j}^{+}\right)} \frac{f\left(\lambda_{i}^{x} \lambda_{j}^{-}\right)}{f\left(\lambda_{j}^{-} \lambda_{i}^{x}\right)} . \tag{3.37}
\end{align*}
$$

So we have achieved our aim and expressed the correlation function in terms of the irreducible parts. It should be noted that the behaviour of $\Gamma_{k, N}$ in the strong coupling limit is the same as one of irreducible part (2.4), $\Gamma_{k, N} \rightarrow c^{2-k}$ at $c \rightarrow \infty$. So the decomposition (3.33) looks like an expression in the coupling constant. In the next sect. we shall move on to the thermodynamic limit. The order of the limits will be standard for the quantum field theory. We fix $k$-the order in the coupling constant and tend the number of vacuum particles $(N-k)$ to infinity. In the next sect. we shall calculate the limit

$$
\begin{equation*}
\lim _{N \rightarrow \infty} E_{n, N-k}\left(\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\},\left\{\lambda^{v}\right\}_{N-k}\right)=E_{n}\left(\left\{\lambda^{+}\right\}_{n},\left\{\lambda^{-}\right\}_{n}\right) . \tag{3.38}
\end{equation*}
$$

Here $n$ and $k$ are fixed. In Sect. 5 we shall calculate the limit

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \Gamma_{k, N}=\Gamma_{k} . \tag{3.39}
\end{equation*}
$$

## 4. The Dressing Equations

Here we evaluate explicitly the limit of the function $E_{n, N}$ (3.37), (3.38). First of all let us define the thermodynamic limit for the generalized model by analogy with one of the NS model. For this purpose put $i \ln r(\lambda)=L u(\lambda)$; here $u^{\prime}(\lambda)>0$. The thermodynamic limit is $L \rightarrow \infty, N \rightarrow \infty, N / L=$ const. The momenta $\lambda_{j}$; satisfying the s.t.e. $\varphi_{j}^{\prime}=2 \pi j+\pi N,-N / 2 \leqq j \leqq N / 2$ (see (3.2), (3.3), (1.1)), fill the interval [-q, q$]$. The density $\rho_{u}\left(\lambda_{k}\right)=1 / L\left(\lambda_{k+1}-\lambda_{k}\right)$ satisfies the equation:

$$
\begin{equation*}
\left[\left(\mathbf{1}-\frac{1}{2 \pi} \mathbf{K}\right) \rho_{u}\right](\mu)=u^{\prime}(\mu) / 2 \pi \tag{4.1}
\end{equation*}
$$

see (1.3). The limit of the Jacobian is equal to

$$
\begin{equation*}
\operatorname{det}_{N} \varphi^{\prime}=\prod_{j=1}^{N}\left[2 \pi L \rho_{u}\left(\lambda_{j}\right)\right] \operatorname{det}(\mathbf{1}-\mathbf{K} / 2 \pi), \tag{4.2}
\end{equation*}
$$

see Appendix A. It should be noted that in this limit the continuous function
$x(\lambda)=i \ln ^{\prime} \ell(\lambda)$ remains fixed and finite. It is a positive function with a bounded variation. The function $y(\lambda)$ goes to infinity

$$
\begin{equation*}
x_{m}>x(\lambda) \geqq 0, \quad y(u)=L u^{\prime}(\lambda)-x(\lambda) . \tag{4.3}
\end{equation*}
$$

Note. For the NS model $u(\lambda)=\lambda, u^{\prime}(\lambda)=1$.
Below we study the behavior of the function $E_{n, N}$ under the variation of function $x(\lambda)$. The function $u(\lambda)$ will be fixed, one can put $u(\lambda)=\lambda$ from the very begining.

Now we shall evaluate the limit of values $\left\langle\mathbf{Q}_{1}\right\rangle /\langle\mathbf{1}\rangle(3.23)$ and $\left\langle\mathbf{Q}_{1}^{2}\right\rangle^{0} /\langle\mathbf{1}\rangle$ (3.28). Let us introduce the generating function:

$$
\begin{equation*}
E_{N}(\alpha,[x(\lambda)])=\sum_{\{\lambda\}=\left\{\lambda^{x}\right\} \cup\{\lambda y\}} e^{\alpha n_{x}} \frac{\operatorname{det}_{n_{x}}\left(\varphi_{x}^{\prime}\right) \operatorname{det}_{n_{y}}\left(\varphi_{y}^{\prime}\right)}{\operatorname{det}_{N}\left(\varphi^{\prime}\right)} \tag{4.4}
\end{equation*}
$$

We have written down explicitly the functional argument $x(\lambda)$. Due to (3.18), (3.23) and (3.28) we have:

$$
\begin{equation*}
\left.E_{N}\right|_{\alpha=0}=1,\left.\quad \frac{\partial}{\partial \alpha} E_{N}\right|_{\alpha=0}=\frac{\left\langle\mathbf{Q}_{1}\right\rangle_{N}}{\langle\mathbf{1}\rangle_{N}},\left.\frac{\partial^{2}}{\partial \alpha^{2}} E_{N}\right|_{\alpha=0}=\frac{\left\langle\mathbf{Q}_{1}^{2}\right\rangle_{N}^{0}}{\langle\mathbf{1}\rangle_{N}} . \tag{4.5}
\end{equation*}
$$

We put $\operatorname{Re} \alpha=0$. The first property of $E$ is

$$
\begin{equation*}
E_{N}(\alpha,[x(\lambda)])=1 \quad \text { at } \quad x(\lambda)=0, \tag{4.6}
\end{equation*}
$$

see (3.16). Then we prove the following
Theorem 4. The modulus of the function $E_{N}$ is less than one:

$$
\begin{equation*}
\mid E_{N}(\alpha,[x(\lambda)] \mid \leqq 1 \tag{4.7}
\end{equation*}
$$

Proof. The positiveness of the determinants $\operatorname{det} \varphi^{\prime}>0, \operatorname{det} \varphi_{x}^{\prime}>0, \operatorname{det} \varphi_{y}^{\prime}>0$, which is proved in Appendix B , permits us to make the following estimation: $\left|E_{N}(\alpha,[x])\right| \leqq E_{N}(0,[x]), E_{N}(0,[x])=1$, see (4.4), (4.5).

This completes the proof. Let us consider the thermodynamic limit of $E_{N}$.
Theorem 5. The thermodynamic limit of $E_{N}(\alpha,[x])$ is equal to

$$
\begin{equation*}
E(\alpha,[x(\lambda)])=\exp \left\{\int_{-q}^{q} x(t) P(t, \alpha) d t\right\} \tag{4.8}
\end{equation*}
$$

Here function $P(t, \alpha)$ is defined at $-q \leqq t \leqq q$ and $\operatorname{Re} \alpha=0$. This function is defined in the unique way by the nonlinear integral equation

$$
\begin{equation*}
2 \pi P(t, \alpha)=\exp \left\{\alpha+\int_{-q}^{q} K(t, s) P(s, \alpha) d s\right\}-1 \tag{4.9}
\end{equation*}
$$

and by inequality $\operatorname{Re} P(t, \alpha) \leqq 0$.
Proof. Let us separate $E_{N}$ into two parts

$$
\begin{equation*}
E_{N}(\alpha,[x])=E_{N}^{(1)}(\alpha,[x])+E_{N}^{(2)}(\alpha,[x]) \tag{4.10}
\end{equation*}
$$

with

$$
\begin{equation*}
E_{N}^{(1)}(\alpha,[x])=\sum_{\{\lambda\}=\{\lambda x\}}^{n_{x}\{\{y\rangle\}} e^{n_{x} \leq \ln N} e^{\alpha n_{x}} \frac{\operatorname{det}_{n_{x}}\left(\varphi_{x}^{\prime}\right) \operatorname{det}_{n_{y}}\left(\varphi_{y}^{\prime}\right)}{\operatorname{det}_{N}\left(\varphi^{\prime}\right)} . \tag{4.11}
\end{equation*}
$$

The value $E_{N}^{(2)}$ is the complement of $E_{N}^{(1)}$ with respect to the whole $E_{N}$.
Remark. The properties (4.6), (4.7) are valid for $E_{N}^{(1)}$ also.
Let us transform the expression for $E_{N}^{(1)}$. The values $N$ and $n_{y}$ go to infinity, so the two determinants can be simplified, like (4.2). The explicit formulae are presented in Appendix A. The asymptotical expression is:

$$
\begin{equation*}
E^{(1)}=\sum_{\{\lambda\}=\left\{\lambda^{x}\right\} \cup\{\lambda y\}}^{n_{x} \leq \ln N} \exp \left\{\alpha n_{x}-\int_{-q}^{q} x(\lambda) \frac{d \lambda}{2 \pi}\right\} \operatorname{det}_{n_{x}}\left(\varphi_{x}^{\prime}\right) \prod_{j=1}^{n_{x}}\left[\frac{\omega\left(\lambda_{j}^{x}\right)}{2 \pi L \rho_{u}\left(\lambda_{j}^{x}\right)}\right] \tag{4.12}
\end{equation*}
$$

for $\omega$, see (2.13). Let us evaluate the contribution of the terms with fixed $n_{x}$. In the limit it will be a $n_{x}$-multiple integral, see (1.4):

$$
\begin{equation*}
W\left(n_{x}\right)=\left(\frac{\exp \left\{\alpha n_{x}-\int_{-q}^{q} \frac{x(\lambda) d \lambda}{2 \pi}\right\}}{\left(n_{x}\right)!}\right) \int_{-q}^{q} \operatorname{det}_{n_{x}}\left(\varphi_{x}^{\prime}\right) \prod_{j=1}^{n_{x}}\left(\frac{\omega\left(\lambda_{j}^{x}\right)}{2 \pi} d \lambda_{j}^{x}\right) \tag{4.13}
\end{equation*}
$$

So we have $E_{N}^{(1)}=\sum_{n_{x}=0}^{[\ln N]} W\left(n_{x}\right)$. It is proved in Appendix C that the limit of this sum at $N \rightarrow \infty$ exists and is equal to

$$
\begin{equation*}
E(\alpha,[x(\lambda)])=\sum_{n=0}^{\infty} W(n), \quad W(0)=\exp \left\{-\int_{-q}^{q} \frac{x(\lambda) d \lambda}{2 \pi}\right\} \tag{4.14}
\end{equation*}
$$

Derive now a linear equation in variational derivatives for this functional. Let us vary it with respect to the function $x(\mu)$. The answer is the following:

$$
\begin{equation*}
\frac{\delta E(\alpha,[x(\lambda)])}{\delta x(\mu)}=\frac{-1}{2 \pi} E(\alpha,[x(\lambda)])+\left(\frac{e^{\alpha}}{2 \pi}\right) E(\alpha,[x(\lambda)+K(\lambda, \mu)]) . \tag{4.15}
\end{equation*}
$$

Here we use the property of the determinant (3.14), (3.15). One can obtain all the solutions of the linear differential equation by means of the Fourier transformation

$$
\begin{equation*}
E(\alpha,[x(\mu)])=\exp \left\{\int_{-q}^{q} x(t) P(t, \alpha) d t\right\} \tag{4.16}
\end{equation*}
$$

see (4.6). From (4.15) we obtain

$$
\begin{equation*}
2 \pi P(t, \alpha)=\exp \left\{\alpha+\int_{-q}^{q} K(t, s) P(s, d) d s\right\}-1 \tag{4.17}
\end{equation*}
$$

and from (4.7) $\operatorname{Re} P(t, \alpha) \leqq 0$. In Appendix D the uniqueness theorem is proved for this system. So we have calculated the limit of $E_{N}^{(1)}(4.11)$. In Appendix C it is proved that the limit of $E_{N}^{(2)}$ in (4.10) is equal to zero. This completes the proof. Now we are able to calculate the mean values (4.5)

$$
\left\langle\mathbf{Q}_{1}\right\rangle /\langle\mathbf{1}\rangle=\partial E /\left.\partial \alpha\right|_{\alpha=0}=\int x(t) P^{\prime}(t) d t .
$$

Here $P^{\prime}(t)$ is defined by the equation $\left[(2 \pi-\mathbf{K}) P^{\prime}\right]=1$, see (1.3). Comparing with (1.2) we see that $P^{\prime}(t)=\rho(t)$. Note that for the NS model $\left\langle\mathbf{Q}_{1}\right\rangle /\langle\mathbf{1}\rangle=x \int \rho(\lambda) d \lambda$. For $\left\langle\mathbf{Q}_{1}^{2}\right\rangle^{0}$, we have:

$$
\begin{equation*}
\frac{\left\langle\mathbf{Q}_{1}^{2}\right\rangle^{0}}{\langle\mathbf{1}\rangle}=\left.E^{\prime \prime}\right|_{\alpha=0}=\left[\int_{-q}^{q} x(t) P^{\prime}(t) d t\right]^{2}+\int_{-q}^{q} x(t) P^{\prime \prime}(t) d t \tag{4.18}
\end{equation*}
$$

Here $P^{\prime \prime}(t)$ is defined by the integral equation $\left[(2 \pi-\mathbf{K}) P^{\prime \prime}\right]=\left(2 \pi P^{\prime}\right)^{2}$. Now let us calculate the thermodynamic limit of $E_{n, N-k}(3.37)$, (3.38).

Theorem 6. The limit of $E_{n, N-k}\left(\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\},\left\{\lambda^{\nu}\right\}\right)$ at $N \rightarrow \infty ; n, k-f i x e d$ is equal to

$$
\begin{equation*}
E_{n}\left(\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\}\right)=\exp \left\{\int_{-q}^{q} x(t) P_{n}\left(t,\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\}\right) d t\right\} \tag{4.19}
\end{equation*}
$$

The function $P_{n}$ is defined in the unique way be the equation:

$$
\begin{equation*}
2 \pi P_{n}(t)=\left[\prod_{j=1}^{n} \frac{f\left(\lambda_{j}^{+} t\right)}{f\left(t, \lambda_{j}^{+}\right)} \frac{f\left(t, \lambda_{j}^{-}\right)}{f\left(\lambda_{j}^{-} t\right)}\right] \exp \left\{\int_{-q}^{q} K(t, s) P_{n}(s) d s\right\}-1 \tag{4.20}
\end{equation*}
$$

and by inequality $\operatorname{Re} P_{n} \leqq 0$. Here $-q \leqq t \leqq q,-q \leqq \lambda_{j}^{ \pm} \leqq q$.
The proof is similar to that of Theorems 4,5. So we have evaluated the thermodynamic limit of $E_{n, N}$. It will help us to calculate the thermodynamic limit of $\Gamma_{k, N}$ in the next sect.

## 5. The Contribution of the $\boldsymbol{k}$-Particle Processes to the Correlation Function

Here we calculate the limit of $\Gamma_{k, N}(3.34)$, (3.39). The limit of $I_{k, N}^{d}$ is equal to

$$
\begin{equation*}
I_{k}^{d}\left(\left\{\lambda^{I}\right\}_{k}\right)=\sum_{\left\{\lambda^{I}\right\}=\left\{\lambda^{+}\right\}_{n} \cup\left\{\lambda^{-}\right\}_{n} \cup\left\{\lambda^{0}\right\}} \mathscr{A}_{k}^{n}\left(\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\},\left\{\lambda^{0}\right\}\right) E_{n}\left(\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\}\right) \prod_{j=1}^{n} \ell\left(\lambda_{j}^{+}\right) \ell^{-1}\left(\lambda_{j}^{-}\right), \tag{5.1}
\end{equation*}
$$

see (3.36), (4.19). The calculations similar to those of Appendix A show that $\operatorname{det}_{N-k}\left(\varphi_{v}^{\prime}\right) / \operatorname{det}_{N} \varphi^{\prime}=\prod_{j=1}^{k}\left[\omega\left(\lambda_{j}^{I}\right) / 2 \pi L \rho_{u}\left(\lambda_{j}^{J}\right)\right]$. For $\Gamma_{k, N}$ we obtain the asymptotical expression $(N \rightarrow \infty)$ :

$$
\begin{equation*}
\Gamma_{k, N}=\sum_{\{\lambda\}_{N}=\left\{\lambda^{I}\right\}_{k} \cup\left\{\lambda^{\nu}\right\}_{N-k}} I_{k}^{d}\left(\left\{\lambda^{I}\right\}\right) \prod_{j=1}^{k}\left[\frac{\omega\left(\lambda_{j}^{I}\right)}{2 \pi L \rho_{u}\left(\lambda_{j}^{I}\right)}\right] . \tag{5.2}
\end{equation*}
$$

As the $I_{k}^{d}\left(\left\{\lambda^{I}\right\}\right)$ is a symmetric, bounded function of all $\lambda_{j}^{I}$ we can replace the sum by an integral as was done in (1.4). Finally the limit of ( $N \rightarrow \infty, k$-fixed) $\Gamma_{k, N}$ is equal to a $k$-multiple integral:

$$
\begin{equation*}
\Gamma_{\bullet_{k}}=\frac{1}{k!} \int_{-q}^{q} \prod_{j=1}^{k}\left[\frac{\omega\left(\lambda_{j}\right) \mathrm{d} \lambda_{j}}{2 \pi}\right] I_{k}^{d}(\{\lambda\}), \tag{5.3}
\end{equation*}
$$

see (2.13). For the mean value of $\mathbf{Q}_{1}^{2}$ with respect to the physical vacuum, we have
(4.18), (3.33), (1.2):

$$
\begin{gather*}
\frac{\langle\Omega| \mathbf{Q}_{1}^{2}|\Omega\rangle}{\langle\Omega \mid \Omega\rangle}=\left[\int_{-q}^{q} x(\lambda) P^{\prime}(\lambda) d \lambda\right]^{2}+\int_{-q}^{q} x(\lambda) P^{\prime \prime}(\lambda) d \lambda+\sum_{k=2}^{\infty} \Gamma_{k} \\
P^{\prime}(\lambda)=\rho(\lambda) \tag{5.4}
\end{gather*}
$$

So one can see that we can explicitly evaluate the dependence on the arbitrary function $\ell(\lambda)$ in the generalized model. We can not however explicitly evaluate the dependence of the correlation function on the $R$ matrix as we have no simple formula for the Fourier coefficients $\mathscr{A}_{n}^{k}$. These coefficients must be calculated step by step, using the methods of paper [1]. Now let us pass to the NS model. For it, $\ell(\lambda)=\exp \{-i \lambda x\}, x(\lambda)=x$. In this case formula (5.4) looks like

$$
\begin{equation*}
\frac{\langle\Omega| \mathbf{Q}_{1}^{2}|\Omega\rangle}{\langle\Omega \mid \Omega\rangle}=x^{2}\left[\int_{-q}^{q} \rho(\lambda) d \lambda\right]^{2}+x \int_{-q}^{q} P^{\prime \prime}(\lambda) d \lambda+\sum_{k=2}^{\infty} \Gamma_{k} . \tag{5.5}
\end{equation*}
$$

In the expression for $\Gamma_{k}$ one must put into (5.1) that

$$
E_{n} \prod_{j=1}^{n} \ell\left(\lambda_{j}^{+}\right) \ell^{-1}\left(\lambda_{j}^{-}\right)=\exp \left\{-i x \sum_{j=1}^{n}\left(\lambda_{j}^{+}-\lambda_{j}^{-}\right)+x \int_{-q}^{q} P_{n}\left(t,\left\{\lambda^{+}\right\},\left\{\lambda^{-}\right\}\right) d t\right\}
$$

To obtain the correlation function of the currents one must use formula (2.1). This completes the proof of formula (2.15).

## 6. Conclusions

We have constructed the consistent perturbation theory for correlation functions of the currents for the NS model. Our approach is quite general. The increase of the number of sites in the generalized model gives us the opportunity to calculate any correlation function. As it was mentioned in [1] one needs a four-site generalized model to calculate the correlation functions of the fields $\left\langle\boldsymbol{\psi}(x) \psi^{+}(y)\right\rangle$. Let us describe the answer. Any correlation function is equal to a mean value of some operator $\mathbf{o}$ with respect to the physical vacuum $\langle\Omega| \mathbf{o}|\Omega\rangle$. To construct the decomposition of this correlation function one must calculate the mean value of the operator $\mathbf{o}$ with respect to the $k$ particle eigenstate of the Hamiltonian $\left\langle\Psi_{k}\right| \mathbf{0}\left|\Psi_{k}\right\rangle$, then take its irreducible part (zero coefficient in (2.2)), dress it by means of equations similar to (2.8), and then integrate. For the correlation function of the currents this decomposition gives the improved version of the $1 / c$ expansion. However, generally speaking, for an arbitrary correlation function all terms of the series are essential. For example, the correlation function $\left\langle\psi(x) \psi^{+}(y)\right\rangle$ can be expressed as a series at any $0<c<\infty$ by means of our method. However, all terms of this series for $\left\langle\psi(x) \psi^{+}(y)\right\rangle$ are essential at $c \rightarrow \infty$, and not only the first term as for current correlator $\langle j(x) j(y)\rangle$. Our approach can be applied to any model with the $R$ matrix of the XXX or XXZ models. This set includes XXZ Heisenberg model and the sineGordon model. Note, for example, that the XXX Heisenberg model and the NS model are special cases of the same generalized model [1]. The decomposition (5.4) is natural from the point of view of the analogy of the quantum inverse scattering
method and the theory of groups representations. Indeed, the "representation" is parametrized by the function $a(\lambda) / d(\lambda)$ [18]. We succeeded in evaluation of the dependence of the correlation function on this arbitrary function (the coefficients $\mathscr{A}_{k}^{n}$ depend only on the $R$-matrix).

Let us discuss the series (2.15) and make some hypothesis. The series seems to be convergent due to the weight $\omega(\lambda)$. Its contribution can be estimated as $\omega_{0}^{k}$ (2.14) $\left(0<\omega_{0}<1\right)$. All other factors in expression (2.12) depend on $k$ in a polynomial way. The analysis of the series leads to the following estimation:

$$
0 \leqq \frac{\langle\Omega|: j\left(x_{1}\right) j\left(x_{2}\right):|\Omega\rangle}{\langle\Omega \mid \Omega\rangle} \leqq\left[\int_{-q}^{q} \rho(\lambda) d \lambda\right]^{2} .
$$

## Appendix A

Let us consider the Jacobian det $\varphi^{\prime}$ in the generalized model. We write the matrix (see the beginning of Sect. 3)

$$
\begin{equation*}
\varphi_{j \ell}^{\prime}=\delta_{j \ell}\left[z_{j}+\sum_{m=1}^{N} K_{j m}\right]-K_{j \ell} \tag{A.1}
\end{equation*}
$$

as a product of two factors:

$$
\begin{equation*}
\varphi^{\prime}=\mathbf{G} \boldsymbol{\Theta}, \quad \operatorname{det} \varphi^{\prime}=\operatorname{det} \mathbf{G} \operatorname{det} \boldsymbol{\Theta} \tag{A.2}
\end{equation*}
$$

Here

$$
\begin{equation*}
\Theta_{j \ell}=\delta_{j \ell} \vartheta_{\ell}, \quad \vartheta_{\ell}=z_{\ell}+\sum_{m=1}^{N} K_{\ell m}>0 \tag{A.3}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{j \ell}=\delta_{j \ell}-K_{j \ell} / \vartheta_{\ell} . \tag{A.4}
\end{equation*}
$$

The representations similar to (A.1)-(A.4) are valid for matrices $\varphi_{x}^{\prime}$ and $\varphi_{y}^{\prime}$. They can be obtained from (A.1)-(A.4) by replacement of $z_{j}$ by $x_{j}$ or by $y_{j}$ respectively. The thermodynamic limit (see the beginning of Sect. 4) of $\vartheta_{\ell}$ is equal to

$$
\begin{equation*}
\vartheta_{\ell}=2 \pi L \rho_{u}\left(\lambda_{\ell}\right) \tag{A.5}
\end{equation*}
$$

Here we replaced $\Sigma$ by an integral like in (1.4), and use the equation (4.1). The determinant of $\Theta$ is equal to $\operatorname{det} \Theta=\prod_{j=1}^{N}\left[2 \pi L \rho_{u}\left(\lambda_{j}\right)\right]$. The operator $\mathbf{G}$ in the limit turns into the integral operator (1.2), (1.3) $\mathbf{G}=(\mathbf{1}-\mathbf{K} / 2 \pi)$. So the final answer is

$$
\begin{equation*}
\operatorname{det}_{N} \varphi^{\prime}=\left\{\prod_{j=1}^{N}\left[2 \pi L \rho_{u}\left(\lambda_{j}\right)\right]\right\} \operatorname{det}(\mathbf{1}-\mathbf{K} / 2 \pi) \tag{A.6}
\end{equation*}
$$

Now let us consider $\operatorname{det}_{n_{y}}\left(\varphi_{y}^{\prime}\right)$ from (4.11). Here $n_{y} \geqq(N-\ln N)$ goes to infinity in the thermodynamic limit. We represent the matrix $\varphi_{y}^{\prime}$ in the form (A.2) $\varphi_{y}^{\prime}=\mathbf{G}^{y} \Theta^{y}$ with

$$
\begin{gather*}
\Theta_{j \ell}^{y}=\delta_{j \ell} \vartheta_{\ell}^{y} ; \quad \vartheta_{\ell}^{y}=y\left(\lambda_{\ell}^{y}\right)+\sum_{m=1}^{n_{y}} K\left(\lambda_{\ell}^{y}, \lambda_{m}^{y}\right)  \tag{A.7}\\
G_{j \ell}^{y}=\delta_{j \ell}-K\left(\lambda_{j}^{y} \lambda_{\ell}^{y}\right) / \vartheta_{\ell}^{y}
\end{gather*}
$$

By means of (3.8), (3.9), (4.3) and (A.5) one can calculate the limit of $\vartheta_{\ell}^{y}$ :

$$
\begin{equation*}
\vartheta_{j}^{y}=2 \pi L \rho_{u}\left(\lambda_{j}^{y}\right)-x\left(\lambda_{j}^{y}\right)-\sum_{\ell=1}^{n_{x}} K\left(\lambda_{j}^{y} \lambda_{\ell}^{x}\right) . \tag{A.8}
\end{equation*}
$$

The determinant of $\Theta^{y}$ is equal to

$$
\begin{align*}
& \frac{\operatorname{det} \Theta^{y}}{\prod_{m=1}^{n_{y}}\left[2 \pi L \rho_{u}\left(\lambda_{m}^{y}\right)\right]}=\prod_{j=1}^{n_{y}}\left[1-\frac{x\left(\lambda_{j}^{y}\right)+\sum_{\ell=1}^{n_{x}} K\left(\lambda_{j}^{y} \lambda_{\ell}^{x}\right)}{2 \pi L \rho_{u}\left(\lambda_{j}^{y}\right)}\right] \\
& \quad \rightarrow \exp \left\{\frac{-1}{2 \pi} \int_{-q}^{q}\left[x(\mu)+\sum_{\ell=1}^{n_{x}} K\left(\mu, \lambda_{\ell}^{x}\right)\right] d \mu\right\} \tag{A.9}
\end{align*}
$$

see (1.4). Here the sum is over the set $\left\{\lambda^{x}\right\}$ (3.9). In (A.9) the weight $\omega(\lambda)(2.13)$ appears. The limit of $\mathbf{G}^{y}$ is exactly the same as that of $\mathbf{G}, \mathbf{G}^{y} \rightarrow(\mathbf{1}-\mathbf{K} / 2 \pi)$. So the asymptotical expression for the Jacobian is

$$
\begin{equation*}
\frac{\operatorname{det}_{n_{y}}\left(\varphi_{y}^{\prime}\right)}{\operatorname{det}(\mathbf{1}-\mathbf{K} / 2 \pi)}=\left\{\prod_{j=1}^{n_{y}}\left[2 \pi L \rho_{u}\left(\lambda_{j}^{y}\right)\right]\right\}\left\{\prod_{\ell=1}^{n_{x}} \omega\left(\lambda_{\ell}^{x}\right)\right\} \exp \left\{-\int_{-q}^{q} \frac{x(\lambda) d \lambda}{2 \pi}\right\} . \tag{A.10}
\end{equation*}
$$

Note. The asymptotical expression for $\operatorname{det} \varphi_{v}^{\prime}(3.35)$ is similar, but the last factor is absent.

The ratio of two determinants (A.6) and (A.10) is equal to

$$
\begin{equation*}
\frac{\operatorname{det}_{n_{y}}\left(\varphi_{y}^{\prime}\right)}{\operatorname{det}_{N}\left(\varphi^{\prime}\right)}=\left\{\prod_{\ell=1}^{n_{x}}\left[\frac{\omega\left(\lambda_{\ell}^{x}\right)}{2 \pi L \rho_{u}\left(\lambda_{\ell}^{x}\right)}\right]\right\} \exp \left\{\frac{-1}{2 \pi} \int_{-q}^{q} x(\lambda) d \lambda\right\} . \tag{A.11}
\end{equation*}
$$

## Appendix B

Let us prove that $\varphi^{\prime}>0$ at $z_{j}>0$. If $v_{j}$ is a real vector, then the quadratic form

$$
\begin{equation*}
\sum_{i, j=1}^{N} \varphi_{i j}^{\prime} v_{i} v_{j}=\sum_{j=1}^{N} z_{j} v_{j}^{2}+\sum_{j>i} K_{j i}\left(v_{j}-v_{i}\right)^{2} \tag{B.1}
\end{equation*}
$$

is positive, see (A.1). It means that

$$
\begin{equation*}
\varphi^{\prime}>0, \quad \operatorname{det} \varphi^{\prime}>0 . \tag{B.2}
\end{equation*}
$$

It leads to $1>\mathbf{G}>0$, see (A.2)-(A.4). In the thermodynamical limit the operator

$$
\begin{equation*}
1>1-\mathbf{K} / 2 \pi>0 \tag{B.3}
\end{equation*}
$$

is positive and nondegenerate, see [5-7].

## Appendix C

The value $E_{N}^{(1)}(0,[x])$ is less than $E_{N}(0,[x])$, see (4.4), (4.11) at $\alpha=0$ :

$$
\begin{equation*}
E_{N}^{(1)}(0,[x])<E_{N}(0,[x])=1 \tag{C.1}
\end{equation*}
$$

Here we use (4.5) and (B.2). In the thermodynamical limit it means that

$$
\begin{equation*}
E_{N}^{(1)}(0,[x])=\left.\sum_{n_{x}=0}^{[\ln N]} W\left(n_{x}\right)\right|_{\alpha=0} \leqq 1 . \tag{C.2}
\end{equation*}
$$

As $W(n)>0$ at $\alpha=0, E_{N}^{(1)}$ form monotonically increasing, bounded sequence. So at $N \rightarrow \infty$ this sequence has a limit, and the series

$$
\begin{equation*}
\left.\sum_{n=0}^{\infty} W(n)\right|_{\alpha=0} \tag{C.3}
\end{equation*}
$$

is covergent. It means that the series (4.14) is absolutely convergent as $|W(n)|=W(n)$ at $\alpha=0$.

Now let us prove that the limit of $E_{N}^{(2)}(\alpha)$ in (4.10) is equal to zero. The standard estimation (see (B.2)) shows that

$$
\begin{equation*}
\left|E_{N}^{(2)}(\alpha,[x])\right| \leqq E_{N}^{(2)}(0,[x]) \tag{C.4}
\end{equation*}
$$

By means of (4.5), (4.10) one has:

$$
\begin{equation*}
E_{N}^{(2)}(0,[x])=1-E_{N}^{(1)}(0,[x]) . \tag{C.5}
\end{equation*}
$$

Using Eq. (4.16) and the fact that Eq.(4.17) at $\alpha=0$ has only one solution $P(t, 0)=0$, we obtain

$$
E_{N}^{(1)}(0,[x]) \underset{N \rightarrow \infty}{\longrightarrow} 1
$$

It means that

$$
\begin{equation*}
\lim _{N \rightarrow \infty} E_{N}^{(2)}(0,[x])=\lim _{N \rightarrow \infty} E_{N}^{(2)}(\alpha,[x])=0 \tag{C.6}
\end{equation*}
$$

## Appendix D

Here we prove the uniqueness theorem for Eq. (4.17) or (4.9). Let us suppose that we have two solutions $P_{(1)}(t)$ and $P_{(2)}(t): \operatorname{Re} P_{(1,2)} \leqq 0$,

$$
2 \pi P_{(1)}-\exp \left\{\alpha+\mathbf{K} P_{(1)}\right\}=-1 ; \quad 2 \pi P_{(2)}-\exp \left\{\alpha+\mathbf{K} P_{(2)}\right\}=-1
$$

see (1.3). Let us subtract the equations and prove the estimate

$$
\begin{equation*}
0=\mid 2 \pi\left(P_{(1)}-P_{(2)}\right)-e^{\alpha}\left(e^{\mathbf{K} P_{(1)}}-e^{\left.\mathbf{K} P_{(2)}\right)}|\geqq(2 \pi-\mathbf{K})| P_{(1)}-P_{(2)} \mid \geqq 0 .\right. \tag{D.1}
\end{equation*}
$$

It will prove the theorem as the equation $(2 \pi-\mathbf{K})\left|P_{(1)}-P_{(2)}\right|=0$ has only one solution $P_{(1)}=P_{(2)}$, see Appendix B. The first step in the proof of the estimate is:

$$
\mid 2 \pi\left(P_{(1)}-P_{(2)}\right)-e^{\alpha}\left(e^{\mathbf{K} P_{(1)}}-e^{\left.\mathbf{K} P_{(2)}\right)}|\geqq 2 \pi| P_{(1)}-P_{(2)}|-| e^{\mathbf{K} P_{(1)}}-e^{\mathbf{K} P_{(2)} \mid} .\right.
$$

As $\operatorname{Re} K P_{(1.2)} \leqq 0(\mathbf{K}$ is a positive, see (1.3)) we have

$$
\left|\exp \left\{\mathbf{K} P_{(1)}\right\}-\exp \left\{\mathbf{K} P_{(2)}\right\}\right| \leqq\left|\mathbf{K} P_{(1)}-\mathbf{K} P_{(2)}\right| \leqq \mathbf{K}\left|P_{(1)}-P_{(2)}\right|
$$

It proves the estimate and concludes the proof of the uniqueness theorem.
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