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Introduction. K. Kawazu and S. Watanabe [5] have defined a CBI 
process as a Markov process X = (xt, Px) with state space [0, oo], with oo as 
a trap, possessing the property that, for each t ^ 0, A ^ 0, there exist 
<p(t, A) ̂  0 and i//(t9 A) ̂  0 such that 

(1.1) Ex[e-^;t<e00] = cp(t9X)e-x^\ 

for every xe[0, oo]; here e^ = inf{t:xt = oo}. Previously Lamperti [6] 
had treated the case q> = 1. 

The Markov property of X implies that, for A ^ 0, s, t ^ 0, 

(1.2) W + s9X) = iKt9Ms,X))9 

(1.3) q>{t + s, A) = <p(t, A)<p(s, iA(t, A)). 

Under the condition of right continuity of X at £ = 0, it follows from (1.2) 
and (1.3) that \j/ and q> are differentiable. Explicitly, we have 

(1.2') dxj/ldt = Rty), (A(0+, A) = A, 

(1.3') (p(t9 A) = exp - f F(iA(5, A)) ds 

for appropriate functions R and F. Kawazu and Watanabe have used the 
property (1.1) to show that they must have the form 

(1.4) R(X) = -od 2 + jSA + y - P te-** - 1 + -^-^\n^dx\ 
J0+ \ 1 + x J 

/•OO 

(1.5) F(A) = c + dX-\ (e~Xx - l)n2(dx\ 

when nx and n2 are measures on the Borel sets of (0, oo) with the property 
that 
r00 u2 r00 u 

-n^du) + n2(du) <oo; a ^ 0, y ̂  0, c ^ 0,d ^ 0. 
J0+ 1 + w J0 + 1 + u 
Furthermore any set of parameters (a, /?, y, c, d, nl5n2) define a unique 

^MS 1970 swfy'ert classifications. Primary 60J80, 60F05; Secondary 60K30. 
Key words and phrases. Branching processes, limiting distributions, nonlinear normaliza­

tions, linear dam model. 
1 Supported by NSF Grant GP-9437 and GP-28576. 

Copyright ©American Mathematical Society 1972 

242 



CONTINUOUS STATE BRANCHING PROCESSES 243 

CBI process. In this note we shall only deal with conservative processes. 
According to Kawazu and Watanabe, this is equivalent to y = c = 0 and 
ƒ£+ R^X)'1 dX = +00 where R*(X) = max(R(X), 0). This is satisfied, for 
instance, in the case JQ xnx(dx) < oo, which we shall explicitly assume ; let 

JQ 1 •+- X 

We shall first give a general result and then proceed to examine special 
cases. 

Statement of results. 

THEOREM. Let X = (xt, Px) be a conservative CBI process with ƒ f xnx(dx) 
< oo. Let p(t) = ept if p > 0; p(t) — 1 if p ^ 0. As t -» oo, xt/p(t) converges 
in distribution to a proper random variable if and only if 

(A> 1 mdX *œ-
COROLLARY 1. Let p > 0, jf x log x n^dx) < oo. Then as t -» oo, x,/epr 

/uzs a proper, nondegenerate limiting distribution if and only if 

/•OO 

(B) (log x)n2(dx) < oo. 

The convergence takes place almost surely and in L1 mean. 

COROLLARY 2. Let p < 0. Then ast -> oo, x, /za5 a proper, nondegenerate 
limiting distribution if and only if (B) is satisfied. 

COROLLARY 3. Let p = 0, jf x2n1(dx)= oo. Then as t -• oo, xf /ias a 
proper, nondegenerate limiting distribution if and only if (A) w satisfied. 

For comparison with known theorems for Galton-Watson processes we 
give the following result which applies in the case of finite variance. 

COROLLARY 4. Let p = 0, jf x2ni(dx) < oo, jf xn2(dx) < oo; then as 
t -• oo, xjt has a proper, nondegenerate limiting distribution. 

A short calculation shows that the condition (B) is a special case of the 
condition (A) for the case R(X) = X. This case appeared [1] in the study of a 
storage system proposed by Moran [7]. Condition (B) has appeared in the 
study of discrete parameter, discrete state branching processes, by 
Heathcote [3], [4]. Corollary 3 is related to a result of Seneta [8]. Recent 
work of Foster and Williamson [2] extend Seneta's observations. 

When condition (B) fails, the following result gives a nonlinear normal­
ization which produces weak convergence. We know of no analogue in the 
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discrete parameter case. For simplicity, we state the result in the subcritical 
case. 

THEOREM 2. Let X = (xt, Px) be a conservative CBI process with — oo < p 
< 0. For x> Olet 

H(x)={ ^du, m(x) = exp(H(logx)). 
Je-x K(U) 

Assume that as x -> oo, we have 

(CI) H(x) -+ oo, 

(C2) xH'(x) -> 0. 

Then for 0 ^ w ^ 1, 

(*) P,{m(xf)/m(ec') ^ w} -* w1/c, 

as t -» oo, /zere c = — p < 0. 
This result covers cases in which the integral (B) diverges "slowly." Con­

dition (C2) holds, for example, if H (x) = log log x ; then (log log xf)/(log ct) 
converges weakly to a limit. If H(x) = log x, condition (C2) fails ; a direct 
calculation shows nonetheless that we have (log xt)/ct weakly convergent 
when t -> oo. If H(x) = x1/2

9 a direct calculation shows that, as t -» oo, 
(log xt)/t

2 converges weakly; this is not of the above form (*). 
Professor Michael B. Marcus has made the useful observation that H{x) 

can be expressed directly in terms of the distribution n2 by the relation 
H(x) ~ const Jï(n2([w, oo )/u)du). 

It is a pleasure to thank Dr. K. B. Erickson for several helpful conversa­
tions relative to the above work. 
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