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1. Introduction and statement of the problem. The importance of 
the spectral reduction theory for bounded and unbounded selfadjoint 
and normal operators in Hubert space is amply demonstrated by its 
diverse applications to such far reaching fields of mathematics as the 
theories of topological groups, almost periodic functions, harmonic 
analysis, and selfadjoint boundary value problems. The problems 
centering around the reduction theory for nonnormal operators are 
among the most important problems in the theory of linear operators. 
Notable among the many early contributions to such problems were 
those of I. Fredholm [20] in 1903 and G. D. Birkhoff [5] in 1908. 
Fredholm discussed a certain class of linear integral equations and 
Birkhoff, a class of linear differential boundary value problems on a 
finite interval. The operators discussed in the Fredholm theory are 
compact and have spectra which are at worst convergent sequences. 
The corresponding spectral resolutions need not be countably addi­
tive, or, what amounts to the same thing, the eigenvalue expansions 
need not be unconditionally convergent. The Fredholm theory was 
later given a more abstract basis, stated in operator form and free 
of determinant theory, by F. Riesz [32], J. Schauder [33], and T. H. 
Hildebrandt [22]. The deep and comprehensive work of Birkhoff on 
eigenvalue expansions associated with (not necessarily selfadjoint) 
differential operators of arbitrary order strongly suggests that, ex­
cept for certain irregular cases, linear differential boundary value 
problems on a finite interval will have unconditionally convergent 
(in Hilbert space) eigenvalue expansions. That this is indeed the case 
is shown by the work of J. T. Schwartz1 and H. P. Kramer [24] who 
have given Birkhoff's results in an abstract linear operator form. The 
general formulation shows that the expansion theory is valid for 
operators whose analytical expressions may involve integral and 
difference operators as well as other types of terms. The recently 
announced results of M. A. Neumark [28; 29; 30] on singular differ-
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ential operators of the second order suggests that a countably addi­
tive spectral reduction should be expected for a large class of nth 
order linear differential boundary value problems on the infinite 
interval. Schwartz has developed and applied operator theory to the 
extent of being able to give an operator-theoretic basis for many 
singular nonselfadjoint boundary value problems of the second order 
and in particular he has established a countably additive spectral 
reduction for the type of operators considered by Neumark. The 
analytical difficulties arising in the nth order case have retarded cor­
responding progress for the general problem. However, the research, 
as yet unpublished, of David McGarvey indicates that a large class of 
nth order differential operators with periodic coefficients will have a 
countably additive spectral reduction. I t thus appears that enough 
evidence exists to justify a serious study, in abstract form, of oper­
ators which admit a countably additive spectral resolution. In fact, 
it has been conjectured by Schwartz that all singular linear differen­
tial boundary value problems on an infinite interval I with very mild 
growth restrictions on the coefficients (except for those of a highly 
irregular or pathological character similar to the irregular cases of 
G. D. Birkhoff) determine, in a sense that will be made more precise 
presently, operators in Z,2(7) which have a countably additive spectral 
resolution. 

The main problem, of course, is that of discovering conditions on 
an operator which, on the one hand, are sufficient to insure the exist­
ence of a countably additive resolution of the identity and, on the 
other hand, are stated in a form that may be applied to the more con­
crete problems of mathematical study. A beginning has been made 
on this problem and on many related problems all pertaining to the 
study of operators with countably additive spectral resolutions de­
fined on the Borel sets in the complex plane. In this lecture I shall 
try to survey the present state of knowledge concerning such oper­
ators, which, for brevity, I shall call spectral operators, and in par­
ticular I shall describe briefly some of the applications of the theory 
of spectral operators to boundary value problems. 

A word about the spectral reduction problem as opposed to the 
general reduction problem may be in order. The general problem is 
that of finding all projections £ which reduce an operator T i.e., 
which commute with it. For if £ and thus £ ' = ƒ - - £ commutes with 
T then the whole J5-space 36 in which T operates is the direct sum of 
the invariant subspaces £36 and £'36 and the study of T is reduced to 
the study of T on the invariant subspaces. Such a formulation of the 
reduction problem is not one that will suit our purposes in the study 
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of a spectral reduction of an operator. For example, the general prob­
lem when applied to the identity operator is that of finding all projec­
tions. Whereas, from the spectral point of view, the identity, whose 
spectrum is a single point, may not be reduced further. A precise 
formulation of the spectral reduction problem for a bounded linear 
operator is as follows. For each set 5 in the family B of Borel sets in 
the complex plane we wish to find a projection £(S) which reduces a 
given operator T in the complex Banach space H and is such that the 
spectrum of the restriction T\ £ ( Ô ) X of T to £(ô)3Ê is contained in the 
closure 3 of S, i.e., 

(i) TE(S) = E(Ö)T, <r(T\ £(5)£) C S , 8 g 5 . 

The map 8-+E(d) of the Boolean algebra B into the Boolean algebra 
of projections £(5) should be a homomorphism mapping the units in 
B into 0 and / , i.e., 

£(<£) = 0, E(p) « / , £(ô') « £(«) ' , 

£(S H or) = £(5) A £(<r), £(ô U a) = £(5) V JS(cr)f 

where we have written 0, p for the void set and the whole complex 
plane respectively, S' for the complement of 5 in p, A' for the comple­
mentary projection I—A, and A\JB, A f\B for A+B— AB} AB re­
spectively. A third condition demanded of the projections £(S) is 
that they be bounded in S, i.e., 

(iii) | £(ô) | è M, « G S , 

for some constant M independent of the Borel set ô. Finally it is 
required that £(S) be countably additive in S in the strong operator 
topology, i.e., for every sequence {ôn\ of disjoint Borel sets 

(iv) £( u ôn)x = 3£E(8.)*, « e x . 

(According to a theorem of Orlicz-Pettis [3l] this condition of 
countable additivity will hold if each of the scalar functions x*E(ô)x 
with x in 3£ and #* in 3£* is countably additive on B.) The conditions 
(i), • • • , (iv) are clearly redundant but that does not concern us 
here. They state in clear form the four basic properties of the map 
£ : 5—»£(S) which, since it is uniquely determined by 7\ is called the 
resolution of the identity for T or the spectral resolution of T. The 
spectral reduction problem for an operator T in a complex 5-space 
36 is thus that of finding a resolution of the identity for T, i.e., a map 
5—>£(ô) of the Borel sets 8 in the complex plane into a family of 
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projections E(d) having the properties (i), • • • , (iv). An operator T 
which has a spectral resolution in this sense is called a spectral oper­
ator. I t has been observed [ l l ] that the spectral reduction problem 
is, for finite dimensional spaces equivalent to the canonical reduction 
of Jordan in classical matrix theory. Thus every operator in a finite 
dimensional space is a spectral operator. The spectral theorem in 
Hubert space shows that every bounded selfadjoint or normal oper­
ator is a spectral operator. In the preceding formulation of the spec­
tral reduction problem the operator T was tacitly assumed to be 
bounded. In case T is merely a closed linear operator with domain 
3) ( r ) in 36 the condition (i) must be replaced by the condition (i)' 
that follows. 

[ £)(r) 2 E(fi)X, 5 bounded, 

(i)' JB(«)©(T) £ ®(3T), TE(d)x = E(fi)Tx, x G ©(T), 5 G B, 

L(5T | £(«)(*) Cô , ÔGB, 

where the restriction r | 12(5)36 of T to E(8)% has domain 3D (I*) 
P\JE(5)9£. AS in the bounded case the spectral resolution is uniquely 
determined2 by T. Well known examples of unbounded spectral oper­
ators are the unbounded selfadjoint operators in Hubert space. 

Besides the finite matrices and the selfadjoint or normal operators 
in Hubert space I shall list here a few other examples of bounded 
and unbounded spectral operators of frequent occurrence in mathe­
matical analysis. K. O. Friedrichs [21 ] has shown that the operator 

(v) (Tf)(s) = sf(s) + fbK(s, t)f(t)dt, 

where the kernel K satisfies certain Lipschitz conditions, is actually 
similar to the selfadjoint operation (Af)(s) =zsf{s) in L<t{a, b) and thus 
T has a spectral resolution. The same result probably holds if T is 
regarded as an operator in Lp(a, b) with 1 <p< oo but, as far as I 
know, the details have not been checked. Friedrich suggests in his 
work that his result is also valid if, instead of assuming the Lipschitz 
conditions on K, it is assumed that K belongs to a certain class of 
Fourier transforms. This suggestion was carried out by J. T. Schwartz 
who found that the operator T of equation (v) is a spectral operator 
in Lp(a, b) with 1 <p< co provided that the kernel K is the Fourier 
transform of a Borel measure fx in the plane whose total variation is 
less than (27r)_1. That is, the operator T of equation (v) is a spectral 
operator in Lp(a, b) with Kp< oo provided that 

2 Bade [l ] has developed the theory of unbounded spectral operators. Further 
results will be found in [15]. 
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ƒ 00 /% 00 

I ei(su+tv)fi(du, dv), var 0 ) < 1 /2T. 
—00 *^ — 0 0 

An analogous result is true on the infinite interval. More precisely, 
if multiplication (Af)(s) — sf(s) is defined on the domain T)(A) of 
those ƒ in Lp( — oo, oo ) for which 

/_ : 
sf(s) \pds < oo 

and if K is a kernel satisfying (vi) and the further restriction that the 
operations 

(Kf)(s) = f°K(s,t)f(t)dt, (!ƒ)(/) = f°K(s,t)f(s)ds 
J — oo J — oo 

are bounded linear operations in Lp(— <x>, oo) then the operation 

(vii) (27) (s) = sf(s) + f°K(s, t)f(t)dt 
J ~oo 

is, for Kp < co, an unbounded spectral operator in Lv{ — oo, oo ) with 
domain S)(-4) which is similar to the operator A. 

The results stated in the preceding paragraph may be proved by 
Friedrich's methods of establishing similarity of operators. Another 
method which has been useful in establishing the existence of a 
spectral resolution for nonself ad joint operators consists of determin­
ing analytical conditions on the resolvent of an operator which are 
sufficient to insure the existence of projections E(ö) satisfying condi­
tions (i), • • • , (iv). This method, which will be indicated in some 
detail in §§3 and 4 that follow, leads to the surprising result that, for 
large classes of operators which occur among the natural objects of 
mathematical study, the condition on the resolvent which states the 
boundedness condition (iii) is by itself sufficient to insure that the 
operator is a spectral operator. It should be mentioned that the 
analytical forms taken on by the boundedness condition (iii) in the 
various applications given explicitly later, are by no means easily 
applied in all examples. In fact only in the known case of selfadjoint 
operators in Hubert space is it clearly satisfied. In all other cases 
where the condition has been verified the analytical calculations have 
been considerable. A few examples of differential operators for which 
Schwartz has verified the boundedness condition are the following. 
Other examples have been recently discovered by D. R. Smart.8 

8 Communicated to the author by letter. 
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In the case of differential operators associated with boundary value 
problems on a finite interval the situation is the following. The un­
bounded operator T in L^a, b) determined by the formal differential 
expression 

(viii) (Tf)(t) = ƒ<»>(*) + E ay(0/«>(0, 

where the a / s are arbitrary bounded, complex, measurable functions, 
if restricted by a set of linearly independent, homogeneous, and regu­
lar (in the sense of Birkhoff) boundary conditions, is a spectral oper­
ator in £2(0, b). In this case the resolvent is compact and thus the 
spectrum is discrete and only a finite number of the eigenvalues have 
index4 greater than one. The associated generalized5 eigenvalue ex­
pansion is unconditionally convergent. All of these properties hold 
for a somewhat more general class of unbounded operators, e.g., 
operators T in L2{a, b) having the form 

(ix) (iy)(0 =/(w)(0 + Z ^ / O ) 

where the B/s a r e arbitrary bounded linear operators in L<i{a> b). 
The operators Bj may be integral or difference operators or a com­
bination of such and thus there is a large class of linear nth order 
boundary value problems in a finite interval which determine spec­
tral operators. 

As mentioned earlier Neumark has recently announced results 
which, in our terminology, amount to the assertion that certain singu­
lar second order differential operators are spectral operators. Follow­
ing an idea suggested by Neumark, Schwartz has verified the condi­
tions of the general theory of spectral operators and thus has put the 
Neumark type of singular differential operator into the framework of 
general spectral theory. Briefly (and somewhat incompletely) stated 
the Neumark-Schwartz result (or rather one of the numerous such 
results) is that the unbounded operator T in 1,2(0, <x>) determined by 
the formal differential operator 

(x) r = - (d/dt)2 + q(t), 0 ^ t < 00 

and an arbitrary nontrivial linear homogeneous boundary condition 
at zero, where q is a bounded complex valued measurable function for 
which 

4 The index of an eigenvalue X is the smallest non-negative integer n for which 
the equation (T—\I)nx=*0 has the same solutions as the equation (T—XJT)n+1#=»0. 

5 A generalized eigenvalue expansion is one of the form x=* ^xm where 

(r-xm/)n«^»o. 
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f (i + ^)|«(ol*< », 
J o 

is a spectral operator. Basically this is a result on the perturbation 
of spectral operators with continuous spectrum. Closely related re­
sults for the self adjoint case were established by Moser [27]. The 
main part of the analytical work involved in verifying the conditions 
required by the general theory is in obtaining sufficiently good 
asymptotic estimates for the solutions of the equation rf ==X/. 

In formulating the spectral reduction problem as we have done by 
demanding boundedness and countable additivity of the spectral 
resolution we have admittedly ruled out many interesting and ele­
mentary operators. For example Wermer [38] has shown that the 
map {<*„}—»{an+i} in /2(0, <*>) is reduced by no bounded projection 
other than 0 and / . Fixman6 has recently shown that even the unitary 
shift operator in lp( — °°, °°) fails, in case p7&2, to have a countably 
additive resolution of the identity. Fixman has also given examples 
of unitary operators in C(Ö), the complex continuous functions on the 
compact Hausdorff space Q, which are not spectral operators. In fact 
by demanding a countably additive resolution of the identity we 
probably rule out most of the differential operators in Lp with p?*2. 
However in many of the irregular cases of eigenvalue expansions 
associated with boundary value problems with discrete spectrum 
where the expansions are not unconditionally convergent (and thus 
the operators are not spectral operators) the general theory of spec­
tral operators shows exactly how the expansion may be summed to 
the function being expanded. 

A word about the organization of the present communication. In 
§2 the properties of spectral operators, their multiplicity theory, and 
the theory of algebras of spectral operators will be very briefly de­
scribed. Practically no proofs will be given here as they are either to 
be found in the literature7 or else they will appear in papers by Bade 
[4] or Foguel [17; 18; 19]. In §§3 and 4 however, we present in some 
detail, giving proofs and complete statements, the converse problem 
i.e., the problem of determining conditions on an operator sufficient 
to make it a spectral operator. In §3 four properties of the analytic 
functions (£ƒ—JT)-"1*; and their singularities are stated which are 
necessary and sufficient in order that an operator in a weakly com­
plete space be a spectral operator. Because of their generality these 
conditions are quite difficult to apply in most concrete cases and for 

6 Communicated to the author by letter. 
7 Most of the results mentioned in §2 will be found in the references [l ; 2; 3; 13; 

16; 23; 37]. 



224 NELSON DUNFORD [September 

this reason we discuss, in §4, operators whose spectra lie in Jordan 
curves and whose resolvents have a finite rate of growth along a set 
of transversals to the Jordan curves. In this situation all but one of 
the four conditions required in §3 may be proved in abstract form 
and thus there is but one (the boundedness condition (B) of §3 which 
corresponds to (iii) above) to be verified in specific cases. The restric­
tions on the topological nature of the spectrum and on the rate of 
growth of the resolvent which are imposed in §4 are justified by the 
fact that they are satisfied by most operators arising from differential 
boundary value problems. 

In fact the nth order singular differential operators with periodic 
coefficients have been shown by McGarvey to have their spectra 
lying in a finite set of analytic arcs. Also G. C. Rota has recently 
shown that the nth order singular operators whose coefficients are 
rational functions have their essential spectra in a finite set of analytic 
arcs. The resolvent in these cases has first order rate of growth along 
the normals to interior points of these analytic arcs. In these situa­
tions one finds examples of spectral operators which, unlike the situa­
tions considered by Neumark, are not similar to selfadjoint operators. 
For example McGarvey has shown that the second order operator 
— (d/df)2+a(d/dt) +q(t) where a is a real constant not zero and g is a 
complex valued periodic function small relative to a determines a 
spectral operator in L2(— <*>, <*>). In this situation the spectrum need 
not be real and the operator need not be similar to a selfadjoint oper­
ator. If a = 0 this is no longer true for McGarvey shows that the oper­
ator — (d/dt)2 + ee2rit is not spectral for any e^O. What destroys the 
spectral property in those cases which have been analyzed is the 
existence of a finite set of irregular branch points about which the 
spectral resolution is not countably additive. 

A number of examples such as those studied by McGarvey, Neu­
mark, and Rota, has led Schwartz to conjecture that the spectrum 
of a singular differential operator under quite general restrictions on 
the rate of growth of its coefficients and quite general boundary con­
ditions will consist of a finite or enumerable number of analytic arcs 
running into and out of a finite or enumerable set of branch points, 
together with an enumerable, or vacuous, set of point eigenvalues 
whose only limit points are the branch points. I t is further conjec­
tured that the resolvent will have first order rate or growth along the 
normals to points interior to the analytic arcs and that the cor­
responding operators will be spectral operators in the complement of 
that portion of L2 which is associated with an arbitrarily small neigh­
borhood of the branch points. 
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Thus the theory in § §3 and 4 is presented in all detail in the hopes 
that it will interest others in the problem of verifying the Schwartz 
conjecture. 

2. Properties of spectral operators. Before seeking conditions on 
the resolvent i?(£; 7") of a linear operator J1 in a complex J3-space 36 
which are sufficient to insure that T is a spectral operator we shall 
discuss here some of the properties of spectral operators and in par­
ticular see that the resolvent of such an operator does have properties 
not enjoyed by all resolvents. In other words, before seeking condi­
tions sufficient for a spectral reduction we shall seek necessary con­
ditions. Many of the results discussed are to be found in the literature 
or else will appear shortly in papers by S. R. Foguel and so proofs 
will be omitted. However a proof will be given for the canonical re­
duction of a spectral operator as it is more transparent than the one 
in the literature.8 Recently a similar proof was communicated to me 
by Ciprian Foias. 

Throughout this section T will be assumed to be a spectral oper­
ator in the complex JB-space 36. There are three properties of the 
resolvent i?(£; r ) = (£J — T)""1 of the spectral operator T which are 
not properties of all resolvent operators but which are the basic prop­
erties of spectral operators that I wish to emphasize. In the following 
section it will be seen that these three properties come near to being 
sufficient for a spectral reduction and that for the operations arising 
in many mathematical problems the conditions (A) and (C) are 
automatically satisfied and only the boundedness condition (B) re­
mains to be verified. The first of these properties is the single valued 
extension property, 

(A) For each x in X the function i£(§; T)x has the single valued ex­
tension property. 

To interpret this statement a vector valued function ƒ is called an 
extension of i?(£; T)x if it is defined and analytic on an open set 
D(J) containing the resolvent set p(T) of T and if for each £ in D(f) 
we have (%I--T)f(£)~x. The function i?(£; T)x is said to have the 
single valued extension property if every pair ƒ, g of extensions of 
R&\ T)x have /(f) =«(0 for £ in D(f)C\D(g). The union of all the 
open set D(j) as ƒ varies over all extensions of i?(£; T)x is called the 
resolvent set of x and is denoted by the symbol p{x). The spectrum <r(x) 
of x is defined as the complement in the complex plane of the re­
solvent set of x. In view of (A) it is clear that there is a uniquely de­
fined maximal extension #(£), ££p(#) of i?(£; T)x. 

8 Theorem 8 in [13]. 




