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R. D. JAMES 

1. Introduction. Numerous improvements have been made in the 
the sieve method since the appearance of Brim's work.1 Rademacher,2 

Estermann,3 and, more recently, Buchstab4 have introduced new 
ideas and so obtained more precise results. If their work is examined 
it will be seen that the various estimates which they use can all be 
made to depend on the single estimate 

(1.1) H (log p)/p = log x +0(1), 

the summation extending over all primes p^x. 
In a previous paper6 it was shown that Rademacher's results could 

be extended to any infinite set of primes for which the estimate 

(1.2) Jl'(log p)/p = r log x +0(1) 
pS x 

applies. Here, and subsequently, the dash indicates that the summa­
tion extends over all the primes of a given infinite set which do not 
exceed x, and r is a given real number such that 0 <r ^ 1. 

In this paper it will be shown that Buchstab's results can be simi­
larly extended. Application will be made to primes in arithmetic 
progression since the set of all primes p = h (mod k) with (h, k) = 1 
satisfies (1.2) with r = l/4>(k). 

2. Preliminary lemmas. It is well known6 that from (1.1) it follows 
that 

£ 1/p = log log x + C + 0(l / log x) 
pS x 

and 

I I (1 - (VP)) = #/log2 x + 0(l/log» x), 
p^ 3 
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where C and D are constants. These two estimates form the basis of 
Rademacher's results. 

In precisely the same way it follows from (1.2) that 

(2 .1) £ ' \/p = r log log x + C(r) + 0(l / log *) 

and 

(2 .2) I P (1 - (VP)) = D(r)/log*'x + 0(l/log*H-i x)$ 

where C(r) and D{r) depend only on r. Another result which Buchstab 
uses (Lemma 3 of the first paper referred to) and which also follows 
from (1.1) is 

E l / ^ ( l o g * - l o g £ ) 2 } 

= ( l / l o g 2 * ) { l o g ( . - 1) - l o g ( « - 1) 

+ u/(u - 1) - v/(v - 1)} + 0(l / log3 x), 

where u and v are real numbers such that 2 = u = v. 
This may also be written in the form 

(2 4) xl,vép<xl'u 

s* v—1 

= (1/log2 x) I (2 + l ) s~ 2 ^ + 0(l / log3 x) 
J u-l 

which may be generalized. 
The proof of (2.4) is made in the usual way by partial summation. 

An outline of the proof follows. Let 

R(x) = £ (log p)/p 

so that by (1.1) 

R(x) = log x + r(x)1 

where r(x) =0 (1 ) and, in particular r(l) = 0. Then the left side of (2.4) 
is equal to 

X) {R(n) - R(n - l)}/{log «(log x- log n)2} 

(2.5) = X U°g w ~" l°g (« ~~ !)}/{l°g ^(log x — log «)2j 

+ X) { f W - Kw - 1)}/U°g «(log x - log n)2}, 

where the summation range is x1/v^n<x1,u. Since 

log n •— log (n — 1) = 1/w + 0( l /« 2 ) , 
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the first sum will be 

(2.6) J ] l / { w log n(log x — log n)2} 

plus an error term. The sum (2.6), in turn, is given by 

ƒ, l/{*log/(log x - log ty}dt 

plus an error term. The substitution log t = (log x)/(z + l) transforms 
this integral into the integral in (2.4). The proof is then completed 
by showing that the second sum in (2.5) and the various error terms 
are all 0(l / log3 t f) . 

The generalized form of (2.4) is given in the following lemma. 

LEMMA 1. Let s be any positive real number and let u and v be positive 
real numbers such that l^u^v if 2s<l, Ku^v if 2s^l. 
Then 

Z ' i/{#(iog * - log py°} 
xllvû P< xllu 

/
• V—1 

(z + l)2s-lz~2sdz + O(l/log2s+1 x). 
u-1 

The proof is omitted since it follows that given for (2.4) but uses 
(1.2) instead of (1.1). 

3. The first theorem. Next, following Rademacher and Buchstab, 
we define a function Pw(#; y, r) = P(x;y, r\ A, a; pi, ait bt). Let A and a 
be given positive integers and let pu ' • • , pk be the primes not divid­
ing A and less than y of a given infinite set of primes for which 
(1.2) holds. Let co denote a given set of non-negative integers 
ai, b\\ • • • ; ak, bk', ai<pi, bi<pi with a^bi, i = l, • • • , k. Then 
Pœ(x; y, r) is defined as the number of integers n which satisfy the 
conditions 

n < x, n = a (mod A), 

(n — ai)(n — hi) j£ 0 (mod pi), i = 1, • • • , k. 

Since Pw{x\ y, r) =Pù)(x; x, r) for y^x we may allow y to be infinite 
and consider an infinite set of integers ai, bi. 

I t follows as in Rademacher's paper that if pk is the largest prime 
of the given set less than x1,y then 

Pa,(x', x1'-*, r) = P„(x\ pk+h r) > Ex/A - R, 

where 
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£ = i l - 2 Z ' (l/pa)\ 

+ Z ' Z ' (A/PaPùU- 2 Z ' (l/Pc)\ + ••• 

and 

k ^ ki ^ • • • ^ kn ^ 1, 

* = ( 2 £ + l ) (2*x+ l ) 2 - • • (2kn+ l)2. 

From (2.1) and (2.2) it follows that for every e > 0 there exists a 
number w0 = Wo(e) such that for all w^Wowe have 

E ' l / # < r l o g ( m + e), 

I I ' (1 - (2/p)) > (m + e)-2r, w ^ p <wm. 

We now define three positive numbers h> B> and B' which depend on r. 
Thus 

h = £Hr _ 6 | 5 = (22/17)1/^ - e, £ ' = (26/23)1 ' ' - c, 

where e is an arbitrarily small positive number. Buchstab uses these 
numbers with r = 1 in the proofs of his first two lemmas which corre­
spond to our Theorem 1. 

Following Buchstab we choose ki = k where pk is the largest prime 
of the given set less than x1/y; for i^2 we choose ki so that pk( is the 
largest prime in the given set less than xllyBh% . The process is con­
tinued until we come to i = t+l where pkt+1 is the least prime in the 
given set for which pl^Kwo^p^ ^ For t+Ki^n we choose 
pki=pkt+1. 

We denote by Ev (v = 1, 2, • • • , n) the sum formed by taking from 
E only those terms for which the subscripts on the p's exceed fev+i. 
We then write 

2H-Ï 

Ev = 22 Ev , 

where 

8=0 

and S^~s) is the (i — s)th elementary symmetric function of 

2/pm, M = kv+l + 1, kv+l + 2, • • • , kv. 

I t follows as in the papers of Rademacher and Buchstab that for 
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z/^2we have 

(5.3) Ev ^ EV-XPV - $„, 

where 
P,= II' (l-(2/#<)) 

and 

^ \ ^ Z700 c ( 2 * + 1 " S ) 

s=0 

For v = 1 we have 

(3.4) E ^ P x - 5 ^ 

and hence using (3.3) and (3.4) 

E = En > px... pn{ i - pr^r - pr1^1*» 
(3 .5 ) ! _x _x 

- PX P2 P 3 $3 }. 

From (3.2) and the values for B and h it follows that 

S™ = 2 £ ' i /# f l < 2r log (£ + e) = 2 log (22/17), 

ST = 2 2 ' V#« < 2r log (h + e) = 2 log e'7" = 1/2. 

Similarly from (3.2) we obtain 

PT < (22/17)2, P;1 <eV\ 

These numerical results are exactly the inequalities used by Buchstab 
to estimate the value of E from (3.5). We may therefore use his cal­
culations and conclude that 

P„(x) xl>\ r) > 0.9S(cx/log2r x) + 0(x/\og*r+l x) + 0(x5) 

where 

c = c(r) = y2rD(r)/Ay 

Ô = {3 + 2h/B(h- 1 ) } / T . 

Similarly it can be shown that 

P„(x; xl'y, r) < 1 .Olo^x/log2*- x) + 0(x/log2r+1 x) + 0{xb') 

where 

b' = {2 + 2A/J8 ,(A- 1 ) } / T . 
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If we now choose y ~y(r) so that h and b' are each less than 1 we ob­
tain this theorem. 

THEOREM 1. We have 

P„(x; xll\ r) > 0.98 (cx/log2r x) + 0(x/log2r+l x), 

Pa>(x; x1^, r) < 1,016(cx/\og2r x) + O(x/log2r+l x) 

independently of the set co of integers ai, bi. 

4. The second theorem. Corresponding to Buchstab's Theorems 1 
and 2 we have this theorem. 

THEOREM 2. Suppose that f or fixed r there exist functions j\{a) and 
Fk(a) having a finite number of finite discontinuities in the respective 
ranges O^a^Bi, 0^a^B2, where B\ and B2 are certain constants such 
that \Bi — B2\ ^ 1 . Suppose further that the inequalities 

P„(x; x1'", r) > ft (a)(x/\og2r x) + 0(x/log2^ *), 

P„(x; x1!", r) < Fk{a)(x/log2r x) + 0(*/log2r+1 x) 

hold independently of oo. Then the functions f'i+i(a) and Fk+i(ct) defined 
by 

fi+1(a) = fi(a), Fk+i(a) = Fk(a), 0 ^ a < 1; 
. 0 - 1 

/<+i(«) = max | ƒ,(«), f m - 2r ƒ Fk(z)(z + iy-Wdz\ , 

1 ^ a ^ p ^ 

Fk+i(a) = min iFk(a),Fk(0) - 2r ƒ ƒ,(«)(» + l)**-*z*'dz\ , 

1 S a ^ p ^ B2) 
also satisfy the inequalities (4.1). 

Buchstab's proof for the case r = 1 proceeds as follows. The differ­
ence between Pu(x; pk+i, 1) and Pv(x; pk, 1) is the number of integers 
n of the form 

ak + nipk or bk + mpk, m = 0, 1, 2, • • • , 

which satisfy the conditions (3.1) for i = l, 2, • • • , & — 1. This is the 
same as the number of integers m which satisfy the conditions 

m ^ (x — ak)/pky dk + w^& s a (mod A), 

(m — ai)(m — bi) ^ 0 (mod pi), i = 1, 2, • • • , k — 1, 

plus the number of integers which satisfy a similar set of conditions 
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with (ik replaced by bk. Hence we have 

P<*(x\ pk+u 1) = P w 0 ; pk, 1) — P«i((* — a>k)/pk\ pk, 1) 

- P„ï( (* - bk)/pk\ pk, 1). 

Now, Pü>k(x/pk', pk, 1) counts a t most one more integer than 
P<ah((x — cik)/pk\ Pk, 1)> so that we have the recursion formula 

P w O; £*+i, 1) = PcoO; #*, 1) - Po>k(x/pk] pk, 1) 
(4.2) 

— Pu>h{x/pk', pk, 1) + Mfc 

where 0 ̂  JÛ  tk 2. Suppose that £3-, • • • , £& are the primes of the given 
set between xllfi and xlla\ tha t is, 

pj-i < xW S Pi < • • • < pk < xl'« S pk+i. 

By repeated application of (4.2) we obtain 

Pw(#; x1'", 1) = P„(x; x1"*, 1) - E P».(*/P.m, £., 1) 

(4.3) 8 

- I ] Po>'8(x/Ps\ Ps, 1) + 2-. /*•, 

where X̂ Ms = 0(x1 /2). The two sums on the right side of (4.3) are each 
divided into partial sums defined by 

xl/(ui+i+l) < p < xl/(u{+l) 

where 
Ui — a — 1 + i(/3 — a)/w, 

and n is an integer such that c\ log # ̂  w ̂  £2 log x. 
For a typical partial sum Ti we use (4.1) and obtain 

Ti ^ Fk(ui+l) £ x/{p{\og x - log pY) 

+ 0(*/log * ) £ l/{*(log x - log £)2}. 

By Lemma 1 with s = 1, w — l=Ui, v— 1 = wt+i this becomes 

Ui 

' wf+1 ƒ» Wf+1 

(2 + l )*" 2 ^ . 

n-~I / • wi+i /» /3—I 

2 > » ( « w ) I (2 + l)z~2<fe = I F(a)(8 + \)z-Hz + 0(l / log *). 
i = 0 *^ W< v a—1 

Then we have 

n-~ 1 / • wi+i 
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Putting these results together we find that 

Pw(x; xl>«, 1) > (x/log2 x)ifi(p) - 2 f F(z)(z + \)z~2dz\ 

+ 0(#/log3 x) 

which means that 

fiM = fi(fi) - 2 f F{z){z + l)z~*dz 
J a-l 

will serve as a new function in (4.1). 
The result for Fk+i(a) is obtained in exactly the same way. The 

proof of Theorem 2 is the same except that we use Lemma 1 with 
s = r instead of s = 1. 

Since 0^P<o(#; x1 /a , r ) ^ P w ( x ; x1/T, r) for O g a ^ Y it follows from 
Theorem 1 that we may take 

C O for 0 < a < 7 , 

l0.98c for a = 7; 

FQ(O) = 1.016c for Q ^ a ^ y. 

Then, using Theorem 2 we compute successively Fi(a), / I ( « ) ; 

F^a), • • • . A numerical example to illustrate the process is given 
in §6. 

5. A generalization of the second theorem. Let us consider a given 
infinite set of primes for which 

(5.1) £ " (log p)/p = slogx + 0(1), s > r, 

holds and an infinite subset of this set for which (1.2) is satisfied. We 
define a function Pw(#; z, s; y, r) similar to Pw(#; y, r). Let pi, - • - , pk 
be the primes of the given set not dividing A and not exceeding z for 
which (5.1) holds; let pk+u • • • , pi be the primes of the subset not 
dividing A, greater than z and not greater than y for which (1.2) holds. 
Let co denote a given set of non-negative integers ai, b\\ • • • ; aibi\ 
aiKpiybiKpiwithaiT^biyi^l, • • • , /. Then Pw(#; z, s;y, r) is defined 
as the number of integers n ^ x satisfying the conditions 

n s a (mod A); (» — a«)(^ — 6t) ^ 0 (mod pi), i = 1, 2, • • • , /. 

THEOREM 3. Suppose that f or fixed r, s} A there exist f unctions gi(a), 
Gk(a) which have a finite number of finite discontinuities in the range 
O^a^A. Suppose further that the inequalities 
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Pu(x, xlfA, s; xlla, r) > gi(a) (#/l°g2s x) + 0(x/log*a+1 x), 

P„(x; x'IA, s; xll«f r) < Gk(a)(x/log2s x) + 0(x/\og2s+l x), 

0 = a = A, 

hold independently of co. Then the functions gi+i(a) and Gk+i(a) defined 
by 

gi+i(a) = gf(a), Gk+i(a) = Gk(a), 0 = « < 1, 

g,-+i(«) = max |g , (a ) , g,(j8) - It ƒ £*(*)(* + l ) * - 1 * - " * ! , 

Gk+1(a) = min |G*(a),G*(0) - 2r ƒ g<(«)(* + l)*-**-«'<fa| , 

0 g a = 4 , 

are also functions satisfying (5.2). 

The method of proof is again that given by Buchstab but we use 
Lemma 1 instead of (2.4). 

Since Pœ(x; x1,A, s; xllA, r) is the same as the function Pw(tf ; x1,A, s) 
first used, it is clear from Theorem 1 that for A =y we may take 

( 0 for 0 ^ a < 7, 
go(a) = < 

I 0.98c for a = 7, 
Go(a) = 1.016c for 0 = a g 7, 

where c = c(s) is now given by 

c = y2sD(s)/A 

instead of (3.6). 

6. Some numerical results. An interesting question is that of de­
termining how small r must be in order that there should exist in­
tegers n^x, n = a (mod A) for which 

(6.1) (n — di)(n — bi) ^ 0 (mod pi) 

for every pi belonging to the given infinite set satisfying (1.2). Clearly, 
(6.1) holds if pi >x so that we have to determine values of r for which 
Pco(x\x, r) > 0 . 

We shall show that this is true for all sufficiently large x when 
r = 1/5. For this value of r we find that 

h = 3.49, 5 = 3.62, B' = 1 . 8 4 , 7 = 3.78. 
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Then by Theorems 1 and 2 with 

/•0(3.78) = 0.98c, F0(3.78) = 1.016c 

we have 

/ • 2.78 

/ i ( l ) = /o(3.78) - (2/5)F„(3.78) JT*'»(« + l)-*i*dz. 
J o 

I t is easy to show that 

2.78 

2 - 2 / 6 ( 2 + l ) - 3 / 5 ^ < 2 .36 ƒ 
• / 0 

0 

and hence 

/ i ( l ) > c(l/5){0.98 - (0.4)(1.016)(2.36)} > 0. 

I t follows that Pu(x\ x, 1/5) > 0 for all sufficiently large x. 
A deeper problem is that of determining the greatest value of r for 

which Paix) x, r)>0 independently of co. All that we have been able 
to prove so far, however, is what we have just shown, namely that 
r è l / S . 

As a simple numerical example of the use of Theorem 3 we take 
f = 1/2, 5 = 1. Here we can improve Theorem 1 by using the results 
in Buchstab's second paper. From them it follows that we may take 

, for 0 = a < 7, 

.346 for a — 7, 

( 0 
(«) = 1 

143.3-
G0(a) = 56.236 for 0 = a = 7, 

where 6 = 0. 4161 • • • . Then using Theorem 3 with r = 1/2, 5 = 1 we 
find successively 

Gi(6) = 50.756, gi(6) = 32.396, G2(5) = 47.946, 

and finally 

g2(4) = gx(6) - G2(5) f (z+ \)z-Hz > 0. 
J 3 

We have thus shown that P^x; xin, 1 ; x1/4, 1/2) > 0 for all sufficiently 
large x independently of w. 

Suppose now that we take the set of all odd primes as our set with 
5 = 1 and the set of all primes congruent to 3 (mod 4) as the subset 
with r = 1/0(4) = 1/2. Since the function Pw does not decrease if we 
remove the restriction a^bi we may choose 
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ai = O, bi = x (mod pi), 0 < bi < pi, 

x s 2 (mod 4), a = lf A = 4. 

Then Pw(x; #1/7, 1 ; x1/4, 1/2) counts the number of integers n^x such 
that 

n = 1 (mod 4), »(» — a?) ^ 0 (mod pi) 

where pi, • • -, £& are the primes 3, 5, • • • up tox1 / 7 , andpk+i, • • •, pi 
are the primes from xin to #1/4 which are congruent to 3 (mod 4). I t 
follows that neither n nor x — w is divisible by any prime up to x117 

nor by any prime congruent to 3 (mod 4) up to x1,A. 
Now let M and N be the number of primes congruent to 1 and 3 

(mod 4), respectively, which divide n, prime factors of multiplicity m 
counting m times. Each prime of the first set exceeds xin and each 
prime of the second exceeds #1/4. Since n^x the product of primes 
dividing n cannot exceed x. Hence we have 

(6.2) M/7 + N/4 < 1. 

Furthermore, w = l (mod 4) and so N must be even. The only pos­
sible integral solutions of (6.2) are then 

N = 0, M < 6; 

N = 2, M ^ 3. 

Since x = 2 (mod 4) the same reasoning applies to x — n. We have thus 
shown that every sufficiently large integer x = 2 (mod 4) is the sum of 
two integers which either have at most six prime factors all congruent 
to 1 (mod 4) or else have exactly two prime factors congruent to 
3 (mod 4) and at most three congruent to 1 (mod 4). 

I t seems likely that a slight improvement in the method of proof 
would lead to the elimination of the second possibility, but at present 
there are still difficulties to be overcome. 
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