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LAGRANGE MULTIPLIERS FOR FUNCTIONS OF
INFINITELY MANY VARIABLES*

BY L. W. COHEN

The purpose of this note is to extend the Lagrange multiplier
theorem to the case of a maximum of a function of infinitely
many variables subject to an infinity of auxiliary conditions.
The underlying implicit function theorems used are due to
Hart.t The proof employs two lemmas on normal determinants
and associated linear systems of equations which seem to have
been overlooked. } One of these incidentally renders one assump-
tion in Hart's implicit function theorem redundant.

Lemma 1. If Zi,k a,-kl =A and A is the minor of 8;x+aiy
in the determinant A=|8i+ai|, then D i 1| Aur| (G%k) con-
verges and the | Ai;| are bounded.

Proor. Since Ei,klaikl converges, | [«(1 +E,~|a,~k|) con-
verges. If p=aqi0i: - @iy, the infinite product
11+ l pl) extended over all values of p is dominated by the
product J]:(1 —I—Zi|aik[) and converges to a value P. A term
of A, (i5%k), has one of the forms

ariT, ki Biyiy * * * @ii T,

where T is a product of factors $ and the indices are all dis-
tinct. Hence

|A“"l éP{Iak@" + E Zl k7 1:1, iﬁy"'yin;il}’

where Ik, 11, 12, * * * , /in; z| is |akil, ivigy * * a,'”il or zero
according as the indices are distinct or not. Now

* Presented to the Society, December 27, 1933.

t W. L. Hart, Differential equations and implicit functions in infinitely
many variables, Transactions of this Society, vol. 18 (1917), Theorems XII,
XII1, VI.

1 For the normal determinant theory, see F. Riesz, Les Systémes d’ Equations
Linéasres . . ., 1913.
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Let us assume 4 <1. Then

2 4u] P{Zlam|+2 > X Ik,il,-~-,in;i|}
ik i,k ik on dpeeedp

= AmH,

IIA

PA
1-4

IIA

P{A + > An+1} =
It is clear that | 4 ;| <P. The restriction 4 <1 may be removed

by use of a convergence factor.*

LEMMA 2. If D s k]au]| =4, 2 4| bs| =B, and A0, then the
solution %y, of x4+ 4@ ixxs =b; is such thatzkl xk| converges.

ProoFr. The solution is given by

1 1
X = — ZAikbi = —{ E Aubi + Awx bk}.
A It A 1k

Then

1
PAEN é—*}:{ZIAmbfl +|Aucbkl}
& |A| % ik

P
= 5l dal 4o S bl
ik |Al k
which, with Lemma 1, proves Lemma 2.

Let S, T be the sets of points £, n with coordinates x;, ¥;
such that Ix;—ail <r;<r, |y,~—b1-| <rl<r, (1=1,2,---), re-
spectively, and let R be the space (£, ). A function f(§, 7)
is called completely continuous in R if to every €>0 there is
a 8.>0 such that |f(¢, n") —f(£"",n"")| <ewhen |x! —x!'| <3,
|y,~’ -yl | <é., and (¢,7), (§¢’,7"") are in R. The complete con-
tinuity of f(£), f(n) in S, T, respectively, is similarly defined.

ImpriciT FUuNcTioN THEOREM. If

(1) ¢:(& 1) and 3¢:/dy;, (3, j=1, 2, ), are completely con-
tinuous in R;

* See F. Riesz, loc. cit., p. 38.
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(2) |put, n)| SMi=Min R;

3) ]6,,-—6¢ /ayjl conver ges uniformly in R;
4) the determmant [6¢> /ay,l is not zero at (e, B) with coordi-
nates a;, b;;

(5) ¢i(§, m)=01n R;
then unique solutions y;(£) of the system ¢;=0 exist in a neighbor-
hood of (&, B) and are completely continuous in a neighborhood
of a.*
If
(6) 0¢:/dxy, are completely continuous in R;
(7) |9¢:/0x:] S Nw<N in R;
then 0y:/0x; exist in a neighborhood of a, the equations

Wi, <~ 0 9y
A ; 0y; 0xi

are satisfied, and |dy:/dxi| <Qx in the neighborhood.
Di1FFERENTIATION THEOREM. If f(n) and df/dy: are completely

continuous in T;

(8") Di|0f/0y;| converges uniformly in T

(9") vi(@), dy;/dv are continuous in a Sv=>b and n(v) lies in T

(10%) Z,l (0f /0u;)- (ayf/av)l converges uniformly in a Sv=b, y;

in T then if G(v) =f[n()],

dG of dy;

v 5 oy do
We now state the Lagrange multiplier theorem.

If ¢i(§, n) have the properties (1), - - -, (7); f(& ), Of/dxx,
9f/0yx are completely continuous in R and f(&, 1) has a maximum
at (a, B) subject to the conditions ¢:(£, 7) =0 in R;

(8) D_:0f/dy: converges uniformly in R;
then there exist \; such thatz,-l )\i[ converges and, at (o, B3),

&) i +Z -ﬁﬁ—’=o
ayk

(10) af Zx,_.= (k=1,2---).
axk "

* From Lemma 1 it follows that the assumption that Y| Ds:| is bounded
in 7, where Dy; are the minors of the Jacobian of the system ¢;=0, is redundant
in Hart’s Theorem XII.
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Proor. From conditions (3), (4), (8) and Lemma 2, it follows
=N\ at («, B). The system
¢:=0 has solutions y;(£). Condition (8’) follows from (8);
(9’) from (1), - - -, (7); and (10’) from (6), (7), (8). Hence at
the maximum

I¢) af Jvy;
Axy i 0y; O0xy
We note that
d¢i dy; 6@{
N; =0
; dy; 0xy B k; dy;
d9;
@2 s 0 T2 - 0| + Sl |
i,d i

éQk{)\Z ayi. iil-i-)\},

and the convergence follows from (3). From (7) and (12)
we have

a¢‘z a¢z dy;
Thos +ENE
(13) i axk i ay] axk
a¢t 63’:’ a¢z
N — > N—=0
; axk i axk; ay,

Combining (11), (13), (9), we have

af 9 ¢ ] 8¢.
Z_i_%)i_l_Z)\ _|_Z y’z

axk ay, dx Xk i ox XK 1 Vi
of O 3yl of 3
(14) =——+Zm~—+2——’[——+2m——]
dxp i Xy 7 X ay, i 6y,
<) 0
= _f_ + Z )\i_¢_ =0,
axk i 6xk

which is (10), and the theorem is proved.
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