
36 Proc. Japan Acad., 72, Ser. A (1996) [Vol. 72(A),

An Anticipatory It6 Formula

By Hui-Hsiung KUO *) and Kenjiro NISHI **)
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1. Introduction. Let B(t)be a Brownian
motion. The well-known It6 formula states that
for any C-function F on R,

F(B(t)) F(B(O)) + F’(B(s))dB(s)

+ - F"(B(s))ds,

where F’(B(s))dB(s) is an It6 integral.

Suppose 0 is a C2-function on R. The purpose
of this paper is to find an anticipatory It6 formu-
la for O(B(t), B(1)). It is anticipatory because
of the appearance of B(1). In fact, we will give
such a formula for O(X(t), B(1)) with X(t)

being a Wiener integral X(t)= f(s)dB(s)

such that f L([0,1]).
2. Hitsuda-Skorokhod integrals. Let x3 (R)

denote the real Schwartz space on R. The stan-
dard Gaussian measure on its dual space ’(R)
is denoted by p. Let (L) be the complex Hilbert
space of square integrable functions on (’(R),
p). Let ()c (L) c ()* be a Gel’fand triple
associated with (’(R),/) (see [2], [5], or [7]).
Let t denote the white noise differentiation. It is
a continuous linear operator from () into itself.
Its adjoint ct* is a continuous linear operator
from (a3)* into itself.

Let g be a weakly measurable function from
[0,1] into (s3)* such that t t*g(t)is Pettis

integrable. The integral O*g(t)dt defines a

generalized function in (.)*. If it is a random
variable in (L2), then we call it the Hitsuda-
Skorokhod integral of g ([:31, [81). For instance, if
g L([0,1] x .’(R)) is nonanticipating, then

O*g(t)dt is a Hitsuda-Skorokhod integral. In
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fact, for such a function g, its Hitsuda-Skorokhod
integral agrees with its It5 integral [4], i.e.,

O*g(t)dt g(t)dB(t),

where B(t)is the Brownian motion B(t, z)=
(X, lEo,t)), t--> 0, X s3’(R). In particular, we
have the equality

f0 O*g(t)dt 2= fo g(t)]ldt.

where denotes the (L)-norm. However, this
equality may hold even if g is not nonanticipat-
ing. For example, this equality holds for

1
B(t) +B(1)--B(1--t),if0<-t<_ 2

1g(t) B(1--t) +B(1)--B(t),if-ff<t<-l.
3. An anticipatory It6 formula. Let B(t) be

the above Brownian motion. We have the follow-
ing theorem.

Theorem 1. Let f L([0,1]) and let X(t)

f(s)dB(s), t [0,1], be the Wiener integral

of f. Suppose 0(x, y) is a C-function on R such
that

O(X(’) B(1)) 0 (X(’) B(1))
OX

xy (X(.), B(1)) L([0, 1] 3’(R)).

Then for any 0 <-- t <-- 1, the integral O*s (f(s)

O0
Ox (X(s), B(1)))ds is a Hitsuda-Skorokhod integral

and the following equality holds in (L) for all
O<--t<--l,

O(X(t), B(1)) O(X(O), B(1))

+ 0" (s) - (X(s), B(1)) ds

+ f(s)- (X(s) B(1))
X

0 )+ f(s oxo (X(s, B(I s.
To prove this theorem, we first assume that

f is a simple function. In this case, we can use
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the S-transform to verify the above equality. X(t) of equation (1) and the solution Y(t) of
Then we use the approximation method to prove equation (2). Observe that the randomness of
the general case. For details, see the forthcoming Y(t) comes from only B(1) and B(t), while
book [5]. X(t) depends on B(1) and B(s) for 0 -< s -< t.

4. An anticipatory stochastic integral equa- Moreover, let us examine the effect of B(1)on
tion. Theorem 2. Let a R and f L([0, 1]). these solutions for small t by using the following
Then the stochastic integral equation

X(t) a + O* (f(s)B(1)X(s))ds, 0 <_ t <_ 1,

has a unique solution in L ([0, 1] x ’(R)) given

X(t) a exp B(1) f(s)e-)(edB(s)
1 e f)( eds2 B(1) f(s) f(s)ds

This stochastic integral equation is anticipa-
tory because B(1)appears in the equation and
t [0, 1]. The existence part of this theorem
can be proved by using Theorem 1. For the u-

informal expressions
B(t) +_ (-,

-(t-S)
dB

1 -t)e (s) ___(1-- e

Then we can check that
1

In X(t) -+- B(1)vq--- (2 + B(1) t

1 ta/,. 1 2t2+ -ff B(1) 4- - B(1) + "’,

1
In Y(t) +_ B(1)V7---ff (2 + B(1) t

1
t+- +....

niqueness part, we need to use the Wiener-It6 Thus B(1) has the same effect on X(t) and
decomposition theorem. For details, see the forth- Y(t) up to order t for small values of t.
coming book [5]. 5. Concluding remarks. 1. We can easily

Example 1. Consider the stochastic integral modify the It6 formula in Theorem 1 to get one
equation

(1) X(t) 1 + O*(B(1)X(s))ds, 0 <_ t <_ 1.

By Theorem 2 the solution is given by

[ foot -(t-S)dBX(t) exp B(1) e (s)

1
B(1) -t) t].4 (1--e

for the function O(t, x, y) which depends also on
t. For the modification, we add one more condi-
tion
0
at (’’ X(.), B(1)) L([0, 1] x 3’(R))

O0
and then add one more term - (s, X(s),

B(1))ds to the right hand side of the formula. In
This solution has been obtained by using a differ- fact, it is this version of It6’s formula that we

ent method in [1]. need to use for the proof of Theorem 2.
Example 2. For comparison, consider a 2. The It6 formula in Theorem 1 is for the

similar stochastic integral equation as in Exam- function O(X(t), B(1)), where X(t) is a Wiener
ple 1, integral. It is important to find out whether such

a formula can be established for an It6 integral
(2) Y(t) 1 + Os*(B(1) Y(s))ds, 0 <- t <- 1, X(t). Furthermore, suppose 0 is a C-function
where denotes the Wick product. This equa- satisfying certain conditions. We are interested
tion has a unique solution which can be derived in an It6 type formula for O(X(t)), where X(t) is
by using the S-transform method, a Hitsuda-Skorokhod integral. Such a formula

1 [ 1 ) will be very useful in the white noise distribu-Y(t)
vii + t+ t

exp [-- (tB(1
2(1 + t + t) tion theory.

--2(1 + t)B(1)B(t) + B(t))/.
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