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22. Uniform Distribution of Some Special Sequences

By Kazuo GOTO*) and Takeshi KANO**)

(Communicated by Shokichi IYANA’GA, M. $.A., March 12, 1985)

We know that (f(p)), where p is n-th prime number, is uniformly
distributed mod 1 if f(x) is a polynomial with real coefficients and at least
one of the coefficients of f(x)--f(O) is irrational [6 or 2" Theorem 3.2], or
if f(x) is an entire function which is not a polynomial [4].

In this note we first consider some sufficient conditions that the
sequence (f(p)) is uniformly distributed mod 1 where f(x) is a kind of
log-type 2unction, and next we prove that (log n !); is uniformly distributed
mod 1. In fact we give an estimate for the discrepancy of each sequence.

1. Definition (discrepancy). Let a, a,..., a be a finite sequence
of real numbers. Then we define the discrepancy by

D=D(a, a, ..., a)=sup0< [A([, )" N)/N--(--) l,
where A([a,)" N) is the number of terms a, lnN, for which {a}
e [a, ). (x} is the fractional part o x.

Lemma 1 (ErdSs-Turn [2" p. 114]). For any finite sequence x, x,
.., x of real numbers and positive integer m, we have

D<((1/m)+= (1/h)](1/N) e

Theorem 1. Let f(x) be a continuously differentiable function with
f(x) (xo). If f’(x) log x is monotone, n]f’(n)] as n, and

f(n)/(log n)O (n) for some

then (af(Pn)) is uniformly distributed rood 1, where (0) is any real
constant.

Proof. First we prove that the discrepancy D of f(p), n=l, 2, ...,
N, satisfies
( 1 ) Df(p)/(log p)+I/N max (1, 1/(log p)[f’(p)]).
.By Euler’s summation formula

S= e"(’=()e"(’-ih (t)f’(t)e"dt

2h=u(p)e’z()--2uih (Li (t)+R(t))f (t)e f(t)d$

=Ne- Li (t)g(e() 2ih R(t)f’(t)egt

=Ne,_[Li(t)et]+I e dt_2ihf R(t)f,(t)edt,
log t

where =(x) is the number of primes x and
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dt R(x) (x)--Li (x).Li (x)= log t
So we have

S=(N-Li (p))e2f() + dt 2ih
log t

Call these terms I, I, I, respectively. By the P. N. T. of Hadamard
and de la Valle Poussin, we have

R(x) (x/ (log x) for any k 1,
and

L I<<p/(log pD.
By [5: Lemma 4.3 p. 61] and assumption,

I:e() 1 ( 1 1 )dt<<max[l= og t hl (2) og 2 f’(pA ogp
I.<2h R(t)]f’(t)[dt(( hp f(PD.

(log p)
Hence, for h0,

1 ( 1 ) hpf(p)e2y() ((--max 1 += h [ff(p)logp (log p)
Using Lemma 1 and puN log N,

1 {1 ( 1 ) hpu }Du<< 1+ max I + f(PD
m f’(pu)log pu (log

+max(1 1 + Puf(Pu) m.
m N [ (logpu)]f’(pu)]] N(log pu)

I we put m= [(N(log pu)/puf(pu)], then
Du<<Jf(pu)/(log pu)- +(l/N) max (1, 1/(log PD[f’(Pu)).

Thus we obtain (1). Since by assumption,
1/N.1/(log pDf’(pD<I/p[f’(pD]O (N),

we have Du0 as No. q.e.d.
Theorem 2. Let f(x) be a continuously differentiable [unction with

f’(t)>0 and f"(t)>0. I ty"(t)o ast and
f(n)/(log n)oO (no) /or some 11,

then (af(p,)) is uni/ormly distributed rood 1, where a (0) is any real
constant.

Proof. The proof runs along the same lines as that of Theorem 1.
Using [7: Lemma 10.2, p. 225], we have

[I]=
log t , log t hff’(t)

By Lemma 1, we obtain
D<<I/m+I/N maxte,, (1/(log t)Jj"(t))+(pf(ps)/N(log

Putting m=[N(log p)/pf(p)] and using p N log N, we have
D<<f(p)/(log p)+log p/(pmax (log t)f"(t))

Now we consider

j:= log p log p
pmax (log t)f"(t) pmax((log t)/t)tf"(t)
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Since (log t)/t is monotonely decreasing for t e,

j<_ log p 1
p(log p/p) max2tp t/f"(t) max2tp

1< 0 (N).
4Pf (P)

So we have D0 as N. q.e.d.
2. The sequence (log n ), n= 1, 2, ., is uniformly distributed mod 1,

which means that Benford’s law holds for the sequence (n ), n=l, 2, ...,
[3]. Now we prove a more precise result by estimating the discrepancy
(log n ).

Theorem 5. The discrepancy D of (log hi), n=l, 2, ..., N, satisfies
for any 0,

D((N-V
Proof. By Stirling’s formula [l’p. 129], for any positive integer n

we have
log n == log ]=(n+l/2) log (n+l)--(n+l)+k+R(n+l),

where k is a constant and R(t) is defined by

f[ (x) dx, where p(x)=[x]-x+(1/2),R(t)=
t+x

Then

=E 1 1
--0 (-)+ x)---- + (t+n+ly

=E 1 >0.
n=o 2(t+ n)(t+ n+ 1)

Now we consider

dx
(t+ xy

1+
t+n+l

Sv-E e2th lcg nl. e2th[(n + (1/2)) log (n 1) (n+ 1)

--e2th E e2ih[(n+(1/2))

1.]t+n

We set for any integers a and b, S(a, b) S--S, and for h e Z-- {0},
f(u)--h[(u+(1/2)) log (u+l)+R(u+l)].

So we obtain
IR’(t)l<=l/2, R’(t)>=O and (1/h)f’(t)>=(1/(t+l)).

Hence by [7: Lemma 4.6, p. 198],
IS(a, b)I<]e [] if(b)--if(a) ]+ 2]((4/b-) //-+3)

<<[ hi[log ((b+1)/(a+1))+(1/2)(1/(a+l))--(1/(b+1))+ 3]/b/Ih].
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If a< b_<_2a, then
(2) IS(a, b)l<< ’h-[b

For any given N, we choose a such that 2=<=N<2/. Then we have
Sv-S(0, 1) + S(1, 2) +... +S(2 , 2=) + S(2=, N),

and by (2),
[S[h[ %=-+N.

Thus or any function g(n) which tends monotonically to infinity, we
get

limS/N g(N)=0,
which implies that there exists an No(h) such that

[S]g(N) for all NNo(h).
Hence by Lemma 1, we obtain

D({ (1/m) +E= (1 / hN)J N g(N)
<((1/m)+(1/J N )g(N).log m.

If we choose m=[N(/)-], then for all Nmax (N0, (h+ 1)/(-)) we have
D((N-(/)++I/J N g(N).log N((N-(/)+g(N)((N

because of the definition of g(n). q.e.d.
Corollary. The sequence (log n !), n=l, 2,..., is uniformly distri-

buted rood 1.
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