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ON THE BEHAVIOUR OF MOCK ^-FUNCTIONS FOUND IN THE

"LOST" NOTE BOOK
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1. Introduction

From Ramanujan's 'lost' note book Andrews and Hickerson [1] stated the
seven mock theta functions φ(q), ψ(q), p(q), σ(q), λ(q), μ(q) and v(q). In their
paper Andrews and Hickerson [1] while studying the identities connecting these
seven functions did not actually find their asymptotic behaviour in the neigh-
bourhood of a point of a unit circle as \q\ —> 1. Earlier Watson [6, 7] and
Dragonette [3] had discussed in some detail the behaviour of the third and fifth
order mock theta functions. The asymptotic behaviour of the seventh order
mock theta functions has been discussed by Selberg [5]. The object of this paper
is to study in detail the asymptotic behaviour of the seven mock theta functions
found in the 'lost' notebook, in their 'bilateral' forms as defined in the next
section below.

2. Notation and definitions

If n > 0, we define

(*)„ = (*;?)„ = Π(1-?'*).
*=0

If |? | < 1, we let

Moo = fotf) oo = ] ™ M n =

and more generally

ι>0

ι>0
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For x φ 0, and \q\ < 1

n

If a and m are integers with m > 1, then

Ja,m=j{q\qm)

Ja,m=j(-qa,qm)

and

The seven mock theta function found in the 'lost' Note-book Andrews and
Hickerson [1, pp. 84, 89]

{l_gβr+2z)

ίr+1
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3. The behaviour of the mock theta-functions in the neighbourhood of the unit
circle

According to Ramanujan the characteristic property of the mock theta-
functions is that corresponding to each 'rational point' q = e 7 " ^ ) (h and k
integers) of the unit circle \q\ — 1, there exists a theta function of q whose
difference from the mock theta-function is bounded when q approaches this
rational point along a radius of the circle.

We prove that the 'complete' mock theta functions of sixth order possess this
characteristic property.

The rational numbers h/k, when expressed as fractions in their lowest terms
with h positive, can be put into three categories:

(i) h even and k odd
(ii) h and k both odd
(iii) h odd and k even.
The corresponding values of eπ'W£) will be described as points of the first

(second or third) categories on the unit circle and if q = peπi^k\ 0 < p < 1, we
shall say that q approaches the circle along a radius when q —> 1.

We shall now prove the following theorem.

THEOREM. For approach to \q\ = 1 along a radius of the first category

φc(q) = O(l), and ψc(q) = 0(1).

Proof. Anju Gupta [4, pp. 259-260] has shown that

and

We shall prove the theorem taking the two functions on the right separately. We
shall mainly follow the proof given by Dragonette [3, p. 479].

Let q = pe*Wk\ R(p) > 0 and let p -> 1.

™pm
2

eπi(h/k)m2 J ] ^ ( l _ p2r-\eπi{h/k){2r-\)^

Putting m = μk -\- v, we have
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_ 2r-\ πi{h/k){2r-\)\

φ(q) = ^ ^ ^ " i l r = 1 v ' P }

k-\ oo

v=0 μ=0

Then we shall show that for v = 0,1,2,..., k — 1 and p > 0, Σμ

 av,μ ^s uniformly
convergent. Now

Jμk+k+v)2-{μk+v)2 γτμk+v+k ,, _ 2r-\pπi(h/k)(2r-\)\
_ιJ_ llr=^A:+v+l 1 l " ^ I

We estimate the denominator using the inequality, Andrews and Hickerson [1,
p. 93], for 0 < R' < R < 1 and \z\ = 1,

2//A:+2v+2A: 2k

TT 11+ preπi{^l]e)r\ = TT 11 + pr+2μk+2veπi{h/k){r+2v) ι

r=2μk+2v+\ r=\

2k
> TT^(r+2jMfc-l)/2|j _|_ 2v+leπi(Λ/fc)(r+2v)ι

= p(2μ+l)k2-(k/2) TT i

> p(2μ+\)k2-{k/2) ̂

since 1 + p2v+ιeπi(h/k^r+2vϊ runs twice through the roots of

Now the numerator:

μk+v+k
TT |1 _ p2r-leπi(h/k)(2r-l)\

r=μk+v+\

k

Π
r=\

= T T |1 _ p2r+2μk+2v-leπi(h/k){2r+2μk+2v+l)ι
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k-\
= ΓT |1 _ p2r+2μk+2v+\eπi{h/k)(2r+2v+\)\

r=0

k-\
< I T pr+μk-k+\ i j _ p2v+2k-leπi{h/k)(2r+2v+l) |

it—1

= pk
2(μ-(\/2))+(k/2) T T |^j _

pk
2(μ-(l/2))+(k/2)

Since 1 _/,2v+u-ieπi(AA)(2v+i+2r) m n s through the roots of

Hence

J2vk+μk+{kβ)< p2

< ε (say) where 0 < ε < 1.

Hence Σμ av,μ is uniformly convergent.

Now

k-\ oo

v=0 μ—0

1
l«v,0|

' v=0

for fixed A: as /? —> 1.

To show that ι^(^) is bounded. Let
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Then

n=0 + ?•

and following the argument given by Andrews and Hickerson [1, p. 96] it can
shown that φ(q) is bounded.

Now the second functions on the right of the definition of φc(q) and φc(q)
viz.

tfί>[*2-£*2] and ^
are bounded functions of q for \q\ < 1.

Hence φc(q) and Φc(q) are uniformly convergent and bounded when q lies
on a radius of the first category.

When q lies on a radius of the second category, it is evident that — q lies on
a radius of the first category. Hence by the results proved earlier, for radial
approach to points of the second category on the unit circle

φc(-q) = O{\) and φc(-q) = 0(1).

4. Transformation formulae and asymptotic expansions

We shall now construct the linear transformations of the mock theta
functions and follow the method used by Watson [6, pp. 73-76]. Any sub-
stitution of the modular group can be resolved into a number of substitutions of
the forms

τ τ + , τ ,

we shall construct the transformations which express the fourteen functions
φ(±q),... in terms of similar functions of q\ (or powers of q\), where q and q\
are connected by the relations

q = e~\ aβ = π 2 , qx = e~β.

We shall first consider ψ(q). By Cauchy's theorem, we have

π e-3az(z+l)/2

*

_ JL / Γ~lC Γ°°+'Ί π e-^1'1

2τr/ U-oo-jc Joo+ic ) s i n π z 2cosh(3αz/2)

where c is a positive integer so small that the zeros of sin πz are the only poles of
the integrand between the lines forming the contour. On the higher of these two
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lines we write
i 00

C 1

so that
sm πz

n=0

I f-OO+ίC _

2πzJoo+zc sinπsin πz 2 cosh(3αz/2)

v 3αz 2 Ί e 3 α 2

)niz r— >

^ 2 /

i QO roo+ic

= 2^Σ
Z 7 t ί

 n=Q J-OO+IC

Now we shall calculate these integrals. The poles of Fn(z) are simple poles at
the points

and the residue at zm is

2«+ \)πizm - ^ | ( 2 c o s h 3 α z m - 1) = 4 , m , say.

Now, by Cauchy's theorem

l r f°°+ic f°°+z» Ί l
7Γ-.{\ -P\ >Fn(z) dz = λn,0 + λn, i + + ^,w_i + -λn,n

2πι LJ-oo+ίc J-oo+zJ 2

where P denotes the "principal value" of the integral. On rearranging the
repeated series, we have

00 / I
— / ^ ( ^^m,m

2m=0

2 m + l

< , ΛΛ(5/54)(2m+l)2 I +<
v Λ . , . Λ(2/9)(2m+l)

where m = 3p + 1, the terms vanish when w / 3/? + 1.
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Now

ί
o o + z n z oo

Fn(z)dz = P\ Fn(zn+x)dx
-CO+Zn J—00

V 3αx 2 2 . Λ ,. . 1
- - ( 2 ϊ I + l ) J Π χ

cosh{3αx+ (2Λ + l)π//3} - 1/2
X (-l)M/sinh(9αx/2)

ί -(3a*/2)-(2/3)(2»+l)7r** s i n h 3 a Λ :

J -oo
sinh(9ax/2)

The integral has been simplified by modifying the contour to pass through the
stationary point of the function

QXpl (In + \)πiz --ocz2

as is done in the "method of steepest descents".
The integral along the lower is evaluated by simply changing the sign of

/. Hence we have

00 , 1 , (2/3)(2n+l)

^ 1 1 M

I

sinh 3αx
x . U / Γ t — ^ - c

sinh(9αx/2)

which is the transformation formula for \j/c(q).
We shall now consider the integral on the right hand side of the trans-

formation formula.
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Let

(a = Jo
sinh3ooc

sin
l)πx ) dx.

J

ίββΓ I1

π Jo Ji

71 L Jo

Joo

e - ( 3 /
0

sinh3ax /2
cos[

sinh (9ax/2)

where

and

where

cosh3/?((j/3) + (2/27)(2« + 1))

coshyg((7/3) - (2/27)(2n+ 1))

cosh3^((j/3)-(2/27)(2« + l)) 7

/2 , Λ ,. \ , ,
cos[ -(2n + l)πx ) dydx

y

and

We obtain the asymptotic expansions for J(cή, J\(oc),
powers of α, valid when α is small and JR(/?) > 0.

{^) in ascending

V +
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Similarly we can find the transformation formula for φc(q) viz.

H=0

sinh3ax

sinh (9αx/2)

and the corresponding asymptotic expansions.
Since the other bilateral functions pc(q), <τc{q), λc(q), μc(q) and vc(q) are

related to φc(q) and φc(q) by means of the relation, Andrews and Hickerson [1,
pp. 89-92], Anju Gupta [4, p. 260]

λc(q) = 2pe(q), μc(q) = 2σc(q)

~ / x «Λ,2^3,6 , ( 2\

2°c(q) = τ - ΦM)

and

w ,q) + w A-w,q)\

it is easy to find their transformation formula and asymptotic behaviour.

5. Lemma

If

where

/(α)= [
Jo

sinh(3αx + α) (2 ,„
C ° S ( 3 ( 2 " π +H^X) = sinh((9«/2)x+ (3α/2))C°S(3

then there exists ^ > 0 such that \ocJ(a)\ < K for all R(oc) > 0 i.e. α/(α) is
uniformly bounded in this half-plane.

Proof. Let z = x + iy{x > 0), then H(z) < e-(3αχ/2)"(α/2) for large x. Let
z = αx,

I f00 P/2)(i/Φ2 ^ r e a l .
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Since R(ά) > 0, we have |̂ -(3/2)(i/α)χ2| < 1 ? s o

ί
oo poo

H(x) dx < Kχ\ e - ( 3 α x / 2 ) - ( α / 2 ) dx = K (say)
o Jo

which proves the lemma.
Acknowledgement. I am grateful to Prof. R. P. Agarwal for his guidance.
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