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ON THE CONSTRUCTION OF LINEARLY INDEPENDENT

VECTORS WITH VARIABLE COMPONENTS

BY YOSHIKAZU HIRASAWA

§ 1. Introduction.

We use the same notations as in a previous paper [1]. Let / be a closed
interval \j, δl={t\γύtύδ, ί e R } . Let C ( / , C) denote the totality of complex-
valued functions defined and of class Cμ on / (μ=0, 1, •••, oo). Hereafter we fix
some μ.

For the sake of brevity, we denote O(/ , C) by K(J), and K(J)n by M(J):

M(J)={f(t)=co\(f1(t)> Mt), ~,fn(t))\fj(t)eK(J), /=1, 2, . - , n}.

Let X{t) be an nXh matrix whose components all belong to K(J):

Xn(t) Xiz(t) " Xlh(t)\

X2i(t) X22(t) ••' X2h(t) I

Xnl(f) Xntit) ••• Xnh(f)l

(1.1) X(f)=

where h is an integer such that l^h^n — 1, and suppose that a condition

(1.2) τaΏkX(t)=h

is satisfied on /.

The first purpose of this paper is to prove the following theorem:

THEOREM 1. Let X(t) be the nXh matrix given above and satisfying the
condition (1.2) on J. Then there exists a vector y(t)^M(J) such that

f rank y ( 0 = 1 on L
(1.3)

I rank(X(0, y(t))=h+l on J.

As a corollary of Theorem 1, we obtain immediately the following theorem:

THEOREM 2. Let X(t) be the nXh matrix given above and satisfying the
condition (1.2) on J. Then there exists an nX(n-h) matrix Y(t) whose components
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all belong to K(J):

35

yln(t)

(1.4)

such that

(1.5)

Y(t)=

\yn.h+i(f)

Y(t) = n — h on J,

rank(Z(ί), Y(t))=n on J.

Now, let / be a closed interval [α, β~]={t\a^t^β, t^U} and let B(t) be a
square matrix of degree n whose components all belong to K(J):

n(t) b12(t) ~bln(t)\

2i(t) b22(t) ••• bin(t)
(1.6)

We assume that for a positive integer s: 2^s^n — 1, a condition

(1.7) rank £ ( f ) = n - s ( = r )

is satisfied on /, and consider a linear equation

(1.8) B(t)f(t)=o on I; f{t)^M(I).

We denote the totality of solutions of (1.8) by W(I):

W(I)={f(t)eM{I)\B(t)f(t)=o on /}.

Then, we know that there exist s vectors x^t), x2(t),
W(I), such that

xs(t) belonging to

) = s on

For the proof of this fact, see, for example, the proof of Theorem in the
previous paper [1].

The second purpose of this paper is to prove the following theorem:

THEOREM 3. Let x^t), x2(t),
W(I) and satisfying a condition

(1.9) rank(jd(i),

, xs (t) be s/ prescribed vectors belonging to

) = s/ on

where s/ is a positive integer such that l ^ s ' < s .
Then there exist (s—sθ vectors ys>+i(t), yS/+2(0, •••, i/s(0 belonging to W(I)

and satisfying conditions
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(1.10)
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rank(ΛΓi(ί),

) = s — s' on I,

Us'+iit), •••, ys(t)) = s on I.

In general, we denote a minor of degree r of the matrix B(t) which is given
by (1.6), by

lkl(t) bhφ) - bhkr(t)

bJrk2(t)-. bJrkr(t)

-> h> ... h
Ί t 2 **•'

and then, a minor of degree h of the nXh matrix X(t) which is given by (1.1),
is especially denoted by

X
ι 2

Xkhi(t) Xkhn(t)

In § 2, we shall give two lemmas which will be used for the proof of Theo-
rem 1, and in §3, we shall prove Theorem 1.

In § 4, we shall give a summary of the matters which are necessary for the
proof of Theorem 3, and in §§ 5-6, we shall prove Theorem 3.

§ 2. Lemmas.

LEMMA 1. Let Jo be a closed interval \Ύ0, do']={t\ro^t^δo, t^R} and let
φτ{t) ( r = l , 2, •••, To) be a finite number of real-valued continuous functions defined
on JQ. Then there exists a closed interval J* = [.Y*, <5*] contained in Jo, such that
each of φτ{t) ( r = l , 2, •••, τ0) is one-signed or identically equal to zero on /*
respectively.

Proof. Put

Then, E(

+

υ, Eiι) and Eo

(1) are disjoint with each other and E
=/o. ^ + υ a n d E P are relatively open on /„. Therefore, if E(

+

ΌΦ0 or EίΌΦ0,
we can find a closed interval Jΐ=\jf, ^*]C/ 0 such that ^i(ί)>0 or φ^tXO on
Jf. If £«> = 0 and £ i υ = 0, we see ^ ( ί ) = 0 on /?=/<,.

By repeating the process just described, for the interval / * and the functions
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φτ(t) (r=2, 3, •••, τ0) successively, we obtain the desired interval / * = [ j * , δ*].

Now, for any value , we put

0 for ίgί 0,

for t>t0;

and for any values tlf

e(t;tu *2) =

0 for t^t0,

such that t1<t2f we put

0 for ί^ί!,

1

0

f o r ίi

for ί̂ f2.

T h e n w e s e e t h a t t h e f u n c t i o n s e+(t;t0), e-(t;t0) a n d e(t;tlf t2) b e l o n g to
, R ) .

N e x t , let J1=(γ1> δx) a n d J2

Z=(Ϊ2, δ2) b e o p e n i n t e r v a l s o n R s u c h t h a t
Ti<Ϊ2<δ1<δ2.

Furthermore let θ(f) and ω(t) be functions belonging to K{]^) and to ϋΓ(/2)
respectively, such that each of θ(r)(t) (=Re θ(t)), 0(i)(f) (=Im 0(f)), α)(r)(ί)
(=Reω(ί)) and ω ( ί )(0 (=Imω(0) is one-signed or identically equal to zero on

Under these circumstances, we shall prove the following lemma:

LEMMA 2. Let

f(t)=(ci+idMt n, 3i) ί = V ^ I ,

where d and dλ are real non-zero constants. Then, there exist two real non-zero
constants c2 and d2 such that a function

satisfies conditions

(2.1)

and

(2.2)

g{t)-ω(t)f{t)Φθ on J2=(γ2, δ2),

f(t)-θ{t)g{t)Φ0 on J.Mϊu δ1).

Proof. We, at the beginning, take note of the fact that the functions
ΰ(r)(t), θn){t)y ω{r)(t) and ω(ί)(t) are continuous and bounded on the interval



38 YOSHIKAZU HIRASAWA

Λ=Cr2,W.
Let us put

/(r)(ί)=Re/(ί), fω(t) = lmf(t), g^(t)=Re g(t),

We show first that by choosing either c2 or d2 suitably, we can make the
function g(t) satisfy the condition (2.1).

Since ω(t)f(f)=0 on the interval [δlf δ2), we have only to determine the non-
zero constants c2 and d2, such that the condition (2.1) is satisfied on the interval
/iΠy 2=(r 2, W instead of /2.

For the determination of the constants c2 and d2, we shall distinguish four
cases, according to the values of ωir)(t) and ω{i){t) on J1Γ\]2\

Casel-(i) ω(t)=0 on Λn/ 2 ,
Case I-(ii) ω ( r )(0^0 and fi)(i)(ί)Ξθ on Λ Λ
Case I-(iii) ω(r)(t)=0 and ωu)(f)Φθ on
Case I-(iv) ω ( r ) (*)=£() and ωH)(t)Φθ on Λ π Λ

In Case I-( i), the condition (2.1) is satisfied for all non-zero values of c2 and
d2, because we have ω(t)f(t)=0 on /2.

In Case I-(ii), since

γu δλ) on Λ

Im ω(t)f(t)=ωω(t)f(i)(t) = d1ωίr)(t)e(t γh δλ) on Λ

the condition (2.1) is satisfied, if we choose either the constant c2 with the
opposite sign to Cιω{r)(t) on JiΓ\J2, or the constant d2 with the opposite sign to

)f) on Λ^/ 2 .
In Case I-(iii), since

/ ( ) / « u) Γi, W on

Im ω(ί)/(ί)=ω(l)(ί)/(r)(ί) = c1ω(i)(ί)e(ί Γi, ^) on

the condition (2.1) is satisfied, if we choose either the constant c2 with the
opposite sign to —d^j^it) on / iΠ/ 2 , or the constant d2 with the opposite sign
to dwwit) on Λ π Λ

In Case I-(iv), we have

on

Since



ON THE CONSTRUCTION OF LINEARLY INDEPENDENT VECTORS 39

{ci(D(r)(t)} {—diω(<)(f)} = — c1d1ωM{t)ωίi)(t)Φ0 on J1Γ\]2;

{d1ωir){t)} {c1ωω(t)} ^dd&rWωwφφO on J1Γ\J2,

one of these two products has the positive sign. Therefore the two factors
Ci(ι)(r)(t) and ~d^(i)(t), or dλωw{t) and c^U)(t) in the above product which has
the positive sign, have the same sign as each other on JιΓ\J2. Hence, one of
Reω(t)f(t) and Im ω(t)f(t) has the definite sign on JXΓ\J2.

If Reω(ί)/(ί) has the definite sign on JiΓ\J2, then we choose the constant cz

with the opposite sign to Reω(t)f(t) on Jιίλ]2. Ή Imω(ί)/(0 has the definite
sign on JιΓ\J2, then we choose the constant d2 with the opposite sign to
Im ω(t)f(t) on ΛπΛ

The procedure stated above, means that by choosing suitably one of the
constants c2 and d2 in all cases, we can make the condition (2.1) be satisfied.

Next, under the circumstances that the condition (2.1) has been satisfied by
determining suitably one of the constants c2 and d2, we shall show that we can
choose the other of them so that the condition (2.2) is satisfied.

Since f(t)Φθ on the interval /i=(7Ί, 3J and θ(t)g(t)=Q on the interval
(ϊi, Ϊ2] for all non-zero values of c2 and d2, we have only to determine the
non-zero constants c2 and d2, so that the condition (2, 2) is satisfied on the
interval JιΓ\J2—{γ2, δx) instead of Jx.

For the accomplishment of our purpose, we shall distinguish four cases,
according to the values of 0<r)(ί) and θ(ί)(t) on / iΠ/ 2 *

Case II-( i ) θ(t)=Q on Λ π Λ ,
Case Π-(ii) θω(t)Φθ and 0(i)(f)=O on Λ π Λ ,
Case IΙ-(iii) θω(t)=O and θ{i)(f)Φθ on ΛnΛ,
Case Π-(iv) θir)(t)Φθ and θ{i)(t)Φb on Λ π Λ

In Case IΙ-(i), we have θ(t)g(t)=O on Λ π / 2 for all non-zero values of c2

and <i2, and further f(t)Φθ on /j. Hence the condition (2.2) is satisfied for all
non-zero values of c2 and d2.

In Case II—(II), we have

Re θ(t)g(f) = θir){t)girΛt) = c2θ{r)(t)e(t γ2, δ2) on Λ

Im θ(t)g(t) = θω(t)gω(f) = dtθ(r)(t)e(t r2, δ2) on Λ

Although one of the constants c2 and d2 is already fixed in Cases I-(i)~I-(iv),
if we choose the other of them so that either

" c2θ (r)(t) has the opposite sign to cx on Λ
or

" d2θ{T)(t) has the opposite sign to dλ on Λ

then the condition (2.2) is satisfied.
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In Case IΙ-(iii), since

Rz θ{t)g{t) = -θ {i){t)gaAt) = -d2θ {i){t)e{t ',γ2) δ2) on

Im θ(t)g(t)=θω(t)gir)(t)=c2θ{i)(t)e(t ft, δ2) on

we have only to determine one of the constants c2 and d2 so that either

" —d2θ{ί)(t) has the opposite sign to cx on JiΓ\j2",
or

"c2θ{ί)(t) has the opposite sign to άλ on JiΓ\J2".

In Case Π-(iv), we have

Re 0(f )#(f ) = θ ( r ) (f )# ( r ) (ί) - 0 (<) (f )g (<) (f )

) ω + * <

Although one of the constants c2 and d2 is already fixed in Cases I-(i)
I-(iv), we can choose the other of them so that either

" c2θ(r)(t)—d2θU)(t) has the opposite sign to cx on Λ
or

" d2θ(r)(t)+c2θa)(t) has the opposite sign to dx on JιΓ\Jz".

By means of this choice, the condition (2.2) is satisfied.
Thus this lemma has been completely proved.

Remark 1. Replacing f(t) = (c1+id1)e(t ft, δ,) by

we obtain a result similar to Lemma 2.

Remark 2. Replacing g(t) = (c2+id2)e(t ft, d2) by

we obtain a result similar to Lemma 2.

§3. Proof of Theorem 1.

We can form, by assumption, a set {Jc}
cdι of intervals possessing the fol-

lowing properties:
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(i) (!//.=/;
ί = l

( ϋ ) Ji=lΐi, W , Λ 0 = ( r , 0 > 3 < o l n = r > 3 < 0 = 3 > / , = ( r , , W ( < = 2 , 3, •••, * 0 - i ) ;
(in) JcΓλJe+1Φ0 ( ί=l, 2, - . , f o-l), JtΓΛjt. = 0 (c+Kc'9 c=l, 2, »•, co~l\

that is, 7Ί<r2<δi<-<Λ<^-i<r,+i<^< <V2<^o<Vi<^o
(*=2, 3, ..-, < 0 - l ) ;

(iv) For each Jt, there exists a minor of degree h of X(t) which does not
vanish on Jc.

We consider first the intervals ]x and /2, and choose two minors λ( ι * j

and X ( * 2 j of degree h of Z(/) such that a condition

(3.D

is satisfied on /i and a condition

is satisfied on J2.
W e d e f i n e a n ( n — Λ)-tuple ( ^ Λ + I , k'h+2, •••, ̂ i ) f o r 1 ^ ^ ! < ^ 2 < ••• <kh^n i n

s u c h a w a y t h a t l^kf

h+1<kr

h+2< ••• <k'n^n a n d {£j , •-, *Λ, έ i + 1 , •••, ̂ ^} =
{1, 2, •••, n } . T h a t is, kλ<k2< ••• <kh a n d ^ ^ + i < ^ ^ + 2 < ••• < ^ n f o r m a c o m -

p l e t e s y s t e m of i n d i c e s {1, 2, •••, n ) . A n ( n — / ι ) - t u p l e ( m ^ + i , m i + 2 , •••, m'n) i s
a l s o d e f i n e d f o r I ^ m 1 < m 2 < ••• <mh^n i n t h e s a m e m a n n e r .

W e p u t

& k p ( t ) = ( x k p l ( t ) , x k p 2 ( t ) , •", x k p h ( t ) ) (p = l, 2, - , Λ ) ,

(σ = h + l, h+2, . - , n ) ,

(p = h 2, - , Λ) ,

Then it follows from the conditions (3.1) and (3.2), that there exist functions
θσp(t) (p=l, 2, •••, A; σ = A+l, A+2, •••, w) belonging to Jϊ(/t) and functions

ωσp(t) (p=l, 2, ••-, A; σ = A+l, A+2, •••, n) belonging to /f(/2), such that

(3.3) **',(*)= Σ*^(0J&*/ί) (σ = A + l, A+2, •••, n) on Λ,

and

(3.4) xm'β)=Έωσp(t)xm(t) (σ = A+l, A+2, •••, n) on A

The first step.
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We determine a vector y(t)=co\(y1(t), y^fί), ••*, yn(t)) on ]λ in the following
manner.

Concerning the component ykr

h+1(t)t we put

where cx and dj. are arbitrary real non-zero constants. As a matter of fact, it
suffices for our present purpose that at least, any one of the constants cx and d1

is not equal to zero. However, we take the constants cx and dλ which are both
non-zero for the sake of generality.

Concerning the other components of y(t), we put

ykp(t)=O o n J (p = l, - , h) a n d yk'β)=0 o n / (σ = h+2, •••, n ) .

Then, in virtue of the fact that yk

f

h+1(t)Φθ on ]λ and the condition (3.1) is

satisfied on J1} we see

rank#(ί) = l on J1 and rank (X(t), y(t)) = h + l on Jλ.

The second step.
We shall next construct a vector y(t), so that we have

f rank 1/(0 = 1 on /iU/ 2

(3.5)
I k(Z(ί) (ί)) Λ + l on

For the construction of #(ί) on /iW/2, we shall distinguish three cases,
according to the relation between the indices {ku •••, ̂ Λ, ^^+1, •••, έή) and
(mly " , mh, m'h+i, •••, m ή ) :

Case S-( i ) There exists an index σ(l) such that

Case S-(ii) There exist two indices p(ϊ) and σ(2) such that

l^piDύh, mpω = k'h+1 and /z + l^σ(2)^n, m'h+1=k'σi2).

Case S-(iii) There exist two indices p(l) and ^(2) such that

l^ρ(X)^h, mpω = k'h+i and l^/o(2)^Λ, ? 4 i = ^ ( 2 ) .

In Case S-(i), we modify the component 3^m {̂1)(0 (=3VΛ+10O) determined at

the first step, in the following way:

and we leave the other components of y(t) as they are.
Then we have the condition (3.5).
In Cases S-(ii) and S-(iii), we must treat the function θh+lιP(2)(t) which

appears in the relation (3.3), and the function ωh+ίιPω(t) which appears in the
relation (3.4).

If we put
θh+i.P(2Λt)=φ1(t)+iφi(t); φώ), Λ

)] <p2(t),
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then, in virtue of Lemma 1, we can choose a closed subinterval [jjf, <5f] of the
interval [_γ2y δ{], such that each of the functions φ^t), φχ{t), <p2(f) and ψ2(t) is
one-signed or identically equal to zero on the interval [ j*, df].

Replacing γ2 and 3χ by γ* and δ*, we can assume, without loss of generality,
that each of the functions φ^t), ψx(t), φ2(t) and ψ2(t) is one-signed or identically
equal to zero on the interval [_γ2, t^]. On this occasion, we must modify addi-
tionally the functions e-(t δj and e(t γ2, δ2).

In Case S-(ii), we can determine, in virtue of Lemma 2, two real non-zero
constants c2 and d2 so that the function

', γ2, δ2)

satisfies a condition

(3.6) ym'h+1(t)-ωh+i.pω(t)yk'h+1(t)r0 o n / 2 .

Concerning the other components of y(t), we put

ymp(t)=0 on J-J, (p = l, 2, •••, h),

)ΞΞθ on ] - = h+2, - , n).

Then we can verify that the condition (3.5) is satisfied, in the following way:
By the same reasoning as in the first step, we first obtain

rank if(ί)=l on Jx and rank (ZOO, y(t)) = h+l on Jλ.

We next consider the vector y(t) and the matrix (X(t), y(f)) on the interval J2.
We easily get ranky(ί) = l on J2, in virtue of the fact that ym'h+1(t)Φθ on J2.
Furthermore, making use of the relation (3.4) and the condition (3.6), and

putting

we can transform the matrix (X(t), y(t)) on J2, by means of elementary operations,
in the following manner:

(X(t\ y(t)) -

r (f) v (f)

*/mp(1)\ι>J JTnp(i)\bJ

Xmh{t) 0

i o
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0

o —

o —ωn,pω(t)ympω(t) I

•mA(0 0

o ym'h+1(t)

o 0

o 0

Therefore we obtain the condition (3.5), in virtue of the condition (3.6).
In Case S-(iii), we can determine, in virtue of Lemma 2, two real non-zero

constants c2 and d2 so that the function

ym'h. At) = (c2

Jrid2)e(t J2, δ2)

satisfies a condition

(3.7) ^ r Λ + 1 ( 0 - ^ Λ + i ) / χ 2 ) ( 0 ^ ^ + 1 ( 0 ^ 0 on Λ

and the condition (3.6).
Further we define the other components of y{t) in the same way as in Case

S-(ii).
On this occasion, we can prove the condition

rank y (ί) = l o n / 2 and rank (X(t), y(t)) = on /2,

on the same lines as in Case S-(ii).
We wish next to verify that

rank ^(0 = 1 on Jx and rank (Z(0, if(O) = A + 1 on Jlm

We easily see rank#(0 = 1 on Jlf because ykr

h+1(t)Φθ on Jλ.

Moreover, taking the relation (3.3) and the condition (3.7) into account and

putting

we can transform the matrix (X(t), y(t)) on Jlf by means of elementary operations,
in the following manner:
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Jckl(t) 0

o

0 /

\

O —

o —t

0 )

0

Hence we obtain the condition (3.5), in virtue of the condition (3.7).
By repeating the process employed above for each pair {Jc, Jc+1}

(e=l, 2, •••, fo—1) of intervals, we get the desired vector y{t)=co\(yi{t), y2(t), •••,
yn(t)) satisfying the condition (1.3).

In the accomplishment of this proof, we must examine which of Casess S-(i)
~S-(iii) occurs, and if necessary, we choose the interval [δf+1, γf] corresponding
to the interval [δ?, γf"] taken at the begining of the consideration for Cases S-(ii)
and S-(iii), and we must adopt δf+1 and γf anew for δc+1 and γe.

Furthermore we use the functions e(t γe, δc) for /, (c=2, 3, •••, ̂ 0—1), e-(t δλ)
for /i and e+(t, γζQ) for JCQ.

§ 4. Summary about solutions of a linear matrix equation.

In this section, we shall summarize the matters which are used for the proof
of Theorem 3.

Let 7χ and I2 be two intervals such that / i=[αi, βi) or Ii=(alf βj, and
h=(a2, βt) or I2—{a2, β2~] and further a1<a2<βi<β2

Let B(t) be the square matrix of degree n, which is given in § 1. Assume
that for a positive integer s: 2^s<Ln—l, the condition (1.7) is satisfied on ΛwΛ
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and further that a condition

(4.1) BΠ1 I2 " jr)φ0

is satisfied on ϊt and a condition

(4.2) B(1X l* '"

\m1 m2 ••• mr

is satisfied on ϊ2.

W e define a n {n—r)-tuple (k'r+1, k'r+2, •••, k'n) for 1 ^ ^ ! < ^ 2 < ••• <kr^n in

such a w a y t h a t l ^ & ί + 1 < & ί + 2 < ••• <kr

n^n a n d {&!, •••, kr, k'r+1, •••, ^ ή } ^ 1

{1, 2, •••, n } . A n ( n — r ) - t u p l e (?n'r+1, mf

r+2, •••, 7?ẑ ) is also defined for I^m1<m2

< ••• <mr^n in t h e s a m e w a y .

Let us consider an n X s 2 m a t r i x ( l ^ s ^ s ) P ( ί ) w h o s e c o m p o n e n t s all be long

to K(ϊύ:
.i(t) p12(t) "• piSj(f)\

Pnliί) pn2{t) ~ pnsβ)!

•), Pkp2(t), - , ί ^ S l ( 0 ) (io = l, 2, •••, r ) ;

), pk'2,(f), •••, pk' sSfί) ( σ = r + l , r + 2 ,

and put

n).

Then, in virtue of Cramer's rule, we recall the following fact.

The matrix P(t) satisfies a linear equation

(4.3) B(t)P(t) = O

on ϊly if a n d only if t h e v e c t o r s pkp{t) (p = l, 2, •••, r ) can be r e p r e s e n t e d a s

l inear combinat ions of t h e vec tor s Pk'σ(t) (σ—r+1, r + 2 , •••, n):

(4.4) pk (t)= ± ξpσ(t)pk,β) (^ = 1, 2, . » , r)
y σ-r+l

with coefficients ςpσ(t) which belong to K{ϊλ) and are expressed by

5.
(4.5)

w h e r e

/

\ ^ ! k2' 'kj

io = l, 2, •••, r ;

σ=r+l, r+2,

o

p-th column
φ bhH(t)-bhh.β)-bhkr{t)

bJrkl(t)bJrk2(t)-bJryσ(t)-bjrkr(t)
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Therefore, we obtain the following proposition:

PROPOSITION 1. Let B(t) be the matrix given in §1 and let P(t) be an nXs1

matrix (l^s^s), whose components all belong to 7Γ(/i) and which satisfies the
equation (4.3) on A. Then a condition

rank P(t) = s1

is satisfied on ϊlf if and only if a condition

rank

is satisfied on ϊλ.

Let us next consider an nXSj matrix Q(t) whose components all belong to

qm(t) #re20
and put

qm'σ(t)^(qm'σi(t)f q m ' σ i ( t ) , •••, qm>σSl(t)) ( σ = r + l , r + 2 , •••, n ) .

Then, on the same ground as for P(t), we know the following fact.
The matrix Q(t) satisfies a linear equation

(4.6) B(t)Q(t) = O

o n /2, if a n d o n l y if t h e v e c t o r s qmp(t) (p = l, 2, •••, r ) c a n be r e p r e s e n t e d a s
l i n e a r c o m b i n a t i o n s of t h e v e c t o r s qm<β) ( < τ = r + l , r + 2 , •••, n ) :

(4.7) δ m o ( 0 = Σ yPσ(t)qm>β) (ρ = l, 2, •••, r )

with coefficients ^ o σ (0 which belong to K{ϊ2) and are expressed by

f 1 I . . . / >

i 7722

where
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m2 ••-

p-th column
bιimi(t) bιl7ϊl2(t) ••• bhm'σ(t) " bίl7ϊlr(t)

bιimi(t) bhm2{t) ••• bhm'β) '" bhmr(t)

bιrmi{f) blrm2(t)-~ bιrm.β) blrmr(f)
In this case, we get also, for Q{t), a proposition similar to Proposition 1.
Concerning the relation between the matrices P{t) and Q(t), we have the

following lemma:

LEMMA 3. Let Bif) be the matrix given in § 1. Let P{t) and Qif) be the
nXs matrices—that is, Si = s—, which are given above and satisfy the equation
(4.3) on 11 and the equation (4.6) on I2 respectively. Suppose further that conditions

rankPCO^s and rank(?00 = s

are satisfied on ϊλ and on I2 respectively.
Then there exists a square matrix C(t) of degree s such that

( I ) Every component of C(t) belongs to K(Ϊ1ΓΛΪ2)',
(Π) rankC(f) = s on Ϊ1Γ\Ϊ2',
(ΠI) P(t) = Q(t)C(t) on ΛπΛ.

For the proof of this lemma, see the proof of Lemma 2 in the previous
paper [1].

§ 5. Proof of Theorem 3.

Let X(t) denote the matrix:

) = (xM ΛΓ2(ί), ~',xAt)),

w h e r e xk(t)=co\(xlk(t), x 2 k ( t ) , •••, x n k ( t ) ) {k—l, 2, •••, s') a r e s' p r e s c r i b e d v e c t o r s
belonging to W(I).

Now, by assumption, we can choose a set {Iκ}
κ

κli of intervals possessing the
following properties:

( i ) i=j
κ=l

(ii) /i = [α:i, βi), IKo=(aKo, βKQ], a^a, βKo=β,
/«=(«., β*) (Λ=2, 3, - , A:O-1);

(iii) IκΓ\Iκ+1Φ0 0c=l, 2, •••, κo-1),
IκΓ\Iκ. = 0 (ic+Kic', ic=l, 2, .», Λ O-2),

that is, ax<a2<βx< ••• <aκ<βκ^<aκ+1<βκ< •- <βKo-2<aKo<βKQ-1<βKo

(ιc=2, 3, •••, ΛΓO-1);
(iv) For each Iκ, there exists a minor of degree r of £(ί) which does not

vanish on the closure Iκ of Iκ.
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For the details about the existence of such a set {/JίLi of intervals, seethe
proof of Theorem in the previous paper [1].

Let us assume that a condition

is satisfied on ϊu and a condition

(5.2) B(h U '" ίr

\mi πι2 ••• mr

is satisfied on /2.
We here remark that we are able, without loss of generality, to take the

closures Λ=|>i , β{] and Λ=[α2, βϊl of h and /2, for the conditions (5.1) and
(5.2), instead of h and I2 which were taken for the similar conditions in the
proof of Theorem in the previous paper [1].

We put

* k p ( t ) = ( X k p i ( t ) , x k p 2 ( t ) , •••, x k p Λ t ) ) (p=l, 2, •••, r ) ,

&k>σ(t) = (Xk>σi(t), Xk>σ2(t), •••, x k ' σ Λ t ) ) (σ=r+l, r + 2 , - , n).

Then, in virtue of the conditions (1.7) and (5.1), the vectors xk(β)

(p=l, 2, •••, r) can be represented as combinations of the vectors Xk'σ(t)

( σ = r + l , r+2, - , n) :

(5.3) xkp{t)=ΈJPo{t)Xk>β) (p = l, 2, - , r),

where ξpσ(t) are the same as in the linear combinations (4.4).
Furthermore, it follows from the condition (1.9) and Proposition 1 given in

§4, that

(xk'r+ι(t)\

(5.4) rank : \ = s' on ϊ,.

\xk'n(t)l

The condition (5.4) and Theorem 2 imply, therefore, that there exist vectors
ΰkβ) ( σ = r + l , r+2, •••, n) such that

β k ' σ ( t ) = ( y k > σ s > + i ( t ) , y k > σ s ' + 2 ( t ) , •••, y k ' σ s ( t ) ) ;

σ r+2, - , n),
and

(5.5) rank
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and

(5.6)
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rank = s on

U
Further, we define vectors

by means of

>=1, 2, •••, r)

)= Σ ζ
σ=r+l

where ξpa(t) are the same as in the linear combinations (4.4), and we put

Pkp(t)=(xkp(t), ΰkp(t)) (P=l, 2, - , r),

Pk'β)={xφ, ΰφ) {σ=r+\, r+2, - , n).

Rearranging the rows of the matrix:

(5.7)

P(.t)=

in the original order:

(5.8)

we have

(5.9)

and

(5.10)

Pkr(t)

\ Pkdt) )

Pw(t)=\ \=(X(t),Y(t));

P»(t),

Ut) \ / ύi(t)

χ(t)=\ , nt)=l
Xn(t) I \ Unit) .

) = s on ϊu

B(t)Pw(t) = O on h.

N e x t w e c o n s i d e r t h e v e c t o r s jCi(f), jc s(ί), •••, x> (t) o n 7 2 .
If w e p u t

x m β ) = ( x m o i ( t ) , χ m o 4 f ) , •••, x m o Λ t ) ) (p=l, 2, •••, r )
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xm>σ(t) = (xm>σi(t), xm'σ*(t), ••• , xm>σs>(t)) (σ = r-l, r + 2 , - , n \

t h e n , in v i r t u e of t h e c o n d i t i o n (5.2), t h e v e c t o r s x m β ) (ρ = l, 2, •••, r) c a n b e
r e p r e s e n t e d a s l i n e a r c o m b i n a t i o n s of t h e v e c t o r s x m β ) {a—r-\-l, r+2, •••, n ) :

(5.11) xmp(t) = σ±+iηpσ(t)xm'β) (p = l, 2, .- , r\

where ηpa(t) are the same as in the linear combinations (4.7).
By the same reasoning as for the condition (5.4), we have

!χm τ+ιit)\
rank | \—sf on 72.

Therefore, it follows from Theorem 2, that there exist vectors zm>β)

(σ=r-rl, r—2, •••, n) such that

σ (g = s'+l, s'+2, ••• , s σ=r~l, r + 2, ••• , n),

and

(5.12) rank i \=s-s' on /2,

\ f »^(0 /
and

ίxKJt) zκjt)\
(5.13) r a n k \=s o n /2.

W e def ine v e c t o r s

^ o ω - = ( ^ m ( θ S ' + i ( 0 , z m p S . + 2 ( t ) , •••, 2 O T | 0 e ( 0 ) (iθ = l , 2, ••• , r )

b y m e a n s of

2mβ)= Σ 7)pσ(f)&mβ),
H σ=r+l σ

where ^ iθσ(ί) are the same as in the linear combinations (4.7), and we put

ί qmβ) = (xmβ), 2mβ)) (p = l, 2, ••• , r),
(5.14) \

I 4m'<J(ί) = (^m'<r(ί), fm'ff(0) (^ = r + l, Γ~2 ? . - , «).

Rearranging the rows of the matr ix :
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in the original order:

we obtain

(5.15)

and

(5.16)
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qmi{t) )

Q(t)=

n
*(0= : , z(t)=l

\xn(t)l \zn(t),

rank Q(t) = s on 72,

B(t)Q(t) = O on 72.

In virtue of Lemma 3 given in §4, there exists a square matrix C(t) of
degree s, such that

(5.17)

and

on IλΓ\I2,

rankC(ί) = s on

and every component of C(t) belongs to Kiϊ^
Moreover, we have especially

(5.18) \C(t) on /i

§ 6. Proof of Theorem 3 (continued).

If we represent the matrix C(t) in the form of a blocked matrix:

s-s'

Cn(t) Clt(t)

C(ί) =
}•'

s—
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then, the relation (5.18) and the definition of the vectors pm>σ(t) and qm>σ{t):

(<x=r+l , r + 2 , •••, n)
imply

(6.i) Γ 1= Γ c n ω + T1 \c21(t)
\xm>n(t)) \Xm'β)l \Zm'n(t)J

and

( βmr (0\ /Xm' (0\ I^TΠ (t)\

:+1 | = ;+1 )c 1 2 (o+ Γ Jc22(o
*m'n(0/ \Xm>n(t)) \Zm'n(t))

on ΛπΛ.
It is easily seen from the condition (5.13) and the relation (6.1), that

Cii(t) = ES' and C21(t) = O,
where Es, is the unit matrix of degree s'. Hence the matrix C{t) has the follow-
ing form:

Now let ίi be a point belonging to hΓΛh- Then, since C{tλ) is non-singular,
there exists a positive number έ such that any square matrix C of degree s,
satisfying \\C—C(ίi)||<έ, is non-singular, where || || denotes the Euclidean norm
of a matrix.

We can find, in virtue of the continuity of functions, a positive number ε0

such that HCtO-CωiKέ whenever \t-U\Kso and t^hΓΛh.
Let t[ be a point belonging to hΓλh such that 0<ίί—ίi<ε 0 and let ε1 be a

small positive number satisfying the inequality t1

J

Γ£1<t[—ε1.
Furthermore we prepare a real-valued function X(t) defined and of class C00

on — co<α<+cκ), such that O£X(t)^l for all f, Z(ί)=l for ί ^ ί i + β ! and Z(ί)=0
for ^ ί - β i

Let C(0 be a square matrix of degree s, defined in the following way:

C(ί) for

Z(ί)(C(ί)-C(ίί))+C(ίί) for

for

C(ί) =

Since | |C(0-Cfe)| |<£ for t^t^tί, C(t) is non-singular on α 2 ^
Further we can easily verify that every component of C(t) is of class O on

By putting
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on

(6.4)

C22(ί)=Z(ί)(Ct,(f )-C,t(f ί)

we see that the matrix C(t) has the following form

C(ί) = (o

(6.5)

Es, C12(t)\
c22(ty

v C12(t[)\

> C22(ίί)/

If we define a matrix Pί2)(t) on /iU/ 2 in the following manner:

Pω(t) for a^t^a2;

then, the matrix P(2'(t) satisfies a linear equation

B(t)P{2\t) = O on /iU/2,

and satisfies a condition

(6.6) rankP ( 2 )(/) = s on ΛuΛ,

and further all components of P ( 2 )(ί) belong to AΓ(/iU/2).
Since it follows from (6.4) and (6.5), that

(X(f), ^(ί)C12(ί)+Z(0C22(0) for a^t^h

;0) for t^t^tί;

if we put
ίΰiit)

nt)\ =
0 ( ) ( 0 2 ( ) for ^ ,

X(t)C12(t)+Z(t)£i2(t) for ί ^ ί ^ ί ί

ίί) for ίί^ί^i82,

then, by taking the form (5.8) of the matrix P(1)(t) into consideration, we have

(6.7) Pw(t)=(X(t), Y(t)) on ΛuΛ.

We shall here show that

(6.8) rankF(ί) = s—s' on ΛuΛ.

It is already, known that rank y(ί) = s—sr on 71? and further, as the vectors
M (w—1, 2, •••, n) are of (s—sO-dimension, we see

rank Y(t)^s-s' on /2.
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If there exists a point to^ϊ2 such that rank Y(to)<s—s', then we get

rank P ( 2 ) ( « ^ r a n k X(ίo)+rank Y(t0)

which contradicts the condition (β.β).

By repeating the above-mentioned process for each pair {Iκ, Iκ+1} (/c=2, 3,

AΓo—1) of intervals, we obtain a matrix:

Y(t)=(y8,+1(t), y8,+2(t), - , ys(t))

defined on the interval /, such that

rankY(t)=s-s' on / ;

), Y(t)) = s on /,

and ys.+1(t), yS'+*(J), •••, ys(t) belong to W(J).

The vectors y8>+1(t), ifβ.+2(ί), •••, i(s(ί) are thus the desired ones.
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