Journal of the Mathematical Society of Japan Vol. 1, Nq. 1, Sept., 1948.

On the cohomology theory of rings.
By Yukiyosi Kawapa.
{Received Oct, 25, 1947.)

Recently G. IHochschild has developed the theory of cohomology groups
of associative algebras®.  We shall consider in this paper some problems
concérning the cohomology groups of rings. Especially we shall be able
to characterize the vanishing of H,(R,m) for cvery R-R-module m in the
case #=1 and 3 by the cxtension properties (Thcorem 6 and 8).

In § 1 necessary definitions from Hochschild's theory are given. §2.
concerns the extensions of R-R-modules. In.§3 wc define a useful mapping
Fy of HW(R,m) to H,.,(R,n) for any R-R-modules m and n, which is
- a generalization of the fundamental isomorphism of Hochschild. In §4 we
consider the special extension problem, which corresponds to the Teich-
miiller’s theory for simple algebras®. These considerations can also be
applicd to ILie algebras, as I's all show in another paper.. .

' S 1. Definitions of the colwmology groups of rings. .

Lct R be a ring and m an R-R-module. Namely, we suppose that
ait, b (eim, a, & ¢R) belong to m, are lincar, distributive in @, &, i, and -
satisfy the associative lgw a(om) = (ab)mn, (J/z(z‘)é:-'m((zé), (am)b=a(mb).

- We call an element f,cm a O-cocaiiz, and f,(ay, ..... ., a,)em (a;eR), which
is lincar with respect to @, ......, ¢,, a n-cockain (n>1). We denote

the module of all n-cociains by L,(R,m). Moreover, we define the co-

boundary operator of,=f.. (focL.(R,m), £ . .¢L..,(R,m)) by

“(0f) (ayy ... y @uir) = Ly vy @) F 3% (=D (a,
...... .3 lzk(lk-l-l"""") (l,H,J)+.(—,|)"':’_'f:b((lll, ceseeny (!,,)(I,,.H. (].)

Then 6 is a lincar mapping and satisfies the relation 6(d/,) =0 for any f,.
We call an clement £, with 6/,=0 an n-cocycle (2 >>0) and an element 7,
with f,=28g,_1(2 >> 1) an n-coboundary. We denote the module of all -
cocycles (#-coboundaries) by C,(R,m) (B.(R,m)). And we definc the
n-cokomology group H,(R,m)=C,(R,m)/B,(R,m)*(» > 1).
' §2. Extension of R-R-module and V-cohomology growp H,(R, m).

Def. I.et m, n be two R-R-modules. We call an another R-R-module

M an cxtension of m by n, if () M2 n, (ii) M/n = m (as R-R-module), (iii)
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M = m+n (dircct sum as module) hold. If M ~m+n (direct sum as R-

R-module) we say that M splits.

Now we consider an cxtension M of m by n. We denote elements
of m by «a, 4, ...... , and of n by «, #, ...... . For an element mem take
lincar representatives 5, M from thc class corresponding to mem by the

relation M/n m. Ticn
\‘le:Bam'{_B((Z! ;/IZ), Bmd:Bnue_*_r(”l: M) (‘ZCR, mem, ﬂ: TCH)- (2)

B(a, nz)‘and 7y(mn, ) are linear in a, m. By the dssoaatlve law zz(él’m)
= (ab)B,, (B,a)b= Bm(cz&) (aB,,)=a(B,0) we have

aB(&; m) +B(a, bn) —pB(ab, 1) =0, 7 (nty @) o+ (ma, 6) —y (e, ad) =0,
-B(a, 1:6) ——ﬁ(a, m)b=yam, &) —ay (e, &). . (3)\

If we choose another lincar representatives

B?l.L*:BnL_*_/" (ﬂ.l) (”Atm’ ll(]:l) ] V (4)
we have :

B*(a, n) =abB,* — B, =/ (;z, we) + | ap (i) — p(am) },
Py @) = Bua— Bt =y (m @)+ p(wa—p(n) b (5)

We call 1/? 71 satisfying the rclations (3) a factor syst.n, and two factor
systems 1/? 7t and {B%, r*} satisfying (9) for some {p} associated. The.
structure of an ¢éxtension M is' completely determined by {3,7}. Ilence,
we write M= (m,n, ﬂ;y 7). Conversely, for any factor system {3, 7}, there
exists an extcnsion M= (m, n, 8,7) satisfying t ¢ relation (2). Two ex-
tensions M,(m, n, 3, 7)) (/=1,2) are isomorphic (as R-R-module, cach
element of n =M, (¢:=1,2) corresponding to itsclf) if and omy if {B, i}
~and {3, 7.} are associated. We identify these M; and M..

We define {By, it + {Bo it ={Bi+ o i+ 712}, tl}cp all the factor systenis
make a module F(m,n). Splitting factor systcms

B(a, m) =ap(n) —p(an),” i, a) =p(m)a—p(ma) (6)

~ make a submodule S(m, h) of F(m,n). Then we have obviously -
Theorem 1. Eack clesnent of F(m,n)/S(m, n) corresponds one 2o one

to the extension M of m by n.
Now we consider the rclation to' the cohomology groups. We shall
- A

4
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first assume that we can select the linear representatives {5, } with
B,a=8B,.,  (mem, acR). _ | (7)
Such extension has factor system {3%,0}. The condition tor 3* is
aff* (&, ) + % (a, bur) —B* (a2, m) =0, ﬂ* (a, 12)6— 3% (a, mb) =0 (8)
Let r be the sct of all the lincar mappings A of m mto n wit
X(Wz)(z——/{(//m) (m(m, (Z(R) (€)

If we dcfinc the left and right operations by an cl_emcnt a¢R to r by

(axd) () =ak(m), (Axa)(m)=2(am)  (mecm),  (10)
then r is an R-R-module. We dcnote this r by r=1(m, n).
Each 1-cochain' f(a)<L,(R, r) is representablc by

f(a)zg(zz, nr)en (a¢R, mtm)

with ¢(a, m)o=¢(a, mb). The condition d/=0 amounts to dp=a*p(8, 1)
—(ab, ) +¢(a, m)«b=ap(b, i) —¢(ab, nt) + ¢(a, bur)=0. This is exactly
thc condition (8). The condition f=d/, is

o(a, m)y=0od(m)= cz*g’)(m) —p(m)xa=ap (1) — 9b(am)
This means that {8¥%,0} splits.
Now let F*(m, n) be the sct of all factor systems_{#*,0}, and put

S*‘(m,n) =F#*(m,n) NS(m, n). Then we have
Theorem 2. For r=1(m,n), it holds

H,(R, r) =~ F*(m, n) /S* (m, n)

Corollary 1. /f R contains the left unit c’(( a=a jbr oY aGR) and if
uR =0 for «==0 (uen), then

H.(R, n) =~ F*(R,n)/S*(R, n).

For, any linecar mapping 4 from R to n with (9) can be represented
as 4(a) =va(u=A21(e)). Ience, it holds r-l(R n)=n
- Corollary 2. (Hochschild {1], §4) 7/f H/(R,n)= O Jor every m, then
any representation of R is completely veducible.
For, any R-left modules m, n can be made to R-R-modules by #a=0,
na=0 (@¢R), and any lincar mapping 4 from m to n satisfics the relation
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(9). Therefore, any R-submodule n of R-module M is a factor of direct
sum. o ‘

If we consider R-right modules instead of R-left module , then we can
also conclude that any R-right module M which is an extension of R-right
module m by ‘n splits: M =~m+n (direct sum as R-rmht module).

Now if we consider an R R-module M= (m, n, 3,7) mctely as R-right
module, then we can choose linear representatives £, with the property
(7). This mcans F(m,n)/S(m,n) =~ F* (m n)/S*(m n) =0. ‘Ilence we
have

Corollary 3. Zf H/(R, m) =0 for cvery m, then cocry extension M of
'm by n splits (the converse will be proved in § 3).

§3. Mapping Fy frome H,(R,m) 2 H,.,(R,n).

~ Let m,n be two R-R-modules and M= (m, n, 3, 7) an extension of -m
by n. \/Ve define the linear mapping F=F, from L, R, m) into L,.(R, n)
=0 | ~

Fo(g) =/fuseloni(Ryn) (gutL.(R,m))
' Jui(ag, .. y Turr) Zﬂ(tlj,gn(u‘ag, ey @rt)) -
B + (= D" (gulay, -y @), aqny).  (11)

Lemma 1. ]:;ﬁr (o“gn) + 6(@T(£r7»)) =0 (” ~_>_— O) A
Proof.  Fy(0g2) +0(Foy(g0)) =18 (a, sy ooy uir)) + Sh=r(—1)*
Blay, golay, ...... y ety wee e y i) + (=D 'B(ay, gulay, ...... y W) @niy) |
(— D" {y(avgi(a, ...... v @)y Auir) + SV (=D (gu(agy ... s Qppty peve e ,
)y Wny1) + (— 1) (gulay, ... ... A1) @y @) }F 1B (@, g0y oon ey ) —
Bavy, gn(asy ... s uir)) F SR (—1)E ’/9((10, galay, oon. .. s U1y veeen y Wuiy))
+ (—=D"B(ay, gulay ....i., Hn))llnﬂ, + (— D" YHay(gu(ay, ...... y )y i) +
S (D% (gulag, ..., Vol oo @)y Anry) F (= D" 1 (galcy, - ... oy
@y )+ (=D " (gn(ay; ...... y Q) zz,‘)az,H = {3 (ay, ag.(a, e, i)+
aoB(ay, gy ...... s Wi1) — By, go(asy ... y @uin) } (=1 =By, gula,
...... y @) usy) B (a, gu(ay, ..., @)Y usyi— 1 (@gnay, ooy @)y dnit)F @i (g
(ayy s.. ... y @)y @uin) b — 7 (g, ... y A1) @y uiy) —7(gn(oy «ovn.. , zl,,b_l),‘
ity 1) F 1 (gnlay, -..... y@nt)s a) s =0 (by (3)); Q.E.D.

Lemma 2. For two associated factor systewms {f,7}, 1B*, 7%} with ),
we have for ,(ay, ...... y @) =p(gn(ay, ...... , @) -

Fiy (o n) F:**T* (gn) = (0/"n) _/‘( an) (n 2.. 0).
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Proof. {Fy(gn) — Fasps(gn) } ((znﬁ, ...... y an) =apu(gulay, .. .. , @) — p(a

gnla, o, @)+ (— D" Hp(gu(ay, ... y ) ) — p(gn(ayy oonnen y @) ) }
=a0/1.(g,,((z,, ...... Ly (z,,)) 4+ > ,(—1)k/£(gn((l.,, ...... s Qg 1@y ovuinnn , (ln) + (—1)7”1

p(gulay, .. ... y Qe l)) an— p(0g(ay, .. ... v ) = (0/n) (ay, ... @) — p(0g.
(agy ooy ), Qh

From lemma 1 we have 0(&Fg,)=0 for 4g,=0 (2>>0) and F(g.)
=8F(/tn_,) for —g,=0/,_, (2 =1). Hence we have
Theorem 3. The mipping Fy of @ induces a linear mzzp/nné F
of H.(R,m) into H,.,(R,n) (2 =>1).
From I.emma 2 we have - :
Theorem 4. [If jfactor systems | ,f?,,} and 1ﬁ"‘ r*} are associated, then
Fy, and Fyap induce the same ﬂmppmg Fyl'=Fu of H'R, m) into H,.«(R, n)
(e=>1).
Corollary.- ff (B, 1} splits, then Fo/ =0, that is, Fy, maps H,L(R, m)
tuto O (n > 1).
Now we show that the fundamental mapping defined by Tlochschild' []]
is a special casc of Fy. I.et n be any given R-R-module. Then we take
as m the set of all linear mappings » of R into n (m=L,(R, n)) with the

¢

relations \
avin(b) =an(b), (rra)(6) =n(ah) —m(a)é (a, 6¢R, m:¢m),

which is also an R-R-module. We take then factor system

B(a, m) =0, y(u,a)=m(a),

which evidently satisfies the condition (3). Thea the 'mapping Fyy is defined
by ' :
Fo (g (ay, ...... s ) =(—=1)" g, (ay, ...... s Tuy) (@) (13)

Converscly for any given fuqtLa . (R, n), takc g» L. (R, m) with
nlag, -on... y @) (@) =(—1)" (s vonen , ), -

then we have #(g,)=/f,.,. This shows the isomorphism L,(R,m) =~ L,,;
(R,n) (#=0). Lemma 1, 2 show also C,(R,m) =C,.,(R,n) ( ;2 0).
and B,(R,m) =B,..(R,n) (#z=>1). Thus we have

Theorem 5. (Ilochschild) For tie special R-R-module m a’eﬁum’ above

H.(R,m) = H...(R,n) _(” =1).
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- Now take C,{R,m)={m; 6m=0, mem}, and. B,(R, m)=/ .;,]fi,
/€Bi(R, n)}, then C,(R, m)/B,(R,m) ~H/(R, n). This isomorphism is,
given by £/, But if {8, r} splits, then £,,’=0, and we have H,(R, n) =0.

- Hence we hdve the converse of Corollary 1 of Theorem 2 -
Theorem 6. A sccessary and suficient condition for the wvanishing of

H,(R,n) for every R-R-imodule n is z/zaz‘ cvery extension M ()f m &y n splzts

§4. 3-colhomwlogy group.
2-cohomology group H.(R,m) was related by [lochschild [l] to the

extension R by m as follows. We call the extension A= (R, m) of R &y
m the following ring: (i) A contains m «s_two sided ideal, (i) m*=0, (iij)
A/m ~ R (iv) the linear representatives A,A corresponding to a«R by A/m
- ~ R satisfies A, = am, 711/1 =ima (acR, mem). The structure of A is
complctely détermined by

A,4y=A4+g(a,8)  (a,6R, gem), (14)
where ¢ satisfies the conditien corresponding to A(;(A,,;/Jr)=(/](tAb)Ac

ag(b,¢c) +g(a, bc) =g(ab,c) ;i‘é"(tl, bye. . (15)

This is, g¢C,(R, m). Conversely, for any given g¢C,(R, m) there ' exists
an extension A with this g&. We denote this extension A by (R, m,g).
If we take another system of representatives A,*=A,+/(a) (/z(m) the
corresponding g% (e, ) is given by g*(a,6) = o(‘,’ 0) + {22(d) —= h(ab)
—/%(a)6}, namely g¥*==g¢ (mod. B,(R,m)). This shows that the vanishing
of Hi(R, m) for every m means the splitting of all extensions A= (R, m).
Now we consider the meaning of H,(R, m) in rclation to the Teich-
miiller’s “theory of factor systems of higher degree. . Let A= (R, m, g) be
an extension of R by m, and let M= (m, n, 3, 7) be an cxicnsion of m by
another R-R-module n. We shall consider the problem to construct an
extension B= (R, M), for which B/n ~ A holds.
p Suppose that we have such an g¢xtension. We take linear rq)rescnta-
tives 4B (acR), B, B(mtm) corresponding to B/M ~ R and M/n
- then in B hold the relations

;‘M:O ];m):ZBm:O) (2) /u(n) 3 ‘415(/':['!“y aAa:M;Z ("€n>s
A BWL_B(UM +ﬂ.(a) 71,‘) ’ B7in‘4:z:[;mn+r(7/l! (Z) )‘ (ﬂ’ T‘H); (‘6)
AaAb:Aab+ ]))_r/(a, ) + U‘((Z) é) ’ (”'(n) .
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By the associative law we have  the conditions (3) for B.r and from
’Aa (AbAc)= (AuAb) Ac '

B(a, g(0, c))—f(g(a, ), ¢) + {au(d, c)——a(a&, ¢)+ q(a, bc)—ufa, b)c} ’=O, (17)-

AN

\

Fyr (g2) +00,=0, - a7 -

that is.

Conversely, if we have a(a,’8)en with (17) or (17*), then we can
construct an extension B=(R,M) by (16) with the desired properties.
Thus we have . . . i ’

Theorem 7. For awy given extensions A= (R, m,g) and M= (m,n,
B,7) the necessary and sufficient condition for the existence of another extension,
B(R, M) with B/n = A is that 3-cocycle Fy (&) s a coboundary.

If Hy(R, n) =0, then there is always Suck an extension.

Now for any given R-R-module n take m and #,7 as in Theorem 5.
‘And let £, be any 3-cocycle which is not a 3-coboundary. Then there is
& such that %, (g.)=/fi. For_such A=(R,m,g.) and M= (m,n,8,7) we
cannot construct the desired extension. Hence we have

Theorem 8. A necessary and sufficient condition jfor the vanishing of
H;(R,n) for any R-R-modute n is the possivility of an extension B= (R, m) '
with B/n =~ A for any A=R,m,g) and M=(m,n,3,7).
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