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1. Introduction and definitions. Suppose X and Y are Banach
spaces, Y being real, and B = B [X, Y] is the space of all bounded linear
operators from X to Y. Let Y+ denote the weak sequential extension
[9] of Y, considered as a subset of Y**. Unless otherwise specified, Y+

will be taken with the norm topology of Y**. McWilliams [8] has shown
that for a real Banach space Y, Y+ is norm closed in Y**, hence Y+ is
also a Banach space. By a summability method from X to Y+ we mean
a matrix A = (ank) of elements of B. We denote by m(X), c(X) and co(X)
the spaces of X-valued bounded, convergent and null sequences, respec-
tively. A notion of almost convergence for elements of m(X) has been
defined in [3]. It is shown there that a sequence χ = {xn}em(X) is
almost convergent if and only if {x*(xn)} is almost convergent in the sense
of Lorentz [7] for each x* e Jf*. In general the limit is a point in X**,
or more precisely, a point in X+.

DEFINITION 1. A method A is conservative if for each χ = {xn} e c(x),
Vn = Σ~=o ank(%k) exists as a point in Y+ for each n ^ 0, and {yn} is a
convergent sequence in Y+.

DEFINITION 2. A method A is almost conservative if for each χ =
{xn}ec(X)9 yn = ΣϊU &»*($*) exists as a point in Y+, and {yn} is an almost
convergent sequence in Y+.

DEFINITION 3. A method A is regular relative to an operator
L e B[X, Y+] if for each χ = {xn} e c(X) with l i m _ xn = x, yn = Σ?=oGUfe)
exists as a point in Y+ for each n ^ 0, and lim^^ yn — L(x) in Y+.

DEFINITION 4. A method A is almost regular relative to an operator
L e B[X, Y+] if for each χ = {xn} e c(X) with l i m ^ xn = x, yn = Σ^=odnk(xk)
exists as a point in Y+, and {yn} is almost convergent in Y+ to L{x).

In section 2 we give characterizations of conservative and almost con-
servative methods. In the first case we obtain a general form of the

v I am indebted to the referee for his careful attention to detail, and his helpful sug-
gestions.
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classical Toeplitz theorem. It should be noted that our version differs
from that given by Kurtz and Tucker [5] in that we have chosen the
norm topology in Y+, while they have given Y+ the weak* topology
from y**. In the second case we obtain a more general form of the
result given by King [2]. In section 3 a result is given for a type of
strong regularity similar to that considered by Lorentz [7] in the scalar
case. Hausdorff methods are considered in section 4, and in section 5
the preceding results are used to give a stronger form of the mean-
ergodic theorem.

2. Conservative and almost conservative methods.

THEOREM 1. The method A is almost conservative if and only if

( i ) II ΈJ™=O ank (%k) \\γ ^ M sup* || xk \\ for all m,n^0 and each
{xk}em(X).

(ii) ank(x) almost converges (n—> ©o) in Y+ to ck(x) for each k ^ 0,
xeX.

(iii) {ΣΓ=o ank{%)} is almost convergent in Y+ for each x e X. We
call this limit L(x).

We first observe that condition (i) is equivalent to

( i ) ' II Σ ϊ U ank(xk) | | Γ + ^ ikfsup, \\xk\\ for all n ^ 0
and each fe)em(I), the series being weakly convergent in Y. This
equivalence has been shown in [5].

LEMMA 1. Condition (i) implies | |α f t f c | |Λ ^ M for all n, k^O.

LEMMA 2. Conditions (i) and (ii) imply ckeB[X, Y+].

PROOF. Take y* e Y*, then

\ck(x) \\γ+ = sup

^ sup

lim y* Je.»(s)+-"+<W»fr)l|
P^OO ( p + 1 > I

LEMMA 3. Conditions (i) and (ii) imply Σ?=o (̂a?*) converges in Y+

for each {xk}ec0(x).

P R O O F . Given e > 0, choose N> 0 s u c h t h a t k^ N impl ies \\xk\\ <
e/M. Take yf, yt e Γ* and set ek = &gny?ck(xk).
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V? Σ ck(εkxk)
k=r

^ Wvΐ II sup
p->oo fe=r

+
+ 1

Σ 0>n+i,k(εkVk)

S II2/1* II M s u p H ^ II .

If w e t a k e r^N we h a v e || Σfe=r βfc(α!fc) llr+ < e, a n d s i n c e Y+ i s c o m p l e t e ,

Σ3Γ=o Cjb(ajfc) e x i s t s i n Y+.

LEMMA 4. Conditions (i) αraϊ (iii) imply LQB[X, Y+].

Now consider an element χ = {α;%} 6 c(X), and suppose l i m , ^ xn — x.

We will use t h e notation {x%} = (0, •••,%», 0, •••) and {x} = (x, x, •••).

Exact ly as in the classical case one can prove the

LEMMA 5. χ = Σ~=o{% — #} + M> *Aβ convergence being in c(X).

PROOF OF THEOREM 1. For the sufficiency, suppose A satisfies the

conditions (i), (ii) and (iii), and consider χec(X). Then we have χ =

ΣAΓ=O {% — x) + {#} where x = limΛ_oβ a?Λ. Set

1

For each

ί.p(Z) -

)* we have

3=n fc=0

+ 1 0=n Σ Y +

so that z*tnpec(X)* for all w, p ̂  0, and

Σ
k=Q

z*t%p({x}) .

Conditions (ii) and (iii) imply lim^o,, z*tnp(χ) = z*tn(X) exists for a funda-
mental set in c(X), hence for all χec(X). Define

t(X) - Σ ck(xk - x) + L(x) .
ί;=0

Given e > 0, choose N > 0 such that sup fcaw+11| xk — x || < e and

< ε .Σ ck(xk - x)
k-=N+l

Y+
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Then there exists Nt such that p *> Nx implies

I z*t%p(χ) - z*t(χ) I ^ I z*tup({x}) - z*L(x) \

+ Σ I *%*>({% - »}) - z*ck(xk - x) I
fc

xk -x\\ + II Σ ck(xk-x)\\
IU=2V+1 Il

^ ε (1 + || z* || (AT + 1)) for all n ^ 0 .

Therefore {Σ~=o ««&(%)} is almost convergent in F + to

The necessity of conditions (ii) and (iii) follows immediately by consider-
ing the sequences (x, x, •) and (0, 0, , x, 0, •) for each xeX. For
condition (i) we consider any χec(X) and set Tmn(χ) = Σ?=o »„»(»*). Then
Γmw G 5 [c(JΓ), Γ**], and since A is almost conservative, {Γww(χ)} is w*-
convegent in F** , hence bounded and therefore there exist numbers Mn

such that \\Σιk=oβ>nk(Vk)\\γ^M%&}χpk \\xk\\. If we denote lim^y*Tmn(χ) =
y*Tn(χ) then TneB[c(X), Y+] and || Tn\\^Mn. Since {Tn(χ)} is almost
convergent m Y+ it is bounded, and hence there exists M such that
II Tn |U[c(χ),r+] ^ M. If we truncate χ at k = m we have the condition

Γ.(χ) ||r+ = ^ ΛΓ
\Y

which is (i).

COROLLARY 1. A is almost regular relative to a linear operator L
from X to Y+ if and only if conditions (i), (ii) and (iii) hold with
ck(x) = Θ for all k^O, xe X.

THEOREM 2. The method A is conservative if and only if

( ί ) II Σ?=o α»fc(#*) I IF ^ M sup*, || xk | | for all m, n^ 0 and each

{xk} e m{X)
(i i) ' ank(x) converges (n—> c>o) m Y+ to ck(x) for each k ^ 0, a e JΓ
(iii)' {Σk=oank(x)} is convergent in Y+ for each xeX.

We call the limit L(x).

PROOF. For the sufficiency, one can easily show (see Lemma 3) that
for χ e co(X), both Σ?=o α^fe) and ΣΓ=o ck(xk) converge in norm. If
χ e c(X) then we set Tn(χ) = Σ?=o ank(xk - x) + Σ?=o auk(x)f where
x = lim^.aj,, and T(χ) = ΣS=oCk(xk - x) + L(x). Then we have
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.(χ) - T(χ) II 5Ξ II Σ?=oαα*) - £(*) ||

393

+ Σ II ank(%k - x) - ck(xk - x) | |
fc=O

oo 11

Σ ank(^k ~~ ®)\\
k=N+l II

|| oo II

+ Σ ck(%k — χ)\\
| |fc=ΛΓ+l II

and the conclusion follows at once. The necessity follows as in Theorem 1.

COROLLARY 2. A is regular relative to a linear operator L from X
to Y+ if and only if conditions (i), (ii)' and (iii)' hold with ck(x) = θ for
all k ;> 0, x e X.

3. Strong regularity. We are unable at this time to give a com-
plete analogue to Lorentz' characterization [7] of strong regularity, but
the following partial result proves to be useful.

THEOREM 3. Suppose A is regular relative to LeB[X, Y+], and for
each ε > 0 there exists N > 0 such that

(*) Σ (a»k - α»ffc

Uo
xk\

l
^ ε sup || xk \

k

for all n^ N and χ e m{X). If χe m(X) is such that

lim
p + 1

_ α?|| = 0

uniformly in n, then

lim Σ<
%-»oo \\k=0 Y +

= 0 .

PROOF. Given ε > 0, choose p0 such that

an

where || anp \\ ^ ε for p ^ p0, n ^ 0. Fix p >̂ p0. We then have

Σ <*„»(»» + + Xn+p) = Σ ««»(») + Σ α«»(«»p)
p + l ίΞ

A short calculation yields the formula
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Σ 0«»O&») — L(x) = Σ αmw(a?) —

+ Σ amn(&np) + Σ tti

This yields the estimate

r Σ P Σ
1 0

n=p p=o k=n—p mk

w = 0 Y +
- ! < ( * ) ^ Σ au,(x) - L(x)Σ

w=0

Me Σ ?Σ Ίl

where

Σ
\n=k+l

•Σ Σ
(0=0 |U=0

( 0 0 ^
k + p

Σ

and supfc || ^ || ^ p
Now choose N such that m ^ N implies

Σ (αmfc - α*,
fco

^ — sup |
\γ+ p k

Then there exists N^ N such that m ^ JVi implies

Σ α»»(&») - i(») ^ e + Λfe + ikf + 2ε sup|| α;n
F+ n

2ε Λ

^ ( 1 + Λ f + 3 s u p H ^ I D e .

The conclusion follows.

4. Hausdorff methods. Consider now a Hausdorίf method H(μ) de-

fined by setting ank = (£)4*-kμk, where W g β [ I , 7 ] , Suppose (i)

is satisfied, i.e., ΣLo (ΐ) An~kμk{xk) ^ ikί sup^ || α;fc || for all tι ^ 0,
II \κ / Y

χem(X). Conditions (iii) and (iii)' are then automatically satisfied since
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Σϊ=o \ΐ) Λn~k μk(x) = μo(x). In [5] it is shown that (i) is equivalent to

the existence of a function K(t) e B[X, Y+] for te[0,1] such that K

satisfies the Gowurin ^-property [1] and μn(x) = \ dK(t) (tnx) for all
Jo

n Ξ> 0, x e X, the integral converging in Y+ norm. Using the same
method as in [5] one can show that ank(x) converges weakly in Y+(n-+°°)
for each k, hence condition (ii) is also satisfied. As a result, H{μ) is
almost conservative if and only if condition (i) holds. It has been pointed
out by D.H. Tucker (private communication) that condition (ii)' does not
follow automatically from condition (i) as in the scalar case. However, if
we assume that the generating function K{t) is continuous at t = 0, then
we have

dK(t) {tk(l - tγ~kx]

n dK(t).{tk(l -

- δ)*-kW}K-\\x\

where the first term can be made small independent of n by choosing 5
small, and the second term tends to zero (w—>oo) for d fixed, and it
follows that (ii)' is satisfied.

Now suppose H(μ) is regular relative to LeS[X, Y+] and μn(x) =

dK(t) (tnx).

THEOREM 4. If K(t) is continuous at t = 0 and t = 1, then H(μ)
satisfies the condition (*) of Theorem 3.

LEMMA 6. If δ > 0 is fixed, then

lim sup Σ
1—δ fc=O

tk(ί - t)n~k - n
ty- = o .

PROOF.

Σ
fc=o

f (
\-th\k n + l

- t
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We split the sum according to the sets

= {*: t ~
n + 1

and B = ίk: t -
n + 1

where a > 0.

* (1 — *)

a
ί(l - t) ~ δ(l - δ)

In the second sum we use the estimate

(t - ̂ ^ v
t -

Σ
B

w + 1
JL in + :

a2

)n

1

n + 1
k

[k-(n + l)tf

a\n +1)

Given ε > 0 choose a such that a/(δ(l-δ)) < e/2. Then n ^ 2/(α2ε) - 1
implies

+

PROOF of THEOREM 4. Take χ = {xk} e m(X) .

|Σ

I Γ δ l l I I Γ 1

I J O I I F * * I I J ί +

n
k

)ι-δ\\γ**

WJK sup Σ tk(i - ty

sup || xk



ALMOST CONVERGENCE IN BANACH SPACES 397

The conclusion follows now from the continuity of the Gowurin constant
at t = 0 and t = 1, and Lemma 6.

5. The ergodic theorem. Now let X be a reflexive Banach space.
In this context Lorch [6] has proved that if Ve B[X] such that || Vn \\ ^ C
for all n ^ 0, then the sequence {Vn} is pointwise (C, l)-summable in X
to P, the projection onto the null space of (I — V). We first extend
this result.

THEOREM 5. If VeB[X] such that \\Vn\\ ^ C for all n^ 0, then

\\VnW+ - + Vn+PW-P(4 =0
ll

p + 1

uniformly in n for each xe X.

PROOF. Let N = ker (I— V) and R = closure of the range of (/— V).
Set Tnp = l/(p + ΐ)(Vn + + Vn+P). If x e N then Tnp(x) = x. If x e R,
then there exist y, ze X such that x = (y — Vy) + z with || z || < ε. We
then have

{(y - Vp+1y) + (z + Fz + + Fpz)}
p + 1

hence

|| r (s) || ^ 2 C 2 i i y ϋ + C 2ε (assume C ̂  1)
j) + 1

so that lim^oo rwp(a?) = 0 uniformly in n. The remaining details follow as
in Lorch [6].

COROLLARY 3. Let H(μ) be a Hausdorff method regular with respect
to LeB[X, Y] with generating function K{t) continuous at t = 0 and
t = 1. Then

n
lim Σ L \Δ^kμk{Vk{x)}-LP{x) = 0

YI fc=o

for each x e X.

PROOF. Apply Theorems 3, 4 and 5.

We should note here that the convergence is in Y rather than Y+

since Le B[X, Y] by assumption. This corollary has been proved directly
by Kurtz and Tucker [4]. They assume a weaker form of regularity
which is equivalent to (i) (their condition A), however the assumption
that K(t) is continuous at t = 0 implies our stronger type of regularity,
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as was noted in section 4. The condition of continuity of K(t) at t — 1
becomes transparent from this point of view also when one remembers
that in the scalar case continuity of the generating function at t = 1 is
necessary and sufficient for strong regularity [7]. Our methods also
yield the stronger

THEOREM 6. If Ve B [X] such that \\ Vn || ^ C for all n^O, A is a
method regular with respect to LeB[X, Y+], and A satisfies condition
(*) of Theorem 3, then

lim \±ank{Vk(x)}-LP(x)\\ , = 0
\γ+

for each xe X.

PROOF. Apply Theorems 3 and 5.

COROLLARY 4. If X = Y and A is a strongly regular scalar method,
then

lim ΣαJ J M-PW =0
%-»oo II lc=0 \\X

for each xe X.

PROOF. If χ e m{X) then

(a.,* - antk+1) xk ^ s u p \\xk II Σ | α n f c - an>k+1

hence (*) is satisfied. The result follows.
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