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Abstract. This survey is devoted to the theory of Abram Vilgelmovich Shtraus
and his disciples and followers. This theory studies the so-called generalized
resolvents of symmetric and isometric operators in a Hilbert space and provides
alternative formulas to the well-known Krein-type formulas.
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1. Introduction and preliminaries

This exposition paper is devoted to the theory of Abram Vilgelmovich Shtraus
and his disciples and followers. This theory studies the so-called generalized
resolvents of symmetric and isometric operators in a Hilbert space.

The object, which now is called a generalized resolvent of a symmetric oper-
ator, appeared for the first time in papers of Neumark and Krein in 40–th of
the previous century. At that time it was already known, due to the result of
Carleman, that each densely defined symmetric operator has a spectral function
(the term “spectral function” is due to Neumark). Neumark showed that each
spectral function of a (densely defined) symmetric operator is generated by the
orthogonal spectral function of a self-adjoint extension of the given symmetric
operator in a possibly larger Hilbert space (Neumark’s dilation theorem) [32].
In particular, this fact allowed him to describe all solutions of the Hamburger
moment problem in terms of spectral functions of the operator defined by the
Jacobi matrix [32, pp. 303-305]. However, as was stated by Neumark himself in
his paper [33, p. 285], despite of its theoretical generality this result did not give
practical tools for finding spectral functions in various concrete cases.

For operators with the deficiency index (1, 1) Neumark proposed a description
of the generalized resolvents which was convenient for practical applications. As
one such an application Nevanlinna’s formula for all solutions of the Hamburger
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moment problem was derived [33, pp. 292-294]. In 1944, independently from
Neumark, another description of the generalized resolvents for operators with the
deficiency index (1, 1) was given by Krein [18]. Krein also noticed a possibility of
an application of his results to a study of the moment problem and to the problem
of the interpolation of bounded analytic functions. In 1946 appeared the famous
paper of Krein which gave an analytic description of the generalized resolvents
of a symmetric operator with arbitrary equal finite defect numbers. Also there
appeared a description of all Π-resolvents in the case that the operator is non-
negative (a Π-resolvent is a generalized resolvent generated by a non-negative self-
adjoint extension of the given operator). This paper of Krein became a starting
point for a series of papers devoted to constructions of Krein-type formulas for
various classes of operators and relations in a Hilbert space, in the Pontriagin
space, in the Krein space. Among other mathematicians we may mention the
following authors here (in the alphabetical order): Behrndt, Derkach, de Snoo,
Hassi, Krein, Kreusler, Langer, Malamud, Mogilevskii, Ovcharenko, Sorjonen,
see, e.g.: [20, 21, 24, 22, 10, 28, 11, 8, 29, 31, 3, 9] and references therein.

Starting from the paper of Krein [18] the theory of the resolvent matrix has
been developed intensively, see., e.g., papers of Krein and Saakyan [19], Krein and
Ovcharenko[23], Langer and Textorius [25], Derkach [7] and papers cited therein.
Krein-type formulas are close to the linear fractional transformation and this fact
suggested to apply them to interpolation problems, where such form appears by
the description of solutions.

On the other hand, in 1954, in his remarkable work [38], Shtraus obtained an-
other analytic description of the generalized resolvents of a (densely defined) sym-
metric operator with arbitrary defect numbers. Important features of Shtraus’s
formula, and of Shtraus-type formulas in general, are the following:

1) An analytic function-parameter is bounded;
2) A low number of parameters in the formula: an analytic function-parameter

and the given operator.

These features allow to solve various matrix interpolation problems, in the non-
degenerate and degenerate cases simultaneously, see [48, 49, 50, 52]. Moreover,
these features give possibility to solve not only one-dimensional, but also two-
dimensional interpolation problems and to obtain analytic descriptions of these
problems (see, e.g. [51]).

The Shtraus formula set the beginning of a series of papers devoted to the
derivation of such type formulas for another classes of operators and their appli-
cations. The content of papers devoted to isometric and symmetric operators in
a Hilbert space is used in preparation of this survey. Formal references and list
of papers will be given below. Besides that, we should mention papers for the
generalized resolvents of operators related to the conjugation, see., e.g., papers of
Kalinina [17], Makarova [26, 27], and references therein. We should also mention
papers on the generalized resolvents of operators and relations in spaces with an
indefenite metric, see, e.g., papers of Gluhov, Nikonov [14, 35, 34], Gluhov [13],
Etkin [12], Utkin [44] and papers cited therein.
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Notice, that Shtraus-type formulas can be used to obtain Krein-type formulas,
see e.g. [2].

Thus, in the theory of generalized resolvents one can see two directions: the
derivation of Krein-type formulas and the derivation of Shtraus-type formulas.
The Krein formulas are partially described in books of Akhiezer and Glazman [1],
M.L. Gorbachuk and V.I. Gorbachuk [15]. The Shtraus-type formulas can be
found only in separate papers. We think that it would be convenient to have an
exposition of the corresponding theory with full proofs and necessary corrections.

We omit references in the following text using only known facts from classical
books. Formal references to all appeared results will be given afterwards, in the
section “Formal credits”.

In Section 2 generalized resolvents of isometric and densely defined symmet-
ric operators in a Hilbert space are studied. Section 3 is devoted to generalized
resolvents of (not necessarily densely defined) symmetric operators in a Hilbert
space. Generalized resolvents of isometric and (not necessarily densely defined)
symmetric operators in a Hilbert space with gaps in their spectra are investigated
in Section 4. By a gap in a spectrum of a symmetric (an isometric) operator we
mean a real interval (respectively an arc of the unit circle T) which consists of
points of the regular type of the operator.

Notations.

R the set of all real numbers
C the set of all complex numbers
N the set of all positive integers
Z the set of all integers
Z+ the set of all non-negative integers
C+ {z ∈ C : Im z > 0}
C− {z ∈ C : Im z < 0}
D {z ∈ C : |z| < 1}
T {z ∈ C : |z| = 1}
De {z ∈ C : |z| > 1}
Te {z ∈ C : |z| 6= 1}
Re {z ∈ C : Im z 6= 0}
Rd the real Euclidean d-dimensional space, d ∈ N
k ∈ 0, ρ means that k ∈ Z+, k ≤ ρ, if ρ < ∞; or k ∈ Z+, if

ρ =∞
CK×N the set of all complex matrices of size (K×N), K,N ∈ N
C≥N×N the set of all non-negative matrices from CN×N , N ∈ N
IN the identity matrix of size (N ×N), N ∈ N
CT the transpose of the matrix C ∈ (K ×N), K,N ∈ N
C∗ the adjoint of the matrix C ∈ (K ×N), K,N ∈ N
Πλ the half-plane C+ or C−, which contains a point λ ∈ Re
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Πε
λ {z ∈ Πλ : ε < | arg z| < π − ε}, 0 < ε < π

2
, λ ∈ Re

B(M) the set of all Borel subsets of a set M , which belongs C
or Rd, d ∈ N

P the set of all scalar algebraic polynomials with complex
coefficients

S(D;N,N ′) a class of all analytic in a domainD ⊆ C operator-valued
functions F (z), which values are linear non-expanding
operators mapping the whole N into N ′, where N and
N ′ are some Hilbert spaces.

All Hilbert spaces will be assumed to be separable, and operators in them are
supposed to be linear. If H is a Hilbert space then

(·, ·)H the scalar product in H
‖ · ‖H the norm in H
M the closure of a set M ⊆ H in the norm of H
LinM the linear span of a set M ⊆ H
spanM the closed linear span of a set M ⊆ H
EH the identity operator in H, i.e. EHx = x, ∀x ∈ H
OH the null operator in H, i.e. 0Hx = 0, ∀x ∈ H
oH the operator in H with D(oH) = {0}, oH0 = 0
PH1 = PH

H1
the operator of the orthogonal projection on a subspace
H1 in H

Indices may be omitted in obvious cases. If A is a linear operator in H, then
D(A) the domain of A
R(A) the range of A
KerA {x ∈ H : Ax = 0} (the kernel of A)
A∗ the adjoint, if it exists
A−1 the inverse, if it exists
A the closure, if A admits the closure
A|M the restriction of A to the set M ⊆ H
ρr(A) a set of all points of the regular type of A
‖A‖ the norm of A, if it is bounded
w.− lim the limit in the sense of the weak operator topology
s.− lim the limit in the sense of the strong operator topology
u.− lim the limit in the sense of the uniform operator topology

If A is a closed isometric operator then
Mζ = Mζ(A) (EH − ζA)D(A), where ζ ∈ C
Nζ = Nζ(A) H 	Mζ , where ζ ∈ C
M∞ = M∞(A) R(A)
N∞ = N∞(A) H 	R(A)
Rζ = Rζ(V ) (EH − ζV )−1, ζ ∈ C\T

If A is a closed symmetric operator (not necessarily densely defined) then
Mz =Mz(A) (A− zEH)D(A), where z ∈ C
Nz = Nz(A) H 	Mz, where z ∈ C
Rz = Rz(A) (A− zEH)−1, z ∈ C\R
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2. Generalized resolvents of isometric and densely-defined
symmetric operators.

2.1. Properties of a generalized resolvent of an isometric operator. Con-
sider an arbitrary closed isometric operator V in a Hilbert space H. As it is well
known, for V there always exists an unitary extension U , which acts in a Hilbert

space H̃ ⊇ H. Define an operator-valued function Rζ in the following way:

Rζ = Rζ(V ) = Ru;ζ(V ) = P H̃
H

(
EH̃ − ζU

)−1 |H , ζ ∈ Te.

The function Rζ is said to be the generalized resolvent of an isometric operator
V (corresponding to the extension U).

Let {Ft}t∈[0,2π] be a left-continuous orthogonal resolution of the unity of the
operator U . The operator-valued function

Ft = P H̃
H Ft, t ∈ [0, 2π],

is said to be a (left-continuous) spectral function of the isometric operator
V (corresponding to the extension U). Let F (δ), δ ∈ B(T), be the orthogonal
spectral measure of the unitary operator U . The following function

F(δ) = P H̃
H F (δ), δ ∈ B(T),

is said to be a spectral measure of the isometric operator V (corresponding to
the extension U). Of course, the spectral function and the spectral measure are
related by the following equality:

F(δt) = Ft, δt = {z = eiϕ : 0 ≤ ϕ < t}, t ∈ [0, 2π],

what follows from the analogous property of orthogonal spectral measures. More-
over, generalized resolvents and spectral functions (measures) are connected by
the following relation:

(Rzh, g)H =

∫
T

1

1− zζ
d(F(·)h, g)H =

∫ 2π

0

1

1− zeit
d(Fth, g)H , ∀h, g ∈ H,

(2.1)
which follows directly from their definitions. This relation allows to talk about the
one-to-one correspondence between generalized resolvents and spectral measures,
in the accordance with the well-known inversion formula for such integrals.

The generalized resolvents, as it is not surprising from their definition, have
much of the properties of the Fredholm resolvent (EH̃ − ζU)−1 of the unitary
operator U . The aim of this subsection is to investigate these properties and to
find out whether they are characteristic.

Theorem 2.1. Let V be a closed isometric operator in a Hilbert space H, and
Rζ be an arbitrary generalized resolvent of V . The following relations hold:

1) (zRz − ζRζ)f = (z − ζ)RzRζf , for arbitrary z, ζ ∈ Te, f ∈Mζ(V );
2) R0 = EH ;
3) For an arbitrary h ∈ H the following inequalities hold:

Re(Rζh, h)H ≥
1

2
‖h‖2

H , ζ ∈ D;
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Re(Rζh, h)H ≤
1

2
‖h‖2

H , ζ ∈ De;

4) Rζ is an analytic operator-valued function of a parameter ζ in Te;
5) For an arbitrary ζ ∈ Te\{0} it holds:

R∗ζ = EH −R 1
ζ
.

Proof. Let U be a unitary operator in a Hilbert space H̃ ⊇ H, which corresponds
to Rζ(V ). For the Fredholm resolvent Rζ = Rζ(U) = (EH̃−ζU)−1 of the unitary
operator U the following relation holds

zRz − ζRζ = (z − ζ)RzRζ , z, ζ ∈ Te,
which follows easily from the spectral decomposition of the unitary operator. By

applying the operator P H̃
H to the latter relation, we get

zRz − ζRζ = (z − ζ)RzRζ , z, ζ ∈ Te.
Taking into account that for an arbitrary element f ∈ Mζ , f = (EH − ζV )gV ,
gV ∈ D(V ), holds

Rζf = (EH̃ − ζU)−1(EH − ζV )gV = gV = P H̃
H gV

= P H̃
H (EH̃ − ζU)−1(EH̃ − ζV )gV = P H̃

H (EH̃ − ζU)−1f = Rζf,

we conclude that the first property of Rz is true.
The second property follows directly from the definition of a generalized resolvent.
Denote by {Ft}t∈[0,2π] the left-continuous orthogonal resolution of the unity of the
operator U . For an arbitrary h ∈ H holds

Re(Rζh, h)H = Re(Rζh, h)H̃ = Re

∫ 2π

0

1

1− ζeit
d(Fth, h)H̃

=

∫ 2π

0

2− ζe−it − ζeit

2|1− ζeit|2
d(Fth, h)H̃ , ζ ∈ Te.

On the other hand, we may write

(1− |ζ|2)(R∗ζh,R∗ζh)H̃ + (h, h)H =

∫ 2π

0

1− |ζ|2

|1− ζeit|2
d(Fth, h)H̃ + (h, h)H

=

∫ 2π

0

2− ζe−it − ζeit

|1− ζeit|2
d(Fth, h)H̃ , ζ ∈ Te.

Consequently, we have

Re(Rζh, h)H =
1

2

(
(1− |ζ|2)‖R∗ζh‖2

H̃
+ ‖h‖2

H

)
, ζ ∈ Te,

and the third property of the generalized resolvent of an isometric operator fol-
lows.
The fourth property follows directly from the same property of the resolvent of
the unitary operator U .
Using one more time the spectral resolution of the unitary operator U , we easily
check that

R∗ζ +R 1
ζ

= EH̃ , ζ ∈ Te\{0}.
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For arbitrary elements f, g from H we may write

(Rζf, g)H = (Rζf, g)H̃ = (f,R∗ζg)H̃

=
(
f,
(
EH̃ −R 1

ζ

)
g
)
H̃

=
(
f,
(
EH −R 1

ζ

)
g
)
H
, ζ ∈ Te\{0}.

From the latter relation it follows the fifth property of the generalized resolvent.
�

Theorem 2.2. Let an operator-valued function Rζ in a Hilbert space H be given,
which depends on a complex parameter ζ ∈ Te and which values are linear opera-
tors defined on the whole H. This function is a generalized resolvent of a closed
isometric operator in H if an only if the following conditions are satisfied:

1) There exists a number ζ0 ∈ D\{0} and a subspace L ⊆ H such that

(ζRζ − ζ0Rζ0)f = (ζ − ζ0)RζRζ0f,

for arbitrary ζ ∈ Te and f ∈ L;
2) The operator R0 is bounded and R0h = h, for all h ∈ H 	Rζ0L;
3) For an arbitrary h ∈ H the following inequality holds:

Re(Rζh, h)H ≥
1

2
‖h‖2

H , ζ ∈ D;

4) For an arbitrary h ∈ H Rζh is an analytic vector-valued function of a
parameter ζ in D;

5) For an arbitrary ζ ∈ D\{0} holds:

R∗ζ = EH −R 1
ζ
.

Proof. The necessity of the properties 1)-5) follows immediately from the previous
theorem.

Suppose that properties 1)-5) are true. At first we check that properties 1),2)
imply R0 = EH . In fact, for an arbitrary element h ∈ H, h = h1 +h2, h1 ∈ Rζ0L,
h2 ∈ H 	Rζ0L, using 2) we may write

R0h = R0h1 +R0h2 = R0h1 + h2.

There exists a sequence h1,n (n ∈ N) of elements of Rζ0L, tending to h1 as n→∞.
Since h1,n = Rζ0f1,n, f1,n ∈ L (n ∈ N), by condition 1) with ζ = 0 and f = f1,n

we get

−ζ0Rζ0f1,n = −ζ0R0Rζ0f1,n, n ∈ N.
Dividing by −ζ0 and passing to the limit as n → ∞ we obtain that R0h1 = h1.
Here we used the fact that R0 is continuous. Therefore we get R0h = h.

By property 4) the following function

F (ζ) := (Rζh, h)H −
1

2
‖h‖2

H , ζ ∈ D,

is analytic and

ImF (0) = Im
1

2
‖h‖2

H = 0.
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From property 3) it follows that

ReF (ζ) = Re(Rζh, h)H −
1

2
‖h‖2

H ≥ 0, ζ ∈ D.

This means that the function F (ζ) belongs to the Carathéodory class of all ana-
lytic in D functions satisfying the condition ReF (ζ) ≥ 0. Functions of this class
admit the Riesz-Herglotz integral representation. Using this representation we
get

(Rζh, h)H = F (ζ) +
1

2
‖h‖2

H =

∫ 2π

0

1

1− ζeit
dσ(t;h, h), ζ ∈ D,

where σ(t;h, h) is a left-continuous non-decreasing function on the interval [0, 2π],
σ(0;h, h) = 0. The function σ(t;h, h) with such normalization is defined uniquely
by the Riesz-Herglotz integral representation. Since∫ 2π

0

1

1− ζeit
dσ(t;h, h) = (Rζh, h) = (h,R∗ζh) = (h, h)− (h,R 1

ζ
h), ζ ∈ D\{0},

where we used property 5), we get

(R 1
ζ
h, h) = (h, h)−

∫ 2π

0

1

1− ζe−it
dσ(t;h, h) =

∫ 2π

0

1

1− 1
ζ
eit
dσ(t;h, h).

Therefore

(Rζh, h)H =

∫ 2π

0

1

1− ζeit
dσ(t;h, h), ζ ∈ Te, h ∈ H.

For arbitrary h, g from H we set

σ(t;h, g) :=
1

4
σ(t;h+ g, h+ g)− 1

4
σ(t;h− g, h− g) +

i

4
σ(t;h+ ig, h+ ig)

− i
4
σ(t;h− g, h− g).

Then ∫ 2π

0

1

1− ζeit
dσ(t;h, g) = (Rζh, g)H , ζ ∈ Te, h, g ∈ H. (2.2)

The function σ(t;h, g) is a left-continuous complex-valued function of bounded
variation with the normalization σ(0;h, g) = 0. If for the function (Rζh, g)H
there would exist a representation of a type (2.2) with another left-continuous
complex-valued function of bounded variation σ̃(t;h, g) with the normalization
σ̃(0;h, g) = 0, then ∫ 2π

0

1

1− ζeit
dµ(t;h, g) = 0, ζ ∈ Te, (2.3)

where µ(t;h, g) := σ̃(t;h, g)−σ(t;h, g). The function µ is defined uniquely by its

trigonometric moments ck =
∫ 2π

0
eiktdµ(t;h, g), k ∈ Z. For |ζ| < 1, writing the

expression under the integral sign in (2.3) as a sum of the geometric progression
and integrating we get ck = 0, k ∈ Z+.
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For |ζ| > 1, the expression under the integral sign we can write as

1

1− ζeit
= 1− 1

1− 1
ζ
e−it

= 1−
∞∑
k=0

1

ζk
e−ikt,

and integrating we obtain that c−k = 0, k ∈ N.
Thus, the representation (2.2) for (Rζh, g)H defines the function σ(t;h, g) with
the above-mentioned properties uniquely.
For an arbitrary ζ ∈ Te and g, h ∈ H, taking into account property 5), we may
write ∫ 2π

0

dσ(t; g, h)

1− ζeit
= (Rζg, h) = (g,R∗ζh) = (g, h−R 1

ζ
h)

= (h, g)− (R 1
ζ
h, g) =

∫ 2π

0

dσ(t;h, g)−
∫ 2π

0

dσ(t;h, g)

1− 1
ζ
e−it

=

∫ 2π

0

dσ(t;h, g)

1− ζeit
.

By the uniqueness of the representation (2.2) it follows that

σ(t; g, h) = σ(t;h, g), h, g ∈ H, t ∈ [0, 2π].

From representation (2.2) and the linearity of the resolvent it follows that for
arbitrary α1, α2 ∈ C and h1, h2, g ∈ H holds

σ(t;α1h1 + α2h2, g) = α1σ(t;h1, g) + α2σ(t;h2, g), t ∈ [0, 2π].

Moreover, since the function σ(t;h, h) is non-decreasing, the following estimate
is true:

σ(t;h, h) ≤ σ(2π;h, h) =

∫ 2π

0

dσ(τ ;h, h) = (h, h)H , t ∈ [0, 2π], h ∈ H. (2.4)

This means that σ(t;h, g) for each fixed t from the interval [0, 2π] is a bounded
bilinear functional in H, with the norm less or equal to 1. Consequently, it admits
the following representation

σ(t;h, g) = (Eth, g)H , t ∈ [0, 2π],

where {Et}t∈[0,2π] is an operator-valued function of a parameter t, which values
are linear non-expanding operators, defined on the whole H . Let us study the
properties of this operator-valued function. Since

(Eth, g) = σ(t;h, g) = σ(t; g, h) = (Etg, h) = (h,Etg),

for arbitrary h, g ∈ H, the operators Et are all self-adjoint. The function
(Eth, h) = σ(t;h, h) is non-decreasing of t on the segment [0, 2π], for an arbi-
trary h ∈ H. Since σ(0;h, g) = 0, then E0 = EH , and from (2.4) it is seen that
E2π = EH . Taking into account that for arbitrary t ∈ (0, 2π] and h, g ∈ H holds

lim
s→t−0

(Esh, g)H = lim
s→t−0

σ(s;h, g) = σ(t;h, g) = (Eth, g)H ,
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we conclude that Et is left-continuous on the segment [0, 2π] in the weak operator
topology sense. Also we have

‖Eth− Esh‖2
H = ((Et − Es)2h, h)H ≤ ((Et − Es)h, h)H → 0,

as s → t − 0. Here we used the fact that for a self-adjoint operator (Et − Es)
with the spectrum in [0, 1] holds the inequality from the latter relation. This fact
follows directly from the spectral resolution of the self-adjoint operator (Et−Es).
Therefore the function Et is left-continuous on the segment [0, 2π] in the strong
operator topology sense, as well.

Consequently, {Et}t∈[0,2π] is a generalized resolution of the identity. By the
well-known Neumark’s dilation theorem there exists an orthogonal resolution of

unity {Ẽt}t∈[0,2π] in a Hilbert space H̃ ⊇ H, such that

Eth = P H̃
H Ẽth, t ∈ [0, 2π], h ∈ H.

From (2.2) and the definition of Et it follows that

Rζ =

∫ 2π

0

1

1− ζeit
dEt, ζ ∈ Te, h, g ∈ H.

Here the convergence of the integral in the right-hand side is understood in the
sense of the strong convergence of the integral sums. The existence of the inte-
gral follows from the corresponding property of the orthogonal resolution of the

identity Ẽt.
For arbitrary ζ ∈ Te: ζ 6= ζ0; f ∈ L and g ∈ H, we may write:

((ζRζ − ζ0Rζ0)f, g)H = ζ

∫ 2π

0

d(Etf, g)H
1− ζeit

− ζ0

∫ 2π

0

d(Etf, g)H
1− ζ0eit

= (ζ − ζ0)

∫ 2π

0

1

1− ζeit
1

1− ζ0eit
d(Etf, g)H

= (ζ − ζ0)

∫ 2π

0

1

1− ζeit
d

∫ t

0

1

1− ζ0eis
d(Esf, g)H ;

((ζ − ζ0)RζRζ0f, g)H = (ζ − ζ0)

∫ 2π

0

1

1− ζeit
d (EtRζ0f, g)H .

By the first condition of the theorem we conclude that∫ 2π

0

1

1− ζeit
d

∫ t

0

1

1− ζ0eis
d(Esf, g)H =

∫ 2π

0

1

1− ζeit
d (EtRζ0f, g)H .

By the continuity from the left of the function Et and the initial condition E0 = 0,
the last relation imply that∫ t

0

1

1− ζ0eis
d(Esf, g)H = (EtRζ0f, g)H , t ∈ [0, 2π], f ∈ L, g ∈ H. (2.5)

Therefore ∫ t

0

1

1− ζ0eis
dEsf = EtRζ0f, t ∈ [0, 2π], f ∈ L. (2.6)
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From condition 3) of the theorem it follows that the equality Rζh = 0, for some
h ∈ H and ζ ∈ D, implies the equality h = 0. Thus, the operator Rζ is invertible
for all ζ ∈ D.

Define the following operator

V g =
1

ζ0

(
EH −R−1

ζ0

)
g, g ∈ Rζ0L,

with the domain D(V ) = Rζ0L. For an arbitrary element g ∈ Rζ0L, g = Rζ0f ,
f ∈ L, and an arbitrary h ∈ H, we may write:

(V g, h)H =

(
1

ζ0

(Rζ0 − EH)f, h

)
H

=
1

ζ0

((Rζ0f, h)H − (f, h)H)H

=
1

ζ0

(∫ 2π

0

1

1− ζ0eit
d(Etf, h)H −

∫ 2π

0

d(Etf, h)H

)
=

∫ 2π

0

eit

1− ζ0eit
d(Etf, h)H =

∫ 2π

0

eitd

∫ t

0

1

1− ζ0eis
d(Esf, h)H

=

∫ 2π

0

eitd(Etg, h)H , (2.7)

where we have used (2.5) in the last equality. Therefore

V g =

∫ 2π

0

eitdEtg, g ∈ D(V ).

Using the latter equality we shall check that the operator V is isometric. In fact,
for arbitrary g1, g2 ∈ D(V ) holds

(V g1, V g2)H =

∫ 2π

0

eitd(Etg1, V g2)H =

∫ 2π

0

eitd(g1, EtV g2)H . (2.8)

On the other hand, for g2 = Rζ0f2, f2 ∈ L, using the definition of the operator V
and relation (2.6) we write

EtV g2 =
1

ζ0

Et(Rζ0 − Et)f2 =
1

ζ0

(EtRζ0f2 − Etf2)

=
1

ζ0

(∫ t

0

1

1− ζ0eis
dEsf2 −

∫ t

0

dEsf2

)
=

∫ t

0

eis

1− ζ0eis
dEsf2.

It follows that

(g1, EtV g2)H = (EtV g2, g1)H =

∫ t

0

eis

1− ζ0eis
d(Esf2, g1)H

=

∫ t

0

eisd

∫ s

0

1

1− ζ0eir
d(Erf2, g1)H =

∫ t

0

eisd(Esg2, g1)H

=

∫ t

0

e−is(Esg1, g2)H ,

where we used (2.5) to obtain the last equality. Substituting the obtained relation
in (2.8), we get (V g1, V g2)H = (g1, g2)H . Thus, the operator V is isometric.
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From the definition of the operator V it follows that

(EH − ζ0V )g = R−1
ζ0
g, g ∈ D(V ) = Rζ0L,

and therefore

(EH − ζ0V )D(V ) = L.

Consequently, the bounded operator (EH − ζ0V )−1 is defined on the subspace L,
and therefore it is closed. Hence, V is closed, as well.

Consider a unitary operator U in H̃, which corresponds to the resolution of the

identity {Ẽt}t∈[0,2π]:

U =

∫ 2π

0

eitdẼt.

Let us show that U ⊇ V . For arbitrary elements g ∈ D(V ) and h ∈ H holds

(V g, h)H =

∫ 2π

0

eitd(Etg, h)H =

∫ 2π

0

eitd(Ẽtg, h)H̃ = (Ug, h)H̃ = (P H̃
H Ug, h)H ,

where we used relation (2.7). Therefore

V g = P H̃
H Ug, g ∈ D(V ). (2.9)

Moreover, we have

‖g‖H = ‖V g‖H = ‖P H̃
H Ug‖H ≤ ‖Ug‖H̃ = ‖g‖H .

Therefore ‖P H̃
H Ug‖H = ‖Ug‖H̃ , and

P H̃
H Ug = Ug, g ∈ D(V ).

Comparing the latter equality with (2.9) we conclude that U ⊇ V .
From (2.2) it follows that

(Rζh, g)H =

∫ 2π

0

1

1− ζeit
d(Eth, g)H =

∫ 2π

0

1

1− ζeit
d(Ẽth, g)H̃

= ((EH̃ − ζU)−1h, g)H̃ = (P H̃
H (EH̃ − ζU)−1h, g)H , ζ ∈ Te, h, g ∈ H.

Consequently, Rζ , ζ ∈ Te, is a generalized resolvent of a closed isometric operator
V . �

Let us give conditions for the given operator-valued function Rζ to be a gener-
alized resolvent of a concrete prescribed closed isometric operator.

Theorem 2.3. Let an operator-valued function Rζ in a Hilbert space H be given,
which depends on a complex parameter ζ ∈ Te and which values are linear oper-
ators defined on the whole H. Let a closed isometric operator V in H be given.
The function Rζ, ζ ∈ Te, is a generalized resolvent of the operator V if an only
if the following conditions hold:

1) For all ζ ∈ Te and for all g ∈ D(V ) the following equality holds:

Rζ(EH − ζV )g = g;

2) The operator R0 is bounded and R0h = h, for all h ∈ H 	D(V );



188 S.M. ZAGORODNYUK

3) For an arbitrary h ∈ H the following inequality holds:

Re(Rζh, h)H ≥
1

2
‖h‖2

H , ζ ∈ D;

4) For an arbitrary h ∈ H Rζh is an analytic vector-valued function of a
parameter ζ in D;

5) For an arbitrary ζ ∈ D\{0} the following equality is true:

R∗ζ = EH −R 1
ζ
.

Proof. The necessity of properties 3)-5) follows from the previous theorem. Let
Rζ be a generalized resolvent of V , corresponding to a unitary operator U ⊇ V

in a Hilbert space H̃ ⊇ H. Then

Rζ(EH − ζV )g = P H̃
H

(
EH̃ − ζU

)−1
(EH − ζV )g

= P H̃
H

(
EH̃ − ζU

)−1
(EH − ζU)g = g, g ∈ D(V ).

Therefore condition 1) holds, as well. The second property follows from Theo-
rem 2.1, property 2).

Suppose that conditions 1)-5) from the statement of the theorem are satisfied.
Let us check that for the function Rζ conditions 1),2) from the previous theorem
are true. Choose an arbitrary ζ0 ∈ D\{0}. Let L := (EH − ζ0V )D(V ). By the
first condition of the theorem we may write

Rζ0(EH − ζ0V )g = (EH − ζ0V )−1(EH − ζ0V )g, g ∈ D(V ),

and therefore
Rζ0f = (EH − ζ0V )−1f ∈ D(V ), f ∈ L; (2.10)

f = (EH − ζ0V )Rζ0f, f ∈ L.
Rζf = Rζ(EH − ζ0V )Rζ0f, f ∈ L, ζ ∈ Te. (2.11)

Let us use condition 1) of the theorem with the vector g = Rζ0f ∈ D(V ):

Rζ0f = Rζ(EH − ζV )Rζ0f, f ∈ L.
Assuming that ζ 6= 0, we divide relation (2.11) by ζ0 and subtract the last relation
divided by ζ from it. Multiplying the obtained relation by ζζ0, we get the required
equality from condition 1) of Theorem 2.1. In the case ζ = 0, the required equality
takes the following form: Rζ0f = R0Rζ0f , f ∈ L, and it follows directly from the
first condition of the theorem with ζ = 0, g = Rζ0f ∈ D(V ).
By relation (2.10) and the definition of L it follows that

Rζ0L = (EH − ζ0V )−1L = D(V ). (2.12)

Consequently, the second condition of the theorem 2.1 follows from the second
condition of this theorem. Observe that conditions 3)-5) of Theorem 2.1 coincide
with the corresponding conditions of this theorem. Thus, applying Theorem 2.1
we conclude that the function Rζ , ζ ∈ Te, is a generalized resolvent of a closed
isometric operator in H. Moreover, in the proof of Theorem 2.1 such an operator
V1 was constructed explicitly. Recall that its domain was Rζ0L, and

V1g =
1

ζ0

(EH −R−1
ζ0

)g, g ∈ Rζ0L.
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Let us check that V = V1. By (2.12) we see that the domains of the operators
V and V1 coincide. For an arbitrary g ∈ D(V ) = D(V1), using condition 1) we
write

V1g =
1

ζ0

(EH −R−1
ζ0

)g =
1

ζ0

(EH − (EH − ζ0V ))g = V g.

Thus, V1 = V , and therefore the function Rζ , ζ ∈ Te, is a generalized resolvent
of the operator V . �

In conclusion of this subsection, we establish some propositions which will be
used in what follows.

Proposition 2.4. Let F (λ) be an operator-valued analytic function in a domain
D ⊆ C, which values are linear bounded operators in a Hilbert space H, defined
on the whole H. Suppose that at each point of the domain D there exists the
inverse F−1(λ), defined on the whole H. Assume that for each λ ∈ D there exists
an open neighborhood of this point in which ‖F−1(λ)‖ is bounded, as a function
of λ. Then the operator-valued function F−1(λ) is analytic in D, as well.

Proof. Consider an arbitrary point µ ∈ D. We may write:

F−1(λ)− F−1(µ) = −F−1(λ)(F (λ)− F (µ))F−1(µ), λ ∈ D, (2.13)

and therefore∥∥F−1(λ)− F−1(µ)
∥∥ ≤ ∥∥F−1(λ)

∥∥ ‖F (λ)− F (µ)‖
∥∥F−1(µ)

∥∥→ 0,

as λ→ µ. Thus, F−1(λ) is continuous in the domain D in the uniform operator
topology.
From equality (2.13) it follows that∥∥∥∥ 1

λ− µ
(F−1(λ)− F−1(µ)) + F−1(µ)F ′(µ)F−1(µ)

∥∥∥∥
≤
∥∥∥∥−F−1(λ)

(
1

λ− µ
(F (λ)− F (µ))

)
+ F−1(µ)F ′(µ)

∥∥∥∥∥∥F−1(µ)
∥∥

=

∥∥∥∥−F−1(λ)

(
1

λ− µ
(F (λ)− F (µ))− F ′(µ)

)
+ (F−1(µ)− F−1(λ))F ′(µ)

∥∥∥∥
∗
∥∥F−1(µ)

∥∥
≤
[∥∥F−1(λ)

∥∥∥∥∥∥ 1

λ− µ
(F (λ)− F (µ))− F ′(µ)

∥∥∥∥+
∥∥F−1(µ)− F−1(λ)

∥∥ ‖F ′(µ)‖
]

∗
∥∥F−1(µ)

∥∥→ 0,

as λ→ µ. �

Proposition 2.5. Let W be a linear non-expanding operator in a Hilbert space
H, and f be an arbitrary element from D(W ) such that:

‖Wf‖H = ‖f‖H .
Then

(Wf,Wg)H = (f, g)H , ∀g ∈ D(W ).
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Proof. Since W is non-expanding, we may write

‖ζf + g‖2
H − ‖W (ζf + g)‖2

H ≥ 0, g ∈ D(W ), ζ ∈ C.

Then

(ζf + g, ζf + g)− (ζWf +Wg, ζWf +Wg) = |ζ|2‖f‖2 + 2 Re(ζ(f, g))

+‖g‖2 − |ζ|2‖Wf‖2 − 2 Re(ζ(Wf,Wg))− ‖Wg‖2

= ‖g‖2 − ‖Wg‖2 + 2 Re(ζ[(f, g)− (Wf,Wg)]).

Thus, we obtain the inequality

‖g‖2 − ‖Wg‖2 + 2 Re(ζ[(f, g)− (Wf,Wg)]) ≥ 0, g ∈ D(W ), ζ ∈ C.

Set ζ = −k((f, g)− (Wf,Wg)), k ∈ N. Then we get

‖g‖2 − ‖Wg‖2 − 2k|(f, g)− (Wf,Wg)|2 ≥ 0, k ∈ N.

If k tends to the infinity we get (Wf,Wg)H = (f, g)H . �

Proposition 2.6. Let W be a linear non-expanding operator in a Hilbert space
H, and V be a closed isometric operator in H. Then the following conditions are
equivalent:

(i) W ⊇ V ;
(ii) W = V ⊕ T , where T is a linear non-expanding operator in H, such that

D(T ) ⊆ N0(V ), R(T ) ⊆ N∞(V ).

Proof. (i)⇒(ii). LetW ⊇ V . For an arbitrary element h ∈ D(V ) holdsWh = V h,
‖Wh‖ = ‖V h‖ = ‖h‖. Applying the previous proposition we obtain that

(Wh,Wg) = (h, g), h ∈ D(V ), g ∈ D(W ).

Denote M = D(W ) ∩N0(V ) ⊆ N0(V ). Then

(Wh,Wg) = 0, h ∈ D(V ), g ∈M.

Therefore WM ⊆ N∞(V ). Set T = W |M . The operator T is a linear non-
expanding operator and D(T ) ⊆ N0(V ), R(T ) ⊆ N∞(V ).
Choose an arbitrary element f ∈ D(W ). It can be decomposed as a sum: f = f1+
f2, where f1 ∈M0(V ) = D(V ), f2 ∈ N0(V ). Since f and f1 belong to D(W ), then
f2 belongs, as well. Therefore f2 ∈M . Thus, we obtain: D(W ) = D(V )⊕D(T ),
where the manifold D(T ) is not supposed to be closed.
The implication (ii)⇒(i) is obvious. �

2.2. Chumakin’s formula for the generalized resolvents of an isometric
operator. The construction of the generalized resolvents using the definition of
the generalized resolvent is hard. It requires a construction of extensions of the
given isometric operator in larger spaces. Moreover, it may happen that different
extensions produce the same generalized resolvent. A convenient description of
generalized resolvents in terms of an analytic class of operator-valued functions
is provided by the following theorem.
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Theorem 2.7. An arbitrary generalized resolvent Rζ of a closed isometric oper-
ator V , acting in a Hilbert space H, has the following form:

Rζ = [EH − ζ(V ⊕ Fζ)]−1 , ζ ∈ D, (2.14)

where Fζ is a function from S(D;N0(V ), N∞(V )). Conversely, an arbitrary func-
tion Fζ ∈ S(D;N0(V ), N∞(V )) defines by relation (2.14) a generalized resolvent
Rζ of the operator V . Moreover, to different functions from S(D;N0(V ), N∞(V ))
there correspond different generalized resolvents of the operator V .

Proof. Let Rζ be an arbitrary generalized resolvent of the operator V from the
statement of the theorem, which corresponds to a unitary extension U ⊇ V in a

Hilbert space H̃ ⊇ H. For an arbitrary ζ ∈ Te and h ∈Mζ(V ), h = (EH − ζV )f ,
f ∈ D(V ), we may write:

Rζh = P H̃
H (EH̃ − ζU)−1h = P H̃

H (EH̃ − ζU)−1(EH̃ − ζU)f

= f = (EH − ζV )−1h;

Rζ ⊇ (EH − ζV )−1.

By property 3) of Theorem 2.1, the operator Rζ is invertible for ζ ∈ D. Then

R−1
ζ ⊇ (EH − ζV ), ζ ∈ D.

Set

Tζ =
1

ζ

(
EH −R−1

ζ

)
, ζ ∈ D\{0}.

The operator Tζ is an extension of the operator V . Suppose that a vector g ∈ H
is orthogonal to the domain of the operator Tζ , i.e.

0 = (Rζh, g)H , ∀h ∈ H.
Then R∗ζg = 0. Using property 3) of Theorem 2.1 we write

0 = (g,R∗ζg)H = (Rζg, g)H = Re(Rζg, g)H ≥
1

2
(g, g)H ≥ 0.

Therefore g = 0. Thus, we see that RζH = H.
Using property 3) with arbitrary h ∈ H we may write

‖h‖2
H = (h, h)H ≤ 2 Re(Rζh, h)H ≤ 2 |(Rζh, h)H | ≤ 2‖Rζh‖H‖h‖H ;

‖h‖H ≤ 2‖Rζh‖H , ζ ∈ D.
Consequently, the operator R−1

ζ is bounded and

‖R−1
ζ ‖ ≤ 2, ζ ∈ D. (2.15)

Since Rζ is closed, the operator R−1
ζ is closed, as well. Hence, it is defined on the

whole space H. Thus, we conclude that the operator Tζ (ζ ∈ D\{0}) is defined
on the whole H. Set

Bζ = EH −R−1
ζ , ζ ∈ D,

and we see that for ζ ∈ D\{0} we have Bζ = ζTζ . Using this fact and the equality
R0 = EH , we obtain that Bζ is defined on the whole space H, for all ζ ∈ D. For
arbitrary ζ ∈ D and f ∈ D(Bζ), f = Rζh, h ∈ H, we write

‖Bζf‖2
H = (Rζh− h,Rζh− h)H = ‖Rζh‖2

H − 2 Re(Rζh, h)H + ‖h‖2
H .
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Using one more time property 3) of Theorem 2.1 we conclude that

‖Bζf‖H ≤ ‖f‖H ,

and therefore ‖Bζ‖ ≤ 1. Taking into account inequality (2.15) and using Proposi-
tion 2.4 we conclude that the function R−1

ζ is analytic in D. Therefore the function
Bζ is also analytic in D, and B0 = 0. By the Schwarz lemma for operator-valued
functions the following inequality holds: ‖Bζ‖ ≤ ζ, ζ ∈ D. Therefore ‖Tζ‖ ≤ 1,
ζ ∈ D\{0}.

The function Bζ , as an analytic operator-valued function, can be expanded into
the Maclaurin series:

Bζ =
∞∑
k=1

Ckζ
k, ζ ∈ D,

where Ck are some linear bounded operators defined on the whole H. Dividing
this representation by ζ for ζ 6= 0, we see that the function Tζ coincides with a
Maclaurin series. Defining Tζ at zero by continuity, we get an analytic function
in D.

Applying to Tζ Proposition 2.6, we conclude that

Tζ = V ⊕ Fζ , ζ ∈ D,

where Fζ is a linear non-expanding operator, defined on the whole N0(V ), with
values in N∞(V ). Since Tζ is analytic in D, then Fζ is analytic, as well. Therefore
Fζ ∈ S(D;N0(V ), N∞(V )). By the definitions of the functions Tζ and Bζ , from
the latter relation we easily get formula (2.14) with ζ ∈ D\{0}. For ζ = 0 the
validity of (2.14) is obvious.

Let us check the second statement of the theorem. Consider an arbitrary
function Fζ ∈ S(D;N0(V ), N∞(V )). Set

Tζ = V ⊕ Fζ , ζ ∈ D.

The function Tζ is an analytic. Observe that there exists the inverse (EH−ζTζ)−1,
which is bounded and defined on the whole H, since ‖ζTζ‖ ≤ |ζ| < 1. Moreover,
we have

‖(EH − ζTζ)h‖H ≥ |‖h‖H − |ζ|‖Tζh‖H | ≥ (1− |ζ|)‖h‖H , h ∈ H, ζ ∈ D.

Therefore

‖(EH − ζTζ)−1‖ ≤ 1

1− |ζ|
, ζ ∈ D.

By Proposition 2.4, the function (EH − ζTζ)−1 is analytic in D. Set

Rζ = (EH − ζTζ)−1, ζ ∈ D,

and

Rζ = EH −R∗1
ζ

, ζ ∈ De.

For the function Rζ conditions 4) and 5) of Theorem 2.3 hold. Let us check the
validity of the rest of conditions of this Theorem. Condition 1) for ζ ∈ D follows
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from the definition of the function Rζ . Choose arbitrary ζ ∈ De and g ∈ D(V ).
Then

Rζ = EH −R∗1
ζ

= EH −

((
EH −

1

ζ
T 1
ζ

)−1
)∗

= EH −
(
EH −

1

ζ
T ∗1
ζ

)−1

= −1

ζ
T ∗1
ζ

(
EH −

1

ζ
T ∗1
ζ

)−1

;

Rζ(EH − ζV )g = −ζRζ

(
EH −

1

ζ
V −1

)
V g

= T ∗1
ζ

(
EH −

1

ζ
T ∗1
ζ

)−1(
EH −

1

ζ
V −1

)
V g = g,

since T ∗1
ζ

⊇ V −1. Thus, condition 1) of Theorem 2.3 is true. Since R0 = EH , then

condition 2) of Theorem 2.3 is true, as well.
Choose arbitrary h ∈ H and ζ ∈ D. Notice that

Re(Rζh, h) =
1

2
((Rζh, h) + (h,Rζh))

=
1

2

{
((EH − ζTζ)−1h, h) + (h, (EH − ζTζ)−1h)

}
.

Set f = (EH − ζTζ)−1h. Then

Re(Rζh, h) =
1

2
{(f, (EH − ζTζ)f) + ((EH − ζTζ)f, f)}

=
1

2
{(f, f)− (f, ζTζf) + (f, f)− (ζTζf, f)} .

On the other hand, the following equality is true:

1

2
(h, h) =

1

2
((EH − ζTζ)f, (EH − ζTζ)f)

=
1

2

{
(f, f)− (f, ζTζf)− (ζTζf, f) + |ζ|2‖Tζf‖2

}
.

Comparing last relations and taking into account the inequality |ζ|2‖Tζf‖2 ≤
‖f‖2, we get: Re(Rζh, h) ≥ 1

2
(h, h). Consequently, condition 3) of Theorem 2.3 is

true, as well. Therefore the function Rζ is a generalized resolvent of the operator
V .

Let us check the last assertion of the theorem. Consider an arbitrary generalized
resolvent Rζ of the operator V . Suppose that Rζ admits two representations of

a type (2.14) with some functions Fζ and F̃ζ . Then

Fζ = F̃ζ =
1

ζ
(EH −R−1

ζ )|N0(V ), ζ ∈ D\{0}.

By continuity these functions coincide at zero, as well. �
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Formula (2.14) is said to be the Chumakin formula for the generalized resolvents
of a closed isometric operator. This formula contains the minimal number of
parameters: the operator and the function-parameter Fζ . Due to this fact, it will
be not hard to use the Chumakin formula by solving interpolation problems.

2.3. Inin’s formula for the generalized resolvents of an isometric op-
erator. Consider a closed isometric operator V in a Hilbert space H. For the
operator V we shall obtain another description of the generalized resolvents —
Inin’s formula, see formula (2.22) below. It has a less transparent structure, but
instead of this it is more general and coincides with Chumakin’s formula in the
case z0 = 0. Inin’s formula turns out to be very useful in the investigation of
the generalized resolvents of isometric operators with gaps in their spectrum (by
a gap we mean an open arc of the unit circle D, which consists of points of the
regular type of an isometric operator).

An important role in the sequel will be played by the following operator:

Vz = (V − zEH)(EH − zV )−1, z ∈ D.

Notice that D(Vz) = Mz and R(Vz) = M 1
z
. It is readily checked that the operator

Vz is isometric and

V = (Vz + zEH)(EH + zVz)
−1 = (Vz)−z . (2.16)

Moreover, if V is unitary, then Vz is unitary, as well, and vice versa (this follows
from (2.16)).

Let V̂z ⊇ Vz be a unitary extension of the operator Vz, acting in a Hilbert space

Ĥ ⊇ H. We can define the following operator

V̂ = (V̂z + zEĤ)(EĤ + zV̂z)
−1, (2.17)

which will be a unitary extension of the operator V in Ĥ. Formula (2.17) es-

tablishes a one-to-one correspondence between all unitary extensions V̂z of the

operator Vz in a Hilbert space Ĥ ⊇ H, and all unitary extensions V̂ of the

operator V in Ĥ.
Fix an arbitrary point z0 ∈ D. Consider an arbitrary linear non-expanding

operator C with the domain D(C) = Nz0 and the range R(C) ⊆ N 1
z0

. Denote

V +
z0;C = Vz0 ⊕ C; (2.18)

VC = VC;z0 = (V +
z0;C + z0EH)(EH + z0V

+
z0;C)−1. (2.19)

If z0 6= 0, we may also write:

VC = VC;z0 =
1

z0

EH +
|z0|2 − 1

z0

(EH + z0V
+
z0;C)−1; (2.20)

V +
z0;C = − 1

z0

EH +
1− |z0|2

z0

(EH − z0VC;z0)
−1. (2.21)

The operator VC is said to be an orthogonal extension of the closed isometric
operator V , defined by the operator C.
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Theorem 2.8. Let V be a closed isometric operator in a Hilbert space H. Fix
an arbitrary point z0 ∈ D. An arbitrary generalized resolvent Rζ of the operator
V has the following representation:

Rζ =
[
E − ζVC(ζ;z0)

]−1
, ζ ∈ D, (2.22)

where C(ζ) = C(ζ; z0) is a function from S(D;Nz0 , N 1
z0

). Conversely, an arbi-

trary function C(ζ; z0) ∈ S(D;Nz0 , N 1
z0

) generates by relation (2.22) a generalized

resolvent Rζ of the operator V . To different functions from S(D;Nz0 , N 1
z0

) there

correspond different generalized resolvents of the operator V .

Proof. Let V be a closed isometric operator in a Hilbert space H, and z0 ∈ D\{0}
be a fixed point. Consider the following linear fractional transformation:

t = t(u) =
u− z0

1− z0u
,

which maps the unit circle T on T, and D on D.

Let V̂z0 be an arbitrary unitary extension of the operator Vz0 , acting in a Hilbert

space Ĥ ⊇ H, and V̂ be the corresponding unitary extension of the operator V ,
defined by relation (2.17). Choose an arbitrary number u ∈ Te\{0, z0,

1
z0
}. Then

t = t(u) ∈ Te\{0,−z0,− 1
z0
}. Moreover, the following conditions are equivalent:

u ∈ Te\{0, z0,
1

z0

} ⇔ t ∈ Te\{0,−z0,−
1

z0

}. (2.23)

We may write:

(V̂z0 − tEĤ)−1 =
(

(V̂ − z0EĤ)(EĤ − z0V̂ )−1

− u− z0

1− z0u
(EĤ − z0V̂ )(EĤ − z0V̂ )−1

)−1

=

(
1− |z0|2

1− z0u
(V̂ − uEĤ)(EĤ − z0V̂ )−1

)−1

.

=
1− z0u

1− |z0|2
(EĤ − z0V̂ )(V̂ − uEĤ)−1

= −z0(1− z0u)

1− |z0|2
EĤ +

(1− z0u)2

1− |z0|2
(V̂ − uEĤ)−1.

Therefore

−1

t
(EĤ −

1

t
V̂z0)

−1 = −z0(1− z0u)

1− |z0|2
EĤ −

(1− z0u)2

u(1− |z0|2)
(EĤ −

1

u
V̂ )−1;

(EĤ −
1

u
V̂ )−1 = − z0u

1− z0u
EĤ +

u(1− |z0|2)

(1− z0u)2t
(EĤ −

1

t
V̂z0)

−1

= − z0u

1− z0u
EĤ +

u(1− |z0|2)

(1− z0u)(u− z0)
(EĤ −

1

t
V̂z0)

−1.
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Set ũ = 1
u
, t̃ = 1

t
. Observe that ũ ∈ Te\{0, 1

z0
, z0}, t̃ ∈ Te\{0,−z0,− 1

z0
}. More-

over, we have

ũ ∈ Te\{0,
1

z0

, z0} ⇔ t̃ ∈ Te\{0,−z0,−
1

z0

},

and the latter conditions are equivalent to the conditions from relation (2.23).
Then

(EĤ − ũV̂ )−1 = − z0

ũ− z0

EĤ +
ũ(1− |z0|2)

(ũ− z0)(1− z0ũ)
(EĤ − t̃V̂z0)

−1.

Applying the projection operator P Ĥ
H to the both sides of the last relation we

come to the following equality:

Rũ(V ) = − z0

ũ− z0

EH +
ũ(1− |z0|2)

(ũ− z0)(1− z0ũ)
R ũ−z0

1−z0ũ
(Vz0), ũ ∈ Te\{0,

1

z0

, z0},

(2.24)
where Rũ(V ), Rt̃(Vz0), are the generalized resolvents of the operators V and Vz0 ,
respectively.
Since Rũ(V ) is analytic in Te, it is uniquely defined by the generalized resolvent
Rt̃(Vz0), according to relation (2.24). The same relation (2.24) uniquely defines
the generalized resolvent Rt̃(Vz0) by the generalized resolvent Rũ(V ).
Thus, relation (2.24) establishes a one-to-one correspondence between all gener-
alized resolvents of the operator Vz0 , and all generalized resolvents of the operator
V .

Let us apply Chumakin’s formula (2.14) to the operator Vz0 :

Rt̃(Vz0) =
[
EH − t̃(Vz0 ⊕ F (t̃))

]−1
, t̃ ∈ D, (2.25)

where F (t̃) is a function of the class S(D;Nz0 , N 1
z0

).

Consider relation (2.24) for points ũ ∈ D\{0, z0}, what is equivalent to the
condition t̃ ∈ D\{0,−z0}. In this restricted case relation (2.24) also establishes
a one-to-one correspondence between generalized resolvents. Using (2.24),(2.25)
we get

Rũ(V ) = − z0

ũ− z0

EH

+
ũ(1− |z0|2)

(ũ− z0)(1− z0ũ)

[
EH −

ũ− z0

1− z0ũ

(
Vz0 ⊕ F

(
ũ− z0

1− z0ũ

))]−1

, ũ ∈ D\{0, z0},

(2.26)
where F (t̃) ∈ S(D;Nz0 , N 1

z0

).

Relation (2.26) establishes a one-to-one correspondence between all functions F (t̃)
from S(D;Nz0 , N 1

z0

), and all generalized resolvents of the operator V .

Set C(ũ) = F ( ũ−z0
1−z0ũ), u ∈ D. Notice that C(ũ) ∈ S(Nz0 ;N 1

z0

). We may write:

EH −
ũ− z0

1− z0ũ

(
Vz0 ⊕ F

(
ũ− z0

1− z0ũ

))
= EH −

ũ− z0

1− z0ũ
V +
z0;C(ũ)

= (EH − z0VC(ũ);z0)(EH − z0VC(ũ);z0)
−1
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− ũ− z0

1− z0ũ
(VC(ũ);z0 − z0EH)(EH − z0VC(ũ);z0)

−1

=
1− |z0|2

1− z0ũ
(EH − ũVC(ũ);z0)(EH − z0VC(ũ);z0)

−1

By substitution of the last relation into (2.26), after elementary calculations we
get

Rũ(V ) = (EH − ũVC(ũ);z0)
−1, ũ ∈ D\{0, z0}. (2.27)

Of course, in the case ũ = 0 relation (2.27) is true, as well. It remains to check
the validity of relation (2.27) in the case ũ = z0.
By Chumakin’s formula for Rũ(V ) we see that (Rũ(V ))−1 is an analytic operator-
valued function in D. Using (2.27) we may write:

(Rz0(V ))−1 = u.− lim
ũ→z0

(Rũ(V ))−1 = EH − u.− lim
ũ→z0

ũVC(ũ);z0 , (2.28)

where the limits are understood in the sense of the uniform operator topology.
The operator-valued function V +

z0;C(ũ) = Vz0⊕C(ũ) is analytic in D, and its values

are non-expanding operators in H. Then

‖(EH + z0V
+
z0;C(ũ))h‖ ≥ |‖h‖ − |z0|‖V +

z0;C(ũ))h‖| ≥ (1− |z0|)‖h‖, h ∈ H;

‖(EH + z0V
+
z0;C(ũ))

−1‖ ≤ 1

1− |z0|
, ũ ∈ D.

By Proposition 2.4 we obtain that the operator-valued function (EH+z0V
+
z0;C(ũ))

−1

is analytic in D. Therefore VC(ũ);z0 = (V +
z0;C(ũ) + z0EH)(EH + z0V

+
z0;C(ũ))

−1 is

analytic in D, as well. Passing to the limit in relation (2.28) we get

(Rz0(V ))−1 = EH − z0VC(z0);z0 .

Thus, relation (2.27) holds in the case ũ = z0, as well. �

2.4. The generalized resolvents of a symmetric operator. A connection
with the generalized resolvents of the Cayley transformation of the
operator. Consider an arbitrary closed symmetric operator A in a Hilbert space
H. The domain of A is not supposed to be necessarily dense in H. It is well

known that for the operator A there always exists a self-adjoint extension Ã,

acting in a Hilbert space H̃ ⊇ H. Define an operator-valued function Rλ in the
following way:

Rλ = Rλ(A) = Rs;λ(A) = P H̃
H

(
Ã− λEH̃

)−1

|H , λ ∈ Re.

The function Rλ is said to be a generalized resolvent of the symmetric operator

A (corresponding to the extension Ã). The additional index s is necessary in
those case, where there can appear a muddle with the generalized resolvent of an
isometric operator.

Let {Ẽt}t∈R be a left-continuous orthogonal resolution of the identity of the

operator Ã. The operator-valued function

Et = P H̃
H Ẽt, t ∈ R,
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is said to be a (left-continuous) spectral function of a symmetric operator A

(corresponding to the extension Ã). Let Ẽ(δ), δ ∈ B(R), be the orthogonal

spectral measure of the self-adjoint operator Ã. The function

E(δ) = P H̃
H Ẽ(δ), δ ∈ B(R),

is said to be a spectral measure of a symmetric operator A (corresponding to

the extension Ã). The spectral function and the spectral measure of the operator
A are connected by the following relation:

E([0, t)) = Et, t ∈ R,
what follows from the analogous property of the orthogonal spectral measures.
Moreover, generalized resolvents and spectral functions (measures) of the operator
A are connected by the following equality:

(Rλh, g)H =

∫
R

1

t− λ
d(E(·)h, g)H =

∫
R

1

t− λ
d(Eth, g)H , ∀h, g ∈ H, (2.29)

which follows directly from their definitions. By the Stieltjes-Perron inversion
formula this means that between generalized resolvents and spectral measures
there exists a one-to-one correspondence.
For arbitrary elements h, g ∈ H we may write:

(Rλh, g)H = (Rλ(Ã)h, g)H̃ = (h,R∗λ(Ã)g)H̃ = (h,Rλ(Ã)g)H̃

= (h,R∗λg)H , λ ∈ Re,

where Rλ(Ã) = (Ã − λEH̃)−1 is the resolvent of the self-adjoint operator Ã in a

Hilbert space H̃, corresponding to Rλ. Therefore

R∗s;λ(A) = Rs;λ(A), λ ∈ Re. (2.30)

Choose and fix an arbitrary number z ∈ Re. Consider the Cayley transformation
of the operator A:

Uz = Uz(A) = (A− zEH)(A− zEH)−1 = EH + (z − z)(A− zEH)−1. (2.31)

The operator Uz is closed and D(Uz) =Mz, R(Uz) =Mz. It is readily checked
that Uz is isometric. Since Uz − EH = (z − z)(A− zEH)−1, the operator Uz has
no non-zero fixed points. The operator A is expressed by Uz in the following way:

A = (zUz − zEH)(Uz − EH)−1 = zEH + (z − z)(Uz − EH)−1.

Let Â ⊇ A be a self-adjoint extension of the operator A, acting in a Hilbert space

Ĥ ⊇ H. Then the following operator:

Wz = (Â− zEĤ)(Â− zEĤ)−1 = EĤ + (z − z)(Â− zEĤ)−1, (2.32)

is a unitary extension of the operator Uz, acting in Ĥ, and having no non-zero
fixed points.

Conversely, if there is a unitary extension Wz of the operator Uz, acting in a

Hilbert space Ĥ and having no non-zero fixed points, then the operator

Â = (zWz − zEĤ)(Wz − EĤ)−1 = zEĤ + (z − z)(Wz − EĤ)−1, (2.33)
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will be a self-adjoint extension of the operator A, acting in Ĥ. Thus, between self-

adjoint extensions Â of the operator A and unitary extensions Wz of the operator

Uz, acting in Ĥ and having no non-zero fixed points, there exists a one-to-one
correspondence according to formulas (2.29),(2.32).

Theorem 2.9. Let A be a closed symmetric operator in a Hilbert space H, which
domain is not necessarily dense in H. Let z ∈ Re be an arbitrary fixed point, and
Uz be the Cayley transformation of A. The following equality:

Ru;λ−z
λ−z

(Uz) =
λ− z
z − z

EH +
(λ− z)(λ− z)

z − z
Rs;λ(A), λ ∈ Re\{z, z}, (2.34)

establishes a one-to-one correspondence between all generalized resolvents Rs;λ(A)
of the operator A and those generalized resolvents Ru;ζ(Uz) of the closed isometric
operator Uz which are generated by extensions of Uz without non-zero fixed points.

In the case D(A) = H, equality (2.34) establishes a one-to-one correspondence
between all generalized resolvents Rs;λ(A) of the operator A and all generalized
resolvents Ru;ζ(Uz) of the operator Uz.

Proof. Choose and fix a point z ∈ Re. Let Rs;λ(A) be an arbitrary generalized
resolvent of a closed symmetric operator A. It is generated by a self-adjoint

operator Â ⊇ A in a Hilbert space Ĥ ⊇ H. Consider the Cayley transformation

Wz of the operator Â, given by (2.32). As it was mentioned above, the operator

Wz is a unitary extension of the operator Uz, acting in Ĥ, and having no non-zero
fixed elements. Consider the following linear fractional transformation:

ζ =
λ− z
λ− z

, λ =
zζ − z
ζ − 1

.

Supposing that λ ∈ Re\{z, z}, what is equivalent to the inclusion ζ ∈ Te\{0}, we
write: (

EĤ − ζWz

)−1
=

(
EĤ −

λ− z
λ− z

(
EĤ + (z − z)(Â− zEĤ)−1

))−1

=
λ− z
z − z

(
(Â− λEĤ)(Â− zEĤ)−1

)−1

=
λ− z
z − z

(Â− zEĤ)(Â− λEĤ)−1

=
λ− z
z − z

EĤ +
(λ− z)(λ− z)

z − z
(Â− λEĤ)−1.

Applying the projection operator P Ĥ
H to the first and to the last parts of this

relation we get relation (2.34). The function Ru;ζ(Uz) is a generalized resolvent
of Uz of the required class.

Conversely, suppose that Ru;ζ(Uz) is a generalized resolvent of Uz, generated

by a unitary extension Wz ⊇ Uz, acting in a Hilbert space Ĥ ⊇ H and having

no non-zero fixed elements. Define the operator Â by equality (2.33). As it was

said above, the operator Â is a unitary extension of A in Ĥ. The operator Wz is
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its Cayley’s transformation. Repeating for the operator Â considerations at the
beginning of the proof we shall come to relation (2.34).

The correspondence (2.34) is obviously one-to-one. In fact, relation (2.34)
connects all values of two generalized resolvents except two points where they are
defined by the continuity.

Consider the case D(A) = H. Let Ru;ζ(Uz) be an arbitrary generalized re-

solvent of the operator Uz, which is generated by a unitary extension W̃z ⊇ Uz,

acting in a Hilbert space H̃ ⊇ H. Let h ∈ H̃ be a fixed point of the operator W̃z:

W̃zh = h. For arbitrary element g ∈ H̃ we may write:

(h, W̃zg)H̃ = (W̃zh, W̃zg)H̃ = (h, g)H̃ ;

(h, (W̃z − EH̃)g)H̃ = 0, g ∈ H̃.
In particular, this implies that h ⊥ (Uz − EH)D(Uz) = D(A). Therefore h ∈
H̃ 	H. Denote by M a set of all fixed elements of the operator W̃z. The set M

is a subspace in H̃ which is orthogonal to H. Thus, we have H̃ = H ⊕M ⊕H1,

where H1 is a subspace in H̃.

Consider an operator Wz = W̃z|H⊕H1 . The operator Wz has no non-zero fixed
points and it is a unitary extension of Uz, if it is considered as an operator in
H ⊕H1. Since for an arbitrary f ∈ H we have:

(EH̃ − ζW̃z)
−1f = (EH⊕H1 − ζWz)

−1f,

then the operator Wz also generates the generalized resolvent Ru;ζ(Uz).
Thus, the set of those generalized resolvents of the operator Uz, which are gen-
erated by unitary extensions without non-zero fixed elements, coincides with the
set of all generalized resolvents of the operator Uz. �

2.5. Shtraus’s formula for the generalized resolvents of a symmetric
densely defined operator. Consider a closed symmetric operator A in a Hilbert
space H, assuming that its domain is dense in H, D(A) = H. Fix an arbitrary
point z ∈ Re, and consider the Cayley transformation Uz of the operator A
from (2.31).
Let F be an arbitrary linear bounded operator with the domain D(F ) = Nz(A)
and range R(F ) ⊆ Nz(A). Set

Uz;F = Uz;F (A) = Uz ⊕ F.

Thus, the operator Uz;F (A) is a linear bounded operator defined on the whole H.
This operator has no non-zero fixed elements. In fact, let for an element h ∈ H,
h = h1 + h2, h1 ∈Mz(A), h2 ∈ Nz(A), we have

0 = (Uz;F (A)− EH)h = (Uz − EH)h1 + Fh2 − h2.

The first summand in the right-hand side of the last equality belongs to D(A),
the second summand belongs to Nz(A), and the third belongs to Nz(A). But in

the case D(A) = H the linear manifolds D(A), Nz(A) and Nz(A) are linearly
independent, and therefore we get an equality h1 = h2 = 0. Thus, we get h = 0.
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Define the following linear operator in H:

AF = AF,z = (zUz;F − zEH)(Uz;F − EH)−1 = zEH + (z − z)(Uz;F − EH)−1.

Notice that the operator AF,z is an extension of the operator A. The opera-
tor AF = AF,z is said to be quasi-self-adjoint extension of a symmetric
operator A, defined by the operator F . We outline the following property:

A∗F,z = zEH + (z− z)(U∗z;F −EH)−1 = zEH + (z− z)(U−1
z ⊕F ∗−EH)−1 = AF ∗,z.

(2.35)

Theorem 2.10. Let A be a closed symmetric operator in a Hilbert space H with
the dense domain: D(A) = H. Fix an arbitrary point λ0 ∈ Re. An arbitrary
generalized resolvent Rs;λ of the operator A has the following form:

Rs;λ =


(
AF (λ) − λEH

)−1
, λ ∈ Πλ0(

AF ∗(λ) − λEH
)−1

, λ ∈ Πλ0

, (2.36)

where F (λ) is a function from S(Πλ0 ;Nλ0 ,Nλ0). Conversely, an arbitrary func-
tion F (λ) ∈ S(Πλ0 ;Nλ0 ,Nλ0) defines by relation (2.36) a generalized resolvent
Rs;λ of the operator A. To different functions from S(Πλ0 ;Nλ0 ,Nλ0) there cor-
respond different generalized resolvents of the operator A. Here Πλ0 is that half-
plane of C+ and C−, which contains the point λ0.

Proof. Let A be a closed symmetric operator in a Hilbert space H, D(A) = H,
and λ0 ∈ Re be a fixed point. Consider an arbitrary generalized resolvent Rs;λ(A)
of the operator A. Let us use Theorem 2.9 with z = λ0. From equality (2.34) we
express Rs;λ(A):

Rs;λ(A) =
λ0 − λ0

(λ− λ0)(λ− λ0)

(
R
u;
λ−λ0
λ−λ0

(Uλ0)−
λ− λ0

λ0 − λ0

EH

)
, λ ∈ Re\{λ0, λ0}.

Observe that the linear fractional transformation ζ = λ−λ0
λ−λ0

maps the half-plane

Πλ0 on D (and R on T). Thus, we can restrict the last relation and consider it
only for λ ∈ Πλ0\{λ0}. In this case we may apply to the generalized resolvent
R
u;
λ−λ0
λ−λ0

(Uλ0) Chumakin’s formula (2.14). Then

Rs;λ(A) =
λ0 − λ0

(λ− λ0)(λ− λ0)

([
EH −

λ− λ0

λ− λ0

(Uλ0 ⊕ Φλ−λ0
λ−λ0

)

]−1

− λ− λ0

λ0 − λ0

EH

)
, λ ∈ Πλ0\{λ0}, (2.37)

where Φζ is a function from S(D;Nλ0(A),Nλ0(A)). Denote

F (λ) = Φλ−λ0
λ−λ0

, λ ∈ Πλ0 .

Notice that F (λ) ∈ S(Πλ0 ;Nλ0(A),Nλ0(A)). Then

Rs;λ(A) =
λ0 − λ0

(λ− λ0)(λ− λ0)

([
EH −

λ− λ0

λ− λ0

(Uλ0 ⊕ F (λ))

]−1
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− λ− λ0

λ0 − λ0

[
EH −

λ− λ0

λ− λ0

(Uλ0 ⊕ F (λ))

] [
EH −

λ− λ0

λ− λ0

(Uλ0 ⊕ F (λ))

]−1
)

=
1

λ− λ0

(−EH + (Uλ0 ⊕ F (λ)))

[
EH −

λ− λ0

λ− λ0

(Uλ0 ⊕ F (λ))

]−1

,

λ ∈ Πλ0\{λ0}. (2.38)

In the half-plane Πλ0 the following inequality holds:∣∣∣∣λ− λ0

λ− λ0

∣∣∣∣ < 1, λ ∈ Πλ0 .

Consider the open neighborhood of the point λ0:

D(λ0) =

{
z ∈ Πλ0 : |z − λ0| <

1

2
Imλ0

}
.

In the closed neighborhood D(λ0) the function
∣∣∣λ−λ0
λ−λ0

∣∣∣ is continuous and attains

its maximal value q < 1. Therefore∣∣∣∣λ− λ0

λ− λ0

∣∣∣∣ ≤ q < 1, λ ∈ D(λ0).

For an arbitrary element h ∈ H we may write:∥∥∥∥[EH − λ− λ0

λ− λ0

(Uλ0 ⊕ F (λ))

]
h

∥∥∥∥ ≥ ∣∣∣∣‖h‖ − ∣∣∣∣λ− λ0

λ− λ0

∣∣∣∣ ‖(Uλ0 ⊕ F (λ))h‖
∣∣∣∣

≥ (1− q)‖h‖,
and therefore∥∥∥∥∥

[
EH −

λ− λ0

λ− λ0

(Uλ0 ⊕ F (λ))

]−1
∥∥∥∥∥ ≤ 1

1− q
, λ ∈ D(λ0).

Applying Proposition 2.4 we conclude that the function
[
EH − λ−λ0

λ−λ0
(Uλ0 ⊕ F (λ))

]−1

is analytic in D(λ0). Passing to the limit in relation (2.38) as λ→ λ0 we obtain:

Rs;λ0(A) =
1

λ0 − λ0

(−EH + (Uλ0 ⊕ F (λ0))) .

Thus, relation (2.38) holds for λ = λ0, as well.
In our notations, maid at the beginning of this subsection, we have Uλ0 ⊕F (λ) =
Uλ0;F (λ). According to our above remarks Uλ0;F (λ) has no non-zero fixed elements.
Therefore there exists the inverse

R−1
s;λ(A) = (λ− λ0)

[
EH −

λ− λ0

λ− λ0

Uλ0;F (λ)

] (
Uλ0;F (λ) − EH

)−1

=
[
λEH − λ0EH − λUλ0;F (λ) + λ0Uλ0;F (λ)

] (
Uλ0;F (λ) − EH

)−1

= −λEH +
[
λ0Uλ0;F (λ) − λ0EH

] (
Uλ0;F (λ) − EH

)−1

= −λEH + AF (λ);λ0 , λ ∈ Πλ0 .

From this relation we conclude that (2.36) holds for λ ∈ Πλ0 .



GENERALIZED RESOLVENTS 203

Suppose now that λ is such that λ ∈ Πλ0 . Applying the proved part of the
formula for λ we get

Rs;λ =
(
AF (λ) − λEH

)−1

.

Using property (2.30) of the generalized resolvent and using relation (2.35) we
write

Rs;λ = R∗
s;λ

=
(
A∗
F (λ)
− λEH

)−1

=
(
AF ∗(λ) − λEH

)−1

.

Consequently, relation (2.36) for λ ∈ Πλ0 is true, as well.
Conversely, let an operator-valued function F (λ) ∈ S(Πλ0 ;Nλ0 ,Nλ0) be given.

Set

Φ(ζ) = F

(
λ0ζ − λ0

ζ − 1

)
, ζ ∈ D.

The function Φ(ζ) belongs to S(D;Nλ0(A),Nλ0(A)). By Chumakin’s formula (2.14),
to this function there corresponds a generalized resolvent Ru;ζ(Uλ0). Define a
generalized resolvent Rs;λ(A) of the operator A by relation (2.37). Repeating
for the generalized resolvent Rs;λ(A) considerations after (2.37) we come to rela-
tion (2.36). Therefore the function F (λ) generates by relation (2.36) a generalized
resolvent of the operator A.

Suppose that two operator-valued functions F1(λ) and F2(λ), which belong to
S(Πλ0 ;Nλ0 ,Nλ0), generate by relation (2.36) the same generalized resolvent. In
this case we have(

AF1(λ) − λEH
)−1

=
(
AF2(λ) − λEH

)−1
, λ ∈ Πλ0 ,

and therefore
AF1(λ) = AF2(λ), λ ∈ Πλ0 .

From the last relation it follows that Uλ0;F1(λ) = Uλ0;F2(λ), and we get the equality
F1(λ) = F2(λ). �

Formula (2.36) is said to be the Shtraus formula for the generalized resolvents
of a symmetric operator with a dense domain.

3. Generalized resolvents of non-densely defined symmetric
operators.

3.1. The forbidden operator. Throughout this subsection we shall consider a
closed symmetric operator A in a Hilbert space H, which domain can be non-
dense in H.

Proposition 3.1. Let A be a closed symmetric operator in a Hilbert space H and
z ∈ Re. Let elements ψ ∈ Nz(A) and ϕ ∈ Nz(A) be such that ϕ−ψ ∈ D(A), i.e.
they are comparable by modulus D(A). Then ‖ϕ‖H = ‖ψ‖H .

Proof. Since D(A) = (Uz −EH)Mz(A), then there exists an element g ∈Mz(A)
such that

ϕ− ψ = Uzg − g.
Then

ϕ+ Uzg = ψ + g. (3.1)
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Using the orthogonality of summands in the left and right sides we conclude that

‖ψ‖2
H + ‖g‖2

H = ‖ϕ‖2
H + ‖Uzg‖2

H = ‖ϕ‖2
H + ‖g‖2

H ,

and the required equality follows. �

Corollary 3.2. Let A be a closed symmetric operator in a Hilbert space H. Then
D(A) ∩Nz(A) = {0}, ∀z ∈ Re.

Proof. If ψ ∈ D(A) ∩ Nz(A), then applying Proposition 3.1 to elements ψ and
ϕ = 0, we get ψ = 0. �

Let z ∈ Re be an arbitrary number. Consider the following operator:

Xzψ = Xz(A)ψ = ϕ, ψ ∈ Nz(A) ∩ (Nz(A)uD(A)) ,

where ϕ ∈ Nz(A): ψ − ϕ ∈ D(A).
This definition will be correct if an element ϕ ∈ Nz such that ψ − ϕ ∈ D(A),
is unique (its existence is obvious, since ψ ∈ (Nz(A)uD(A))). Let ϕ1 ∈ Nz:
ψ − ϕ1 ∈ D(A). Then ϕ − ϕ1 ∈ D(A). Since ϕ − ϕ1 ∈ Nz, then by applying
Corollary 3.2 we get ϕ = ϕ1.

From Proposition 3.1 it follows that the operator Xz is isometric. Observe that
D(A) = Nz(A) ∩ (Nz(A)uD(A)) and R(A) = Nz(A) ∩ (Nz(A)uD(A)). The
operator Xz = Xz(A) is said to be forbidden with respect to the symmetric
operator A.

Now we shall obtain another representation for the operator Xz. Before this
we shall prove some auxiliary results:

Proposition 3.3. Let A be a closed symmetric operator in a Hilbert space H and
z ∈ Re. The following two conditions are equivalent:

(i) Elements ψ ∈ Nz(A) and ϕ ∈ Nz(A) are comparable by modulus D(A);
(ii) Elements ψ ∈ Nz(A) and ϕ ∈ Nz(A) admit the following representation:

ψ = PH
Nz(A)h, ϕ = PH

Nz(A)h, (3.2)

where h ∈ H is such that

PH
Mz(A)h = UzP

H
Mz(A)h. (3.3)

If these conditions are satisfied, the element h is defined uniquely and admits
the following representation:

h =
1

z − z
(A(ψ − ϕ)− zψ + zϕ) . (3.4)

Proof. (i) ⇒ (ii). As at the beginning of the proof of Proposition 3.1, we derive
formula (3.1), where g ∈Mz(A). Set h = g+ψ. Applying PH

Nz(A) to this equality

we obtain the first equality in (3.2). From (3.1) it follows that

ϕ+ Uz(h− ψ) = h.

The summands in the left-hand side belong to orthogonal subspaces. Applying
the projection operators PH

Nz(A) and PH
Mz(A), we obtain the following equalities:

ϕ = PH
Nz(A)h, Uz(h− ψ) = PH

Mz(A)h,



GENERALIZED RESOLVENTS 205

and therefore the second equality in (3.2) is satisfied. Using the latter equality
and the equality PH

Mz
h = PH

Mz
(g + ψ) = PH

Mz
g = g, we may write

PH
Mz(A)h = Uzg = UzP

H
Mz(A)h.

Consequently, relation (3.3) is true, as well.
(ii)⇒ (i). Set g = PH

Mz
h. Then

h = PH
Mz
h+ PH

Nzh = g + ψ,

h = PH
Mz
h+ PH

Nzh = Uzg + ϕ,

and subtracting last equalities we obtain that ψ−ϕ = Uzg−g ∈ D(A). Moreover,
we have:

h = g + ψ = (Uz − EH)−1(ψ − ϕ) + ψ =
1

z − z
(A− zEH)(ψ − ϕ) + ψ,

and relation (3.4) follows. �

Proposition 3.4. Let A be a closed symmetric operator in a Hilbert space H,
and z ∈ Re. Then

H 	D(A) =
{
h ∈ H : PH

Mz(A)h = UzP
H
Mz(A)h

}
.

Proof. For arbitrary elements g ∈Mz(A) and h ∈ H we may write:

(Uzg, h)H = (Uzg, P
H
Mz(A)h)H ;

(g, h)H = (g, PH
Mz(A)h)H = (Uzg, UzP

H
Mz(A)h)H ,

and therefore

((Uz − EH)g, h)H =
(
Uzg,

(
PH
Mz
− UzPH

Mz

)
h
)
H
.

If h ⊥ D(A), then the left-hand side of the last equality is equal to zero, since
(Uz − EH)g ∈ D(A). Then

(
PH
Mz
− UzPH

Mz

)
h = 0.

Conversely, if h ∈ H is such that
(
PH
Mz
− UzPH

Mz

)
h = 0, then we get ((Uz −

EH)g, h)H = 0, g ∈Mz(A), i.e. h ⊥ D(A). �

Corollary 3.5. Let A be a closed symmetric operator in a Hilbert space H. Then(
H 	D(A)

)
∩Mz(A) = {0}, ∀z ∈ Re.

Proof. Let h ∈
(
H 	D(A)

)
∩Mz(A), z ∈ Re. By Proposition 3.4 the following

equality holds:

PH
Mz(A)h = UzP

H
Mz(A)h.

By Proposition 3.3 we obtain that elements ψ := PH
Nz(A)h = 0 and ϕ := PH

Nz(A)h

are comparable by modulo D(A). By Proposition 3.1 we get ϕ = 0. From (3.4)
it follows that h = 0. �

Let us check that

D(Xz) = PH
Nz(A)(H 	D(A)), (3.5)

XzP
H
Nz(A)h = PH

Nz(A)h, h ∈ H 	D(A). (3.6)
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In fact, if ψ ∈ D(Xz), then ψ ∈ Nz and there exists ϕ ∈ Nz such that ψ − ϕ ∈
D(A). By Propositions 3.3 and 3.4 we see that there exists h ∈ H 	 D(A):

ψ = PH
Nz(A)h. Therefore D(Xz) ⊆ PH

Nz(A)(H 	D(A)).

Conversely, let ψ ∈ PH
Nz(A)(H 	 D(A)), ψ = PH

Nz(A)h, h ∈ H 	 D(A). By

Propositions 3.3 and 3.4 we obtain that ψ and ϕ := PH
Nz(A)h are comparable by

modulus D(A). Consequently, we have ψ ∈ D(Xz) and therefore PH
Nz(A)(H 	

D(A)) ⊆ D(Xz). Thus, equality (3.5) is true.

For an arbitrary element h ∈ H 	 D(A) we set ψ = PH
Nz(A)h, ϕ = PH

Nz(A)h.

By Propositions 3.3 and 3.4, we have ψ − ϕ ∈ D(A). Therefore ψ ∈ D(Xz) and
Xzψ = ϕ, and equality (3.6) follows.

3.2. Admissible operators. We continue considering of a closed symmetric op-
erator A in a Hilbert space H. Fix an arbitrary point z ∈ Re. As before, Xz will
denote the forbidden operator with respect to A. Let V be an arbitrary operator
with the domain D(V ) ⊆ Nz(A) and the range R(V ) ⊆ Nz(A). The operator
V is said to be z-admissible (or admissible) with respect to symmetric
operator A, if the operator V −Xz is invertible. In other words, V is admissi-
ble with respect to the operator A, if the equality V ψ = Xzψ can happen only if
ψ = 0. Using the definition of the forbidden operator Xz, the latter definition can
be formulated in the following way: V is admissible with respect to the operator
A, if ψ ∈ D(V ), V ψ − ψ ∈ D(A), implies ψ = 0.

If the domain of the operator A is dense in H, then by (3.5) we get D(Xz) =

{0}. Consequently, in the case D(A) = H, an arbitrary operator with the domain
D(V ) ⊆ Nz(A) and the range R(V ) ⊆ Nz(A) is admissible with respect to A.

Let B be a symmetric extension of the operator A in the space H. Then its
Cayley’s transformation

Wz = (B − zEH)(B − zEH)−1 = EH + (z − z)(B − zEH)−1, (3.7)

is an isometric extension of the operator Uz(A) in H, which has no non-zero fixed
elements. Moreover, we have:

B = (zWz − zEH)(Wz − EH)−1 = zEH + (z − z)(Wz − EH)−1. (3.8)

Conversely, for an arbitrary isometric operator Wz ⊇ Uz(A), having no non-zero
fixed elements, by (3.8) one can define a symmetric operator B ⊇ A. Thus,
formula (3.7) establishes a one-to-one correspondence between all symmetric ex-
tensions B ⊇ A in H, and all isometric extensions Wz ⊇ Uz(A) in H, having no
non-zero fixed elements.

By Proposition 2.6, all such extensions Wz have the following form:

Wz = Uz(A)⊕ T, (3.9)

where T is a isometric operator with the domain D(T ) ⊆ Nz(A) and the range
R(T ) ⊆ Nz(A).

Conversely, if we have an arbitrary isometric operator T with the domain
D(T ) ⊆ Nz(A) and the range R(T ) ⊆ Nz(A), then by (3.9) we define an iso-
metric extension Wz of the operator Uz(A). Question: what additional property
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should have the operator T which guarantees that the operator Wz has no non-
zero fixed elements? An answer on this question is provided by the following
theorem.

Theorem 3.6. Let A be a closed symmetric operator in a Hilbert space H, z ∈ R
be a fixed point, and Uz be the Cayley transformation of the operator A. Let V
be an arbitrary operator with the domain D(V ) ⊆ Nz(A) and the range R(V ) ⊆
Nz(A). The operator Uz ⊕ V having no non-zero fixed elements if and only if the
operator V is z-admissible with respect to A.

Proof. Necessity. To the contrary, suppose that Uz ⊕ V has no non-zero fixed
elements but V is not admissible with respect to A. This means that there exists
a non-zero element ψ ∈ D(V ) ∩D(Xz) such that V ψ = Xzψ, where Xz denotes

the forbidden operator. By (3.5),(3.6) there exists an element h ∈ H 	 D(A):
ψ = PH

Nz(A)h and

V PH
Nz(A)h = XzP

H
Nz(A)h = PH

Nz(A)h.

By Proposition 3.4 we obtain the following equality:

PH
Mz(A)h = UzP

H
Mz(A)h.

Then

(Uz ⊕ V )h = UzP
H
Mz(A)h+ V PH

Nz(A)h = PH
Mz(A)h+ PH

Nz(A)h = h,

i.e. h is a fixed element of the operator Uz ⊕ V . Since we assumed that Uz ⊕ V
has no non-zero fixed elements, then h = 0, and therefore ψ = 0. We obtained a
contradiction.
Sufficiency. Suppose to the contrary that V is admissible with respect to A,
but there exists a non-zero element h ∈ H such that

(Uz ⊕ V )h = UzP
H
Mz(A)h+ V PH

Nz(A)h = h = PH
Mz(A)h+ PH

Nz(A)h.

Then the following equalities hold:

UzP
H
Mz(A)h = PH

Mz(A)h,

V PH
Nz(A)h = PH

Nz(A)h.

By Proposition 3.4 and the first of these equalities we get h ∈ H 	 D(A). By
relations (3.5),(3.6) we see that ψ := PH

Nz(A)h belongs to D(Xz), and

XzP
H
Nz(A)h = PH

Nz(A)h = V PH
Nz(A)h,

i.e. V ψ = Xzψ. Since V is admissible with respect to A, then ψ = 0. By the
definition of the operator Xz, the element ϕ := Xzψ is comparable with ψ by
modulus D(A). By Proposition 3.1 we conclude that ϕ = 0. By Proposition 3.3
and formula (3.4) we get h = 0. The obtained contradiction completes the
proof. �

Remark 3.7. The last Theorem shows that formulas (3.7),(3.8) and (3.9) establish
a one-to-one correspondence between all symmetric extensions B of the operator
A in H, and all isometric operators T with the domain D(T ) ⊆ Nz(A) and the
range R(T ) ⊆ Nz(A), which are admissible with respect to A.
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A symmetric operator A is said to be maximal if it has no proper (i.e. different
fromA) symmetric extensions inH. By the above remark the maximality depends
on the number of isometric operators T with D(T ) ⊆ Nz(A), R(T ) ⊆ Nz(A),
which are admissible with respect to A.

Consider arbitrary subspaces of the same dimension: N0
z ∈ Nz(A) and N0

z ∈
Nz(A). Let us check that there always exists an isometric operator V , which
maps N0

z on N0
z , and which is admissible with respect to the operator A. In

order to do that we shall need the following simple proposition.

Proposition 3.8. Let H1 and H2 are subspaces of the same dimension in a
Hilbert space H. Then there exists an isometric operator V with the domain
D(V ) = H1 and the range R(V ) = H2, which has no non-zero fixed elements.

Proof. Choose orthonormal bases {fk}dk=0 and {gk}dk=0, d ≤ ∞, in H1 and H2,
respectively. The operator

U
d∑

k=0

αkfk =
d∑

k=0

αkgk, αk ∈ C,

maps isometrically H1 on H2. Denote

H0 = {h ∈ H1 ∩H2 : Uh = h},
i.e. H0 is a set of the fixed elements of the operator U . Notice that H0 is a
subspace in H1. Choose and fix a number α ∈ (0, 2π). Set

V h = eiαPH1
H0
h+ UPH1

H1	H0
h, h ∈ H1.

Suppose that g ∈ H1 is a fixed element V , i.e.

V g = eiαPH1
H0
g + UPH1

H1	H0
g = g = PH1

H0
g + PH1

H1	H0
g.

Since

(UPH1
H1	H0

g, h) = (UPH1
H1	H0

g, Uh) = (PH1
H1	H0

g, h) = 0, ∀h ∈ H0,

then UPH1
H1	H0

g ⊥ H0, and equating summands in the previous equality we get

(eiα − 1)PH1
H0
g = 0 and UPH1

H1	H0
g = PH1

H1	H0
g. Therefore PH1

H1	H0
g ∈ H0, and

PH1
H1	H0

g = 0. Thus, we get g = 0. �

Consider the following linear manifold:

M =
{
ψ ∈ D(Xz) ∩N0

z : Xzψ ∈ N0
z

}
.

Set
Xz;0 = Xz|M .

Denote
N ′z = M ⊆ N0

z , N ′z = R(Xz;0) ⊆ N0
z .

Since Xz is isometric, we get

dimN ′z = dimN ′z.

Consider an arbitrary isometric operator W , which maps the subspace N0
z on the

subspace N0
z of the same dimension. Set

K := WN ′z ⊆ N0
z .
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Since W is isometric we get

dimK = dimN ′z = dimN ′z, dim(N0
z 	K) = dim(N0

z 	N ′z). (3.10)

We shall say that an isometric operator S corrects Xz;0 in N0
z , if the

following three conditions are satisfied:

1) D(S) = N ′z, R(S) ⊆ N0
z ;

2) dim(N0
z 	R(S)) = dim(N0

z 	N ′z);
3) S has no non-zero fixed elements in R(Xz;0).

By Proposition 3.8 and the first equality in (3.10), there exists an isometric
operator, which mapsN ′z onK, and has no non-zero fixed elements. By the second
equality in (3.10) condition 2) for this operator is satisfied, as well. Therefore an
isometric operator correcting Xz;0 in N0

z always exists.

Theorem 3.9. Let A be a closed symmetric operator in a Hilbert space H, z ∈
R be a fixed point, N0

z ∈ Nz(A) and N0
z ∈ Nz(A) be subspaces of the same

dimension.
An arbitrary admissible with respect to A isometric operator V , which maps

N0
z on N0

z , has the following form:

V = SXz;0 ⊕ T, (3.11)

where S is an isometric operator, which corrects Xz;0 in N0
z , and T is an isometric

operator with the domain D(T ) = N0
z 	N ′z and the range R(T ) = N0

z 	R(S).
Conversely, an arbitrary isometric operator S, which corrects Xz;0 in N0

z , and
an arbitrary isometric operator T with the domain D(T ) = N0

z 	N ′z and the range
R(T ) = N0

z 	 R(S), generate by relation (3.11) an admissible with respect to A
isometric operator V , which maps N0

z on N0
z .

Proof. Let us check the first assertion of the Theorem. Let V be an admissible
with respect to A isometric operator, which maps N0

z on N0
z . Denote

Q = V |N ′z , T = V |N0
z	N ′z ,

and
S = Q(Xz;0)−1 : N ′z → V N ′z.

Then
V = SXz;0 ⊕ T.

The operator S is isometric. Let us check that it corrects Xz;0 in N0
z . Since

dim(N0
z 	R(S)) = dim(N0

z 	 (V N ′z)) = dim(V (N0
z 	N ′z)) = dim(N0

z 	N ′z),
then the second condition from the definition of the correcting operator is satis-
fied. Let ϕ ∈ R(Xz;0) is a fixed element of the operator S: Sϕ = Q(Xz;0)−1ϕ = ϕ.
Denote ψ = (Xz;0)−1ϕ = X−1

z;0ϕ ∈ M . Then V ψ = Qψ = Xz;0ψ. Since V is ad-

missible with respect to A isometric operator then ψ = 0, and ϕ = Xz;0ψ = 0.
Thus, the operator S corrects Xz;0 in N0

z .
Conversely, let S be an arbitrary isometric operator which corrects Xz;0 in N0

z ,
and T be an arbitrary isometric operator with the domain D(T ) = N0

z 	N ′z and
the range R(T ) = N0

z 	 R(S). Define the operator V by relation (3.11). The
operator V is isometric and maps N0

z on N0
z . Let us check that V is admissible
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with respect to A. Consider an arbitrary element ψ ∈ D(V ) ∩D(Xz) such that
V ψ = Xzψ.

At first, we consider the case ψ ∈ N ′z. In this case we have SXz;0ψ = Xzψ. By
the definition of the closure of an operator and by the continuity of Xz, we can
assert that there exists a sequence ψn ∈ D(Xz;0), n ∈ N, such that ψn → ψ, and
Xzψn = Xz;0ψn → Xz;0ψ = Xzψ, as n → ∞. Therefore SXzψ = Xzψ. By the
definition of the correcting operator, S can not have non-zero fixed elements in
R(Xz;0). Two cases are possible:
1) Xzψ ∈ R(Xz;0) and Xzψ = 0. By the invertibility of Xz this means that ψ = 0.
2) Xzψ /∈ R(Xz;0). This means that ψ /∈ D(Xz;0). Since ψ ∈ D(Xz) ∩ N ′z,
then it is possible only in the case Xzψ /∈ N0

z . But this is impossible since
Xzψ = V ψ ∈ N0

z . Thus, this case should be excluded.
Consider the case ψ /∈ N ′z. In this case ψ /∈ D(Xz;0) and ψ ∈ N0

z = D(V ).
By the definition of Xz;0, it is possible only if Xzψ /∈ N0

z . But then the equality
V ψ = Xzψ will be impossible, since V ψ ∈ N0

z . Consequently, the case ψ /∈ N ′z
is impossible. Thus, we obtain that the operator V is admissible with respect to
A. �

Corollary 3.10. Let A be a closed symmetric operator in a Hilbert space H. The
following assertions hold:

(i) The operator A is maximal if and only if (at least) one of its defect num-
bers is equal to zero.

(ii) If A is maximal then D(A) = H.

Proof. (i): Necessity. Suppose to the contrary that A is maximal but its both
defect numbers are non-zero. Choose and fix an arbitrary number z ∈ Re. Let
N0
z ⊆ Nz(A) and N0

z ⊆ Nz(A) be some one-dimensional subspaces. By Theo-
rem 3.9, there exists an operator V , which is admissible with respect to A and
which maps N0

z on N0
z . By Remark 3.7 it follows that to the operator V there cor-

responds a symmetric extension B of the operator A, according to relations (3.7)-
(3.9). This extension is proper since to A by (3.7)-(3.9) there corresponds the
null isometric operator T . We obtained a contradiction.
(ii): Sufficiency. Fix an arbitrary number z ∈ Re. If one of the defect numbers is
equal to zero, then the Cayley transformation Uz(A) does not have proper exten-
sions. Consequently, taking into account considerations after (3.8), the operator
A has no proper extensions.
(ii). Let A be maximal. From the proved assertion (i) it follows that one of
the defect numbers is equal to zero, i.e. Nz(A) = {0}, for some z ∈ Re. By
Corollary 3.5 we may write:

H 	D(A) =
(
H 	D(A)

)
∩Mz(A) = {0},

and therefore D(A) = H. �

3.3. Properties of dissipative and accumulative operators. A linear op-
erator A in a Hilbert space H is said to be dissipative (accumulative), if
Im(Ah, h)H ≥ 0 (respectively Im(Ah, h)H ≤ 0) for all elements h from D(A). A
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dissipative (accumulative) operator A is said to be maximal, if it has no proper
(i.e. different from A) dissipative (respectively accumulative) extensions in H.

We establish some properties of dissipative and accumulative operators, which
will be used later.

Theorem 3.11. Let A be a closed dissipative (accumulative) operator in a Hilbert
space H. The following assertions are true:

1) Points of C− (respectively C+) are points of the regular type of the operator
A. The following inequality holds:∥∥(A− ξEH)−1

∥∥ ≤ 1

| Im ξ|
, ξ ∈ C− (C+). (3.12)

2) Choose and fix a number z from C− (respectively from C−). Let B be a
dissipative (respectively accumulative) extension of the operator A in the
space H. Consider the following operator

Wz = (B − zEH)(B − zEH)−1 = EH + (z − z)(B − zEH)−1. (3.13)

The operator Wz is a non-expanding extension of the operator Uz(A) =
(A−zEH)(A−zEH)−1 H, having no non-zero fixed elements. Moreover,
we have:

B = (zWz − zEH)(Wz − EH)−1 = zEH + (z − z)(Wz − EH)−1. (3.14)

Conversely, for an arbitrary non-expanding operator Wz ⊇ Uz(A), having
no non-zero fixed elements, by (3.14) one defines a dissipative (respectively
accumulative) operator B ⊇ A. Formula (3.13) establishes a one-to-one
correspondence between all dissipative (respectively accumulative) exten-
sions B ⊇ A in H, and all non-expanding extensions Wz ⊇ Uz(A) H,
having no non-zero fixed elements.

3) If A is maximal, then (A− zEH)D(A) = H, for all points z from C− (re-
spectively C+). Conversely, if there exists a point z0 from C− (respectively
C+) such that (A− z0EH)D(A) = H, then the operator A is maximal;

4) If A is maximal, then D(A) = H.

Proof. 1) Consider the case of a dissipative operator A. Choose an arbitrary point
z from C−, z = x+ iy, x ∈ R, y < 0. For an arbitrary element f ∈ D(A) we may
write:

‖(A− zEH)f‖2
H = ((A− xEH)f − iyf, (A− xEH)f − iyf)H

= ‖(A− xEH)f‖2
H − 2y Im(Af, f)H + y2‖f‖2

H ≥ y2‖f‖2
H .

Therefore the operator A − zEH has a bounded inverse and inequality (3.12)
holds.
In the case of an accumulative operator A, the operator −A is dissipative and we
may apply to it the proved part of the assertion.
2) Let z from C− (respectively from C+) and B be a dissipative (respectively
accumulative) extension of the operator A in the space H. By the proved as-
sertion 1), the operator Wz is correctly defined and bounded. For an arbitrary
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element g ∈ D(Wz) = (B − zEH)D(B), g = (B − zEH)f , f ∈ D(B), we may
write:

‖Wzg‖2
H = (Wzg,Wzg)H = ((B − zEH)f, (B − zEH)f)H

= ‖Bf‖2
H − z(Bf, f)H − z(f,Bf)H + |z|2‖f‖2

H ;

‖g‖2
H = ((B − zEH)f, (B − zEH)f)H

= ‖Bf‖2
H − z(Bf, f)H − z(f,Bf)H + |z|2‖f‖2

H ,

and therefore

‖Wzg‖2
H − ‖g‖2

H = (z − z)((Bf, f)H − (f,Bf)H) = 4(Im z) Im(Bf, f)H ≤ 0.

Since Wz − EH = (z − z)(B − zEH)−1, then Wz has no non-zero fixed elements.
Formula (3.14) follows directly from (3.13).

Conversely, let Wz ⊇ Uz(A) be a non-expanding operator having no non-zero
fixed elements. Define an operator B by equality (3.14). For an arbitrary element
f ∈ D(B) = (Wz − EH)D(Wz), f = (Wz − EH)g, g ∈ D(Wz), we write:

(Bf, f)H = ((zWz − zEH)g, (Wz − EH)g)H = z‖Wzg‖2
H − z(Wzg, g)H

−z(g,Wzg)H + z‖g‖2
H ;

Im(Bf, f)H = Im(z)‖Wzg‖2
H + Im(z)‖g‖2

H = Im(z)
(
‖Wzg‖2

H − ‖g‖2
H

)
.

Consequently, the operator B is dissipative (respectively accumulative). Since
Wz ⊇ Uz(A), then B ⊇ A. The correspondence, established by formulas (3.13),
(3.14) is obviously one-to-one.
3) Suppose to the contrary that the operator A is maximal but there exists a
number z from C− (respectively C−) such that (A − zEH)D(A) 6= H. Consider
the following operator Uz = Uz(A) = (A − zEH)(A − zEH)−1 By the proved
assertion 2), the operator Uz is non-expanding and has no non-zero fixed elements.
Moreover, Uz is closed, since A is closed by assumption. Therefore Uz is defined
on a subspace H1 = (A − zEH)D(A) 6= H. Set H2 = H 	 H1, dimH2 ≥ 1.
Consider the following operator

Wz := Uz ⊕ 0H2 .

The operator Wz is a non-expanding extension of the operator Uz. Let us check
that the operator Wz has no non-zero fixed elements. Suppose to the contrary
that there exists a non-zero element h ∈ H such that Wzh = h. Then h /∈ D(Uz),
since Uz has no non-zero fixed elements. Let h = h1 + h2, h1 ∈ H1, h2 ∈ H2, and
h2 6= 0. Then

Wzh = (Uz ⊕ 0H2)(h1 + h2) = Uzh1 = h = h1 + h2.

Therefore

‖h1‖2
H ≥ ‖Uzh1‖2

H = ‖h1‖2
H + ‖h2‖2

H ,

and we get h2 = 0. The obtained contradiction shows that Wz has no non-
zero fixed elements. By the proved assertion 2) to the operator Wz 6= Uz there
corresponds a dissipative (respectively accumulative) extension B 6= A of the
operator A. This contradicts to the maximality of the operator A, and the first
part of assertion 3) is proved.
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Suppose that we have a closed dissipative (respectively accumulative) operator
A in a Hilbert space H, and there exists a point z0 from C− (respectively C+)
such that (A − z0EH)D(A) = H. Suppose to the contrary that A is not maxi-
mal. Let B be a proper dissipative (respectively accumulative) extension of the
operator A. By the proved assertion 2), for the operator B there corresponds a
non-expanding operator Wz0 from (3.13) with z = z0, having no non-zero fixed el-
ements. Moreover, we have D(Wz0) = (B−z0EH)D(B) ⊇ (A−z0EH)D(A) = H.
Therefore D(Wz0) = H = D(Uz0), and we get Wz0 = Uz0 , B = A. We obtained a
contradiction, since B is a proper extension.
4) Consider an arbitrary element h ∈ H: h ⊥ D(B). Choose and fix an arbitrary
number z from C− (respectively C+). By the proved assertion 3), the following
equality holds: (A−zEH)D(A) = H. Therefore there exists an element f ∈ D(A)
such that (A− zEH)f = h. Then

0 = ((A− zEH)f, f)H = (Af, f)H − z‖f‖2
H ;

Im(Af, f)H = Im(z)‖f‖2
H .

Since the left-hand side of the last equality is non-negative (respectively non-
positive), and the right-hand side is non-positive (respectively non-negative), then
f = 0. �

Remark 3.12. Consider a closed symmetric operator A in a Hilbert space H.
Choose and fix a number z from C− (C−). Let B be a dissipative (respectively
accumulative) extension of the operator A in H. By assertion 2) of Theorem 3.11
for it there corresponds a non-expanding operator Wz from (3.13), having no
non-zero fixed elements. By Proposition 2.6, such extensions Wz ⊇ Uz(A) have
the following form:

Wz = Uz(A)⊕ T, (3.15)

where T is a linear non-expanding operator with the domain D(T ) ⊆ Nz(A) and
the range R(T ) ⊆ Nz(A). By Theorem 3.6 it follows that T is admissible with
respect to the operator A.

Conversely, if we have an arbitrary non-expanding operator T , with the domain
D(T ) ⊆ Nz(A), the range R(T ) ⊆ Nz(A), admissible with respect to A, then
by (3.15) one defines a non-expanding extension Wz of the operator Uz(A). By
Theorem 3.6 this extension has no non-zero fixed elements. Thus, there is a
one-to-one correspondence between admissible with respect to A non-expanding
operators T and non-expanding operators Wz ⊇ Uz(A) without non-zero fixed
elements.

Using the proved theorem we conclude that formulas (3.13)-(3.15) establish a
one-to-one correspondence between admissible with respect to A non-expanding
operators T , D(T ) ⊆ Nz(A), R(T ) ⊆ Nz(A), and dissipative (respectively accu-
mulative) extensions of the closed symmetric operator A.

3.4. Generalized Neumann’s formulas. The classical Neumann’s formulas
describe all symmetric extensions of a given closed symmetric operator A in
a Hilbert space H in the case D(A) = H. The following theorem provides a
description such extensions without the assumption D(A) = H, and it describes
dissipative and accumulative extensions of A, as well.
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Theorem 3.13. Let A be a closed symmetric operator in a Hilbert space H, and
z from C− (C+) be a fixed number. The following formulas

D(B) = D(A)u (T − EH)D(T ), (3.16)

B(f + Tψ − ψ) = Af + zTψ − zψ, f ∈ D(A), ψ ∈ D(T ), (3.17)

establish a one-to-one correspondence between all admissible with respect to A
isometric operators T , D(T ) ⊆ Nz(A), R(T ) ⊆ Nz(A), and all symmetric exten-
sions B of the operator A. Moreover, we have

D(T ) = Nz(A) ∩R(B − zEH), (3.18)

T ⊆ (B − zEH)(B − zEH)−1. (3.19)

A symmetric operator B is: closed / closed and maximal / self-adjoint, if and
only if respectively: D(T ) is: a subspace / D(T ) = Nz(A) or R(T ) = Nz(A) /
D(T ) = Nz(A) and R(T ) = Nz(A).

Formulas (3.16),(3.17) define a one-to-one correspondence between all admissi-
ble with respect to A non-expanding operators T , D(T ) ⊆ Nz(A), R(T ) ⊆ Nz(A),
and all dissipative (respectively accumulative) extensions B of the operator A.
Also relations (3.18),(3.19) hold. A dissipative (respectively accumulative) op-
erator B: closed / closed and maximal, if and only if respectively: D(T ) is: a
subspace / D(T ) = Nz(A).

Proof. Let A be a closed symmetric operator in a Hilbert space H, and z be
from C− (C+). By Remark 3.7, formulas (3.7),(3.8) and (3.9) establish a one-
to-one correspondence between all symmetric extensions B of the operator A
in H, and all isometric operators T with the domain D(T ) ⊆ Nz(A) and the
range R(T ) ⊆ Nz(A), which are admissible with respect to A. Let us check that
formulas (3.8),(3.9) define the same operator B, as formulas (3.16),(3.17). Let
the operator B be defined by formulas (3.8),(3.9). The domain of B is

D(B) = (Wz − EH)D(Wz) = (Uz ⊕ T − EH)(D(Uz) +D(T ))

= (Uz − EH)D(Uz) + (T − EH)D(T ).

If f ∈ (Uz − EH)D(Uz) ∩ (T − EH)D(T ), then f = (Uz − EH)g, g ∈ D(Uz), and
f = (T − EH)h, h ∈ D(T ). Then

(Uz ⊕ T − EH)(g − h) = f − f = 0,

i.e. g − h is a fixed element of the operator Wz. Since Wz has no non-zero fixed
elements, we get g = h. Since g ⊥ h, then g = 0 and f = 0. Thus, for the
operator B holds (3.16).
Consider arbitrary elements f ∈ D(A) and ψ ∈ D(V ). Then

B(f + V ψ − ψ) = Bf +B(V − EH)ψ = Af +B(Wz − EH)ψ

= Af + (zWz − zEH)ψ = Af + zV ψ − zψ,
and therefore formula (3.17) holds, as well.
Since

Nz(A) ∩ (B − zE)D(B) = Nz(A) ∩D(Wz) = Nz(A) ∩ (Mz(A) +D(T ))

= Nz(A) ∩D(T ) = D(T ),
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then relation (3.18) holds. Relation (3.19) means that T ⊆ Wz.
If the operator B is closed, then Wz is closed, as well. Since Wz is bounded,

it is defined on a subspace. Therefore D(Wz) = R(B − zEH) is closed, D(T ) =
Nz(A) ∩R(B − zEH) is closed and it is a subspace.

Conversely, if D(T ) is a subspace then the direct sumMz(A)⊕D(T ) = D(Wz)
is closed. Therefore the operators Wz and B are closed.

By Corollary 3.10 a closed symmetric operator B in a Hilbert space H is
maximal if and only if (at least) one of its defect numbers is equal to zero. This
is equivalent to the following condition: D(T ) = Nz(A) or R(T ) = Nz(A).

If B if self-adjoint then its Cayley’s transformation Wz is unitary, i.e. D(T ) =
Nz(A) and R(T ) = Nz(A). Conversely, the last conditions imply that Wz is
unitary, and therefore B is self-adjoint.

By Remark 3.12 formulas (3.13)-(3.15) establish a one-to-one correspondence
between admissible with respect to A non-expanding operators T , D(T ) ⊆ Nz(A),
R(T ) ⊆ Nz(A), and dissipative (respectively accumulative) extensions of a closed
symmetric operator A. Formulas (3.16),(3.17) define the same operator B as
formulas (3.13)-(3.15). It is checked similar as it was done above for the case
of symmetric extensions. The proof of relations (3.18),(3.19), and the proof of
equivalence: (B is closed) ⇔ (B is a subspace) are the same.

Let B be closed and maximal. By assertion 3) of Theorem 3.11 we obtain that
R(B−zEH) = (B−zEH)D(B) = H. From (3.18) it follows that D(T ) = Nz(A).

Conversely, let D(T ) = Nz(A). Then

(B − zEH)D(B) = D(Wz) =Mz(A)⊕D(T ) =Mz(A)⊕Nz(A) = H.

By assertion 3) of Theorem the operator B is maximal. �

Let A be a closed symmetric operator in a Hilbert space H, and z ∈ Re be a
fixed number. Let T be an admissible with respect to A non-expanding operator
with D(T ) ⊆ Nz(A), R(T ) ⊆ Nz(A). An extension B of the operator A which
corresponds to T in formulas (3.16),(3.17) we denote by AT = AT,z and call a
quasi-self-adjoint extension of a symmetric operator A defined by the
operator T . This definition agrees with the above given definition for the case
of a densely defined symmetric operator A.

3.5. Extensions of a symmetric operator with an exit out of the space.
Let A be a closed symmetric operator in a Hilbert space H. In order to construct
a generalized resolvent of A, according to its definition, one needs to construct

self-adjoint extensions Ã of A in larger Hilbert spaces H̃ ⊇ H.

Choose and fix a Hilbert space H̃ ⊇ H. Decompose it as a direct sum:

H̃ = H ⊕He, (3.20)

where He = H̃ 	H. The operator A can be identified with the operator A⊕ oHe
in H̃, where oHe is an operator in He with D(oHe) = {0}, oHe0 = 0.

Keeping in mind this important case, we shall now assume that in a Hilbert

space H̃ of a type (3.20), where H, He are some Hilbert spaces, there is given a
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symmetric operator A of the following form:

A = A⊕ Ae, (3.21)

where A, Ae are symmetric operators in Hilbert spaces H,He, respectively. Let
us investigate a possibility for the construction of symmetric and self-adjoint
extensions of the operator A and their properties. In particular, we can use the
generalized Neumann formulas.

Fix an arbitrary number z ∈ Re. Since D(A) = D(A)⊕D(Ae), then it can be
directly verified that

Mz(A) =Mz(A)⊕Mz(Ae),

Nz(A) = Nz(A)⊕Nz(Ae), (3.22)

Xz(A) = Xz(A)⊕Xz(Ae), (3.23)

where Xz(·) denotes the forbidden operator.

Let T be an arbitrary non-expanding operator in H̃ with the domain D(T ) =
Nz(A) and the range R(T ) ⊆ Nz(A). With respect to the decomposition (3.22)
(for z and z) the operator T has the following block representation:

T =

(
T11 T12

T21 T22

)
, (3.24)

where T11 = PNz(A)TPNz(A), T12 = PNz(A)TPNz(Ae), T21 = PNz(Ae)TPNz(A), T22 =
PNz(Ae)TPNz(Ae).
By the definition of the admissible operator the operator T is admissible with
respect to operator A if and only if relation

ψ ∈ D(Xz(A)), Xz(A)ψ = Tψ,

implies ψ = 0. Using decompositions (3.23),(3.24) we see that the latter condition
is equivalent to the following one: relation

ψ1 ∈ D(Xz(A)), ψ2 ∈ D(Xz(Ae)),

T11ψ1 + T12ψ2 = Xz(A)ψ1, T21ψ1 + T22ψ2 = Xz(Ae)ψ2, (3.25)

implies ψ1 = ψ2 = 0.

Theorem 3.14. Let A be a closed symmetric operator of the form (3.21), where
A, Ae are symmetric operators in some Hilbert spaces H and He, respectively.

Let z ∈ Re be a fixed number and T be a non-expanding operator in H̃ = H⊕He,
with the domain D(T ) = Nz(A) and the range R(T ) ⊆ Nz(A). The following
assertions are true:

1) If T is z-admissible with respect to the operator A, then the operators T11

and T22 are z-admissible with respect to operators A and Ae, respectively.
2) If D(A) = H and T22 is z-admissible with respect to the operator Ae, then

the operator T is z-admissible with respect to the operator A.

Here operators T11 and T22 are the operators from the block representation (3.24)
for T .
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Proof. Let us check assertion 1). Let ψ1 be an element from D(Xz(A)) such
that T11ψ1 = Xz(A)ψ1. Since T is non-expanding and the forbidden operator is
isometric, we may write:

‖ψ1‖2
H ≥ ‖Tψ1‖2 = ‖T11ψ1‖2

H + ‖T21ψ1‖2
H

= ‖Xz(A)ψ1‖2
H + ‖T21ψ1‖2

H = ‖ψ1‖2
H + ‖T21ψ1‖2

H .

Therefore T21ψ1 = 0. Set ψ2 = 0. We see that condition (3.25) is satisfied. By
the condition of the theorem T is admissible with respect to A, and therefore
ψ1 = 0. This means that the operator T11 is admissible with respect to A.
In a similar way, if ψ2 is an element from D(Xz(Ae)) such that T22ψ2 = Xz(Ae)ψ2,
then

‖ψ2‖2
H ≥ ‖Tψ2‖2 = ‖T12ψ2‖2

H + ‖T22ψ2‖2
H

= ‖T12ψ2‖2
H + ‖Xz(Ae)ψ2‖2

H = ‖T12ψ2‖2
H + ‖ψ2‖2

H .

Therefore T12ψ2 = 0. Set ψ1 = 0. We conclude that condition (3.25) holds.
Consequently, we get ψ2 = 0.

Let us check assertion 2). Let ψ1 ∈ D(Xz(A)), ψ2 ∈ D(Xz(Ae)), and rela-

tion (3.25) holds. Since D(A) = H, then by (3.5) the domain of the operator
Xz(A) consists of the null element and ψ1 = 0. The second equality in (3.25)
may be written as

T22ψ2 = Xz(Ae)ψ2.

Since T22 is admissible with respect to Ae, we get ψ2 = 0. Consequently, T is
admissible with respect to A. �

Let us continue our considerations started before the formulation of the last
theorem. Let ψ1 ∈ Nz(A) and ψ2 ∈ D(Xz(Ae)) be such elements (for example,
null elements) that

T21ψ1 + T22ψ2 = Xz(Ae)ψ2. (3.26)

Then
‖T11ψ1 + T12ψ2‖H ≤ ‖ψ1‖H . (3.27)

In fact, since T is non-expanding, we have

‖T (ψ1 + ψ2)‖2
H = ‖T11ψ1 + T12ψ2‖2

H + ‖T21ψ1 + T22ψ2‖2
H

≤ ‖ψ1‖2
H + ‖ψ2‖2

H .

If (3.26) holds, then since Xz(Ae) is isometric we get (3.27). Moreover, if an
equality ‖T (ψ1 + ψ2)‖H = ‖ψ1 + ψ2‖H holds, then in (3.27) we have an equality,
and vice versa.

Define the following operator:

Φψ1 = Φ(z;A, T )ψ1 = T11ψ1 + T12ψ2,

where ψ1 ∈ Nz(A) is such an element, for which there exists ψ2 ∈ D(Xz(Ae)):

T21ψ1 + T22ψ2 = Xz(Ae)ψ2.

Let us check that this definition is correct. If for ψ1 ∈ Nz(A) there exists another

element ψ̃2 ∈ D(Xz(Ae)):

T21ψ1 + T22ψ̃2 = Xz(Ae)ψ̃2,
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then subtracting last relations we obtain that

T22(ψ2 − ψ̃2) = Xz(Ae)(ψ2 − ψ̃2).

Set ψ1 = 0. We see that equality (3.26) holds, and therefore inequality (3.27) is
true and it takes the following form:

‖T12(ψ2 − ψ̃2)‖H ≤ 0,

i.e. T12ψ2 = T12ψ̃2. Thus, the definition of the operator Φ does not depend on
the choice of ψ2 and it is correct. By (3.27) the operator Φ is non-expanding.
Moreover, the operator Φ is isometric, if T is isometric (what follows from the
considerations before the definition of Φ).

Remark 3.15. If it is additionally known that the operator T22 is admissible with
respect to the operator Ae, then it exists (Xz(Ae) − T22)−1. Consider an arbi-
trary element ψ1 ∈ D(Φ). By the definition of Φ, for the corresponding to ψ1 the
element ψ2 equality (3.26) holds, and therefore ψ2 = (Xz(Ae)−T22)−1T21ψ1. Sub-
stitute this expression in the definition of the operator Φ to obtain the following
representation:

Φψ1 = T11ψ1 + T12(Xz(Ae)− T22)−1T21ψ1, ψ1 ∈ D(Φ). (3.28)

Theorem 3.16. Let A be a closed symmetric operator of the form (3.21), where
A, Ae are symmetric operators in some Hilbert spaces H and He, respectively.

Let z ∈ Re be a fixed number and T be a non-expanding operator in H̃ = H⊕He,
with the domain D(T ) = Nz(A) and the range R(T ) ⊆ Nz(A). The operator T
is z-admissible with respect to A if and only if the operators Φ(z;A, T ) and T22

are z-admissible with respect to the operators A and Ae, respectively. Here the
operators T22 is an operator from the block representation (3.24) for T .

Proof. Necessity. Let an operator T be admissible with respect to A. By The-
orem 3.14 the operator T22 is admissible with respect to Ae. Consider an ele-
ment ψ1 ∈ D(Φ(z;A, T )) such that Φ(z;A, T )ψ1 = Xz(A)ψ1. By the definition
of the operator Φ(z;A, T ), the element ψ1 belongs to Nz(A) and there exists
ψ2 ∈ D(Xz(Ae)): T21ψ1 + T22ψ2 = Xz(Ae)ψ2. Moreover, we have Φ(z;A, T )ψ1 =
T11ψ1 + T12ψ2. Thus, conditions (3.25) are true. Since T is admissible with re-
spect to A, then these inequalities imply ψ1 = ψ2 = 0. Therefore the operator Φ
is admissible with respect to A.

Sufficiency. Suppose that Φ(z;A, T ) and T22 are admissible with respect to A
and Ae, respectively. Consider some elements ψ1 ∈ D(Xz(A)), ψ2 ∈ D(Xz(Ae)),
such that (3.25) holds. This relation means that ψ1 ∈ D(Φ) and Φψ1 = Xz(A)ψ1.
Since Φ is admissible with respect to A, then ψ1 = 0. From the second equality
in (3.25) it follows that T22ψ2 = Xz(Ae)ψ2. Since T22 is admissible with respect
to Ae, we get ψ2 = 0. Consequently, the operator T is admissible with respect to
the operator A. �

Now we shall obtain a more explicit expression for the domain of Φ and for its
action.
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Theorem 3.17. Let A be a closed symmetric operator of the form (3.21), where
A, Ae are symmetric operators in some Hilbert spaces H and He, respectively.

Let z ∈ Re be a fixed number and T be a non-expanding operator in H̃ = H⊕He,
with the domain D(T ) = Nz(A), and with the range R(T ) ⊆ Nz(A). Then

D(Φ(z;A, T )) = P H̃
Nz(A)Θ̃z, (3.29)

Φ(z;A, T )P H̃
Nz(A)h = P H̃

Nz(A)(Uz(A)⊕ T )h, h ∈ Θ̃z, (3.30)

where

Θ̃z =
{
h ∈ H̃ : P H̃

He(Uz(A)⊕ T )h = P H̃
Heh
}
. (3.31)

Proof. We shall need the next lemma on the structure of the set Θ̃z.

Lemma 3.18. In conditions of Theorem 3.17, the set Θ̃z consists of elements

h ∈ H̃,

h = g1 + ψ1 + g2 + ψ2, (3.32)

where g1 ∈Mz(A), ψ1 ∈ Nz(A), g2 ∈Mz(Ae), ψ2 ∈ Nz(Ae), such that

ψ2 ∈ D(Xz(Ae)), Xz(Ae)ψ2 = T21ψ1 + T22ψ2, (3.33)

g2 =
1

z − z
(Ae − zEHe)(Xz(Ae)− EH2)ψ2. (3.34)

Proof. Consider an arbitrary element h ∈ Θ̃z. As each element of H̃, the element
h has a (unique) decomposition (3.32). Since

P H̃
Heh = g2 + ψ2,

P H̃
He(Uz(A)⊕ T )h = P H̃

He (Uz(A)(g1 + g2) + T (ψ1 + ψ2))

= Uz(Ae)g2 + T21ψ1 + T22ψ2,

then by the definition of the set Θ̃z we obtain:

Uz(Ae)g2 + T21ψ1 + T22ψ2 = g2 + ψ2. (3.35)

Then

T21ψ1 + T22ψ2 − ψ2 = (EHe − Uz(Ae))g2 = (z − z)(Ae − zEHe)−1g2 ∈ D(Ae).

Since T21ψ1 + T22ψ2 ∈ Nz(Ae), then ψ2 ∈ D(Xz(Ae)) and Xz(Ae)ψ2 = T21ψ1 +
T22ψ2. From the latter relations it follows (3.33),(3.34).

Conversely, if for an element h ∈ H of form (3.33) holds (3.33) and (3.34), then

(EHe − Uz(Ae))g2 = (z − z)(Ae − zEHe)−1g2 = (Xz(Ae)− EHe)ψ2

= T21ψ1 + T22ψ2 − ψ2.

Therefore equality (3.35) holds, which means that h ∈ D(Θ̃z). �
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(end of the proof of Lemma).

By the proved Lemma it follows that if ψ1 ∈ P H̃
Nz(A)Θ̃z, then ψ1 ∈ Nz(A), and

there exists element ψ2 ∈ D(Xz(Ae) such that Xz(Ae)ψ2 = T21ψ1 + T22ψ2.
Conversely, if ψ1 ∈ Nz(A), and there exists an element ψ2 ∈ D(Xz(Ae)) such

that Xz(Ae)ψ2 = T21ψ1+T22ψ2, then Xz(Ae)ψ2−ψ2 ∈ D(Ae). Define g2 by (3.34),
and as g1 we take an arbitrary element fromMz(A). Then h := ψ1+g1+ψ2+g2 ∈
Θ̃z, and therefore ψ1 ∈ P H̃

Nz(A)Θ̃z.
Comparing this with the definition of the operator Φ we conclude that rela-

tion (3.29) holds.

Choose an arbitrary element h ∈ P H̃
Nz(A)Θ̃z. By the proved Lemma, it has

representations (3.32), which elements satisfy relations (3.33),(3.34). Then

P H̃
Nz(A)(Uz(A)⊕ T )h = P H̃

Nz(A)T (ψ1 + ψ2) = T11ψ1 + T12ψ2;

Φ(z;A, T )P H̃
Nz(A)h = Φ(z;A, T )ψ1 = T11ψ1 + T12ψ2,

and the required equality (3.30) follows. �

Corollary 3.19. In conditions of Theorem 3.17 consider the following operator
Wz = Uz(A)⊕ Φ(z;A, T ). Then

D(Wz) = P H̃
H Θ̃z, (3.36)

WzP
H̃
H h = P H̃

H (Uz(A)⊕ T )h, h ∈ Θ̃z. (3.37)

Proof. By Lemma 3.18 we get Mz(A) ⊆ Θ̃z. Therefore

P H̃
H Θ̃z =Mz(A) + P H̃

Nz(A)Θ̃z =Mz(A) +D(Φ) = D(Wz).

Let h be an arbitrary element from Θ̃z, having representation (3.32) which ele-
ments satisfy, according to Lemma 3.18, relations (3.33),(3.34). Using (3.30), we
may write

WzP
H̃
H h = (Uz(A)⊕ Φ(z;A, T ))(g1 + ψ1) = Uz(A)g1 + P H̃

Nz(A)h

= P H̃
Mz(A)(Uz(A)⊕ T )h+ P H̃

Nz(A)(Uz(A)⊕ T )h = P H̃
H (Uz(A)⊕ T )h.

Therefore equality (3.37) holds. �

Consider our considerations interrupted by formulations of the last Theorem
and its Corollary. In the sequel we assume that the operator T is admissible
with respect to the symmetric operator A. In this case, by Theorem 3.16 and
Remark 3.15 the non-expanding operator Φ(z;A, T ) is admissible with respect
to A and has a representation (3.28). By the generalized Neumann formulas
(Theorem 3.13), for the operator T it corresponds a quasi-self-adjoint extension
AT of the symmetric operator A.

Define the operator B on the manifold D(AT ) ∩H in H in the following way:

Bh = B(z;A, T )h = P H̃
HATh, h ∈ D(AT ) ∩H. (3.38)
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Theorem 3.20. Let A be a closed symmetric operator of the form (3.21), where
A, Ae are symmetric operators in some Hilbert spaces H and He, respectively.

Let z ∈ Re be a fixed number and T be a non-expanding operator in H̃ = H⊕He,
with D(T ) = Nz(A), R(T ) ⊆ Nz(A), which is admissible with respect to A. The
operator B, defined on the manifold D(AT ) ∩H in H by equality (3.38), admits
the following representation:

B(z;A, T ) = AΦ(z;A,T ).

Proof. Consider a set Θ̃z, defined by (3.31). This definition we can rewrite in
another form:

Θ̃z =
{
h ∈ H̃ :

(
(Uz(A)⊕ T )− EH̃

)
h ∈ H

}
. (3.39)

Therefore (
(Uz(A)⊕ T )− EH̃

)
Θ̃z ⊆ H.

Since R
(
(Uz(A)⊕ T )− EH̃

)
= D(AT ), then(

(Uz(A)⊕ T )− EH̃
)

Θ̃z ⊆ H ∩D(AT ).

Conversely, an arbitrary element g ∈ H ∩ D(AT ) has the following form g =(
(Uz(A)⊕ T )− EH̃

)
f , f ∈ H̃. By (3.39) the element f belongs to the set Θ̃z.

Therefore (
(Uz(A)⊕ T )− EH̃

)
Θ̃z = H ∩D(AT ) = D(B), (3.40)

where the operator B is defined by equality (3.38).
Consider the operator Wz from the Corollary 3.19. By (3.37) we may write

(Wz−EH)P H̃
H h = P H̃

H

(
(Uz(A)⊕ T )− EH̃

)
h =

(
(Uz(A)⊕ T )− EH̃

)
h, h ∈ Θ̃z.

(3.41)
Therefore

(Wz − EH)P H̃
H Θ̃z = D(B).

Taking into account relation (3.36) we get

(Wz − EH)D(Wz) = D(B). (3.42)

Choose an arbitrary element u ∈ D(B). By (3.40) the element u has the following

form: u =
(
(Uz(A)⊕ T )− EH̃

)
h, h ∈ Θ̃z. Then

Bu = P H̃
HATu

= P H̃
H

(
z(Uz(A)⊕ T )− zEH̃

) (
(Uz(A)⊕ T )− EH̃

)−1 (
(Uz(A)⊕ T )− EH̃

)
h

= P H̃
H

(
z(Uz(A)⊕ T )− zEH̃

)
h = zP H̃

H (Uz(A)⊕ T )h− zP H̃
H h

= zWzP
H̃
H h− zP H̃

H h = (zWz − zEH)P H̃
H h,

where we used (3.37). Since the operator Φ is admissible with respect to the
operator A, then Wz has no non-zero fixed elements. By formula (3.41) we get

Bu = (zWz − zEH)(Wz − EH)−1
(
(Uz(A)⊕ T )− EH̃

)
h

= (zWz − zEH)(Wz − EH)−1u = AΦ(z;A,T )u, u ∈ D(B).

Equality (3.42) shows that D(B) = D(AΦ(z;A,T )). Therefore B = AΦ(z;A,T ). �
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3.6. The operator-valued function Bλ generated by an extension of a
symmetric operator with an exit out of the space. Consider a closed

symmetric operator A in a Hilbert space H. Let Ã be a self-adjoint extension of

A, acting in a Hilbert space H̃ ⊇ H. Denote

L̃λ =
{
h ∈ D(Ã) : (Ã− λEH̃)h ∈ H

}
, λ ∈ C; (3.43)

Lλ = P H̃
H L̃λ, λ ∈ C;

L∞ = D(Ã) ∩H. (3.44)

Notice that the sets L̃λ, Lλ and L∞ contain D(A). Since for non-real λ for the

self-adjoint operator Ã holds (Ã− λEH̃)D(Ã) = H̃, then

(Ã− λEH̃)L̃λ = H, λ ∈ Re. (3.45)

Observe that
L̃λ ∩ (H̃ 	H) = {0}, λ ∈ Re. (3.46)

In fact, if h ∈ L̃λ ∩ (H̃ 	 H), then ((Ã − λEH̃)h, h)H̃ = 0. Therefore 0 =

Im(Ãh, h)H̃ = (Imλ)(h, h)H̃ and h = 0.

Define an operator-valued function Bλ = Bλ(A, Ã) for λ ∈ Re, which values
are operators in H with the domain:

D(Bλ) = Lλ, (3.47)

and
BλP

H̃
H h = P H̃

H Ãh, h ∈ L̃λ. (3.48)

Let us check that such definition of the operator Bλ is correct. If an element

g ∈ Lλ admits two representations: g = P H̃
H h1 = P H̃

H h2, h1, h2 ∈ L̃λ, then

h1 − h2 = P H̃
H h1 − P H̃

H h2 + P H̃
H̃	Hh1 − P H̃

H̃	Hh2

= P H̃
H̃	Hh1 − P H̃

H̃	Hh2 = P H̃
H̃	H(h1 − h2).

Therefore h1 − h2 ∈ L̃λ ∩ (H̃ 	H). By (3.46) we obtain that h1 = h2.
The operator Bλ for each λ ∈ Re is an extension of A. Define an operator

B∞ = B∞(A, Ã) in H in the following way:

B∞ = P H̃
H Ã|L∞ . (3.49)

The operator B∞ is an extension of A, as well. Let us check that B∞ is sym-
metric. In fact, for arbitrary elements f, g ∈ L∞ we may write

(B∞f, g)H = (P H̃
H Ãf, g)H = (Ãf, g)H̃ = (f, Ãg)H̃

= (f, P H̃
H Ãg)H = (f,B∞g)H .

We emphasize that the operator B∞ is not necessarily closed. The operator-
valued function Bλ and the operator B∞ will play an important role in a de-
scription of the generalized resolvents of A.

Notice that

(Ã− λEH̃)h = (Bλ − λEH)P H̃
H h, h ∈ L̃λ, λ ∈ Re. (3.50)
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In fact, by the definitions of the sets L̃λ and Bλ, for an arbitrary element h from

L̃λ we may write:

(Ã− λEH̃)h = P H̃
H (Ã− λEH̃)h = P H̃

H Ãh− λP H̃
H h

= BλP
H̃
H h− λP H̃

H h = (Bλ − λEH)P H̃
H h.

Let us check that for λ from C− (C+) the operator Bλ is a maximal closed dis-
sipative (respectively accumulative) extension of A. In fact, using relation (3.50)

for an arbitrary element h from L̃λ we may write:

(BλP
H̃
H h, P

H̃
H h)H = (BλP

H̃
H h, h)H = (Ãh− λ(EH̃ − P

H̃
H )h, h)H

= (Ãh, h)H − λ‖P H̃
H̃	Hh‖

2
H .

Then

Im(BλP
H̃
H h, P

H̃
H h)H = −‖P H̃

H̃	Hh‖
2
H Imλ,

and therefore Bλ is a dissipative (respectively accumulative) extension of A.

By (3.45),(3.50) we get R(Bλ−λEH) = (Bλ−λEH)P H̃
H L̃λ = (Ã−λEH̃)L̃λ = H.

Using formula (3.18) and the generalized Neumann formulas for the operator Bλ

it corresponds a non-expanding operator T with D(T ) = Nz(A). Therefore Bλ

is closed and maximal.
By the fourth assertion of Theorem 3.11 the operator Bλ is densely defined,
λ ∈ Re.

Consider a generalized resolvent of A which corresponds to the self-adjoint

extension Ã:

Rλ = P H̃
H (Ã− λEH̃)−1, λ ∈ Re.

Let us check that

Rλ = (Bλ − λEH)−1, λ ∈ Re. (3.51)

Consider an arbitrary element g ∈ H and denote h = (Ã − λEH̃)−1g, where

λ ∈ Re. Since h ∈ D(Ã) and (Ã− λEH̃)h ∈ H, then h ∈ L̃λ. Moreover, we have

P H̃
H h = Rλg. By (3.50) we may write:

g = (Ã− λEH̃)h = (Bλ − λEH)P H̃
H h = (Bλ − λEH)Rλg.

By the properties of maximal dissipative and accumulative operators (see Theo-
rem 3.11), there exists the bounded inverse (Bλ−λEH)−1 defined on the whole H.
Applying this operator to the latter equality we get the required relation (3.51).

By (3.51) it follows that the generalized resolvent Rλ of the symmetric operator
A is invertible for all λ ∈ Re, and the operator R−1

λ is densely defined. The
operator Bλ admits another definition by the generalized resolvent:

Bλ = R−1
λ + λEH , λ ∈ Re. (3.52)

Therefore

B∗λ = (R∗λ)
−1 + λEH = R−1

λ
+ λEH

= Bλ, λ ∈ Re. (3.53)

where we used the property (2.30) of the generalized resolvent.
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Choose and fix a number λ0 ∈ Re. By Theorem 3.13, for the operator Bλ for
λ ∈ Πλ0 it corresponds an admissible with respect to A non-expanding operator,
which we denote by F(λ), with the domain Nλ0(A) and the range in Nλ0(A).
Namely, we set

F(λ) = F(λ;λ0, A, Ã) = (Bλ − λ0EH)(Bλ − λ0EH)−1
∣∣
Nλ0 (A)

, λ ∈ Πλ0 .

(3.54)
Notice that

Bλ = AF(λ),λ0 , λ ∈ Πλ0 . (3.55)

i.e. Bλ is a quasi-self-adjoint extension of the symmetric operator A, defined by
F(λ).

By the generalized Neumann formulas for the operator B∞ there corresponds

an admissible with respect to A isometric operator Φ∞ = Φ∞(λ0;A, Ã) with the
domain D(Φ∞) ⊆ Nλ0(A) and the range R(Φ∞) ⊆ Nλ0

(A). This operator will be
used later.

Proposition 3.21. Let A be a closed symmetric operator in a Hilbert space H,
z ∈ Re be an arbitrary fixed number, and T be a linear non-expanding operator
with D(T ) = Nz(A) and R(T ) ⊆ Nz(A), which is z-admissible with respect to A.
Then the operator T ∗ is z-admissible with respect to A and

(AT,z)
∗ = AT ∗,z.

Proof. By Theorem 3.13 the operator AT,z is maximal dissipative or accumulative,
since D(T ) = Nz(A). By Theorem 3.11 we conclude that AT,z is densely defined
and therefore there exists its adjoint. By (3.14) we may write:

(AT,z)
∗ =

(
zEH + (z − z)(Uz(A)⊕ T − EH)−1

)∗
= zEH + (z − z)(Uz(A)⊕ T ∗ − EH)−1.

Consequently, the operator Uz(A)⊕ T ∗ has no non-zero fixed elements. By The-
orem 3.6 the operator T ∗ is admissible with respect to A, and the last equality
gives the required formula. �

By the proved Proposition and formula (3.53) we may write:

Bλ = B∗λ = (AF(λ),λ0)
∗ = AF∗(λ),λ0

, λ ∈ Πλ0 .

Let us check that the operator-valued function F(λ) is an analytic function of λ
in a half-plane Πλ0 . By (3.51) we may write:

Bλ − λ0EH = (Bλ − λ0EH)Rλ(Bλ − λEH)

= ((Bλ − λEH) + (λ− λ0)EH) Rλ(Bλ − λEH)

= (EH + (λ− λ0)Rλ)(Bλ − λEH), λ ∈ Re.

By the maximality of the dissipative or accumulative operator Bλ the operator
(Bλ−λEH)−1 exists and it is defined on the whole H. If we additionally assume
that λ ∈ Πλ0 , then the operator (Bλ−λ0EH)−1 exists and is defined on the whole
H, as well. Then the operator

EH + (λ− λ0)Rλ = (Bλ − λ0EH)(Bλ − λEH)−1,
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has a bounded inverse:

(EH+(λ−λ0)Rλ)
−1 = (Bλ−λEH)(Bλ−λ0EH)−1 = EH+(λ0−λ)(Bλ−λ0EH)−1,

defined on the whole H, for λ ∈ Πλ0 . By property (3.12) we get∥∥(EH + (λ− λ0)Rλ)
−1
∥∥ ≤ 1 +

|λ0 − λ|
| Imλ0|

, λ ∈ Πλ0 .

By Proposition 2.4 the function (EH + (λ− λ0)Rλ)
−1 is analytic in the halfplane

Πλ0 . Using relation (3.51) we may write that

(Bλ − λ0EH)(Bλ − λ0EH)−1 = EH + (λ0 − λ0)(Bλ − λ0EH)−1

= EH + (λ0 − λ0)(Bλ − λEH)−1(Bλ − λEH)(Bλ − λ0EH)−1

= EH + (λ0 − λ0)Rλ(EH + (λ− λ0)Rλ)
−1,

is an analytic function in Πλ0 . Then the function F(λ) is analytic in Πλ0 , as well.
From our considerations we conclude that the operator-valued function Bλ

admits the following representation:

Bλ =

{
AF(λ),λ0 , λ ∈ Πλ0

AF∗(λ),λ0
, λ ∈ Πλ0

, (3.56)

where F(λ) is an analytic function of λ in the half-plane Πλ0 , which values are non-
expanding operators with D(F(λ)) = Nλ0(A) and R(F(λ)) ⊆ Nλ0(A), admissible
with respect to the operator A.

Our next aim will be derivation of a representation for the operator-valued
function F(λ), which connects it with the so-called characteristic function of a
symmetric operator A. The next subsection will be devoted to the definition of
the characteristic function and some its properties.

3.7. The characteristic function of a symmetric operator. Let A be a
closed symmetric operator in a Hilbert space H. Choose an arbitrary number
λ ∈ Re. Notice that the operator T = 0Nλ is admissible with respect to A. In
fact, suppose that for some h ∈ H holds (Uλ ⊕ T )h = h. Let h = h1 + h2,
h1 ∈Mλ, h2 ∈ Nλ, then

(Uλ ⊕ T )h = Uλh1 = h = h1 + h2,

and therefore

‖h1‖2
H = ‖Uλh1‖2

H = ‖h1‖2
H + ‖h2‖2

H .

Consequently, we get h2 = 0. Since the operator Uλ has no non-zero fixed ele-
ments, then h1 = h = 0. By Theorem 3.6 we obtain that T is admissible with
respect to A.
Consider a quasi-self-adjoint extension Aλ := A0N

λ
,λ of the operator A. By the

generalized Neumann formulas for λ from C+ (C−) the operator Aλ is maximal
closed dissipative (respectively accumulative) extension of A. By Proposition 3.21
it follows that

A∗λ = A∗
0N

λ
,λ

= A0Nλ ,λ
= Aλ.
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Moreover, by (3.16),(3.17) we may write:

D(Aλ) = D(A)uNλ(A), (3.57)

and

Aλ(f + ψ) = Af + λψ, f ∈ D(A), ψ ∈ Nλ(A). (3.58)

Choose and fix an arbitrary number λ0 ∈ Re and consider the half-plane Πλ0

containing the point λ0. If we additionally suppose that λ ∈ Πλ0 , for the quasi-
self-adjoint extension Aλ by the generalized Neumann formulas it corresponds
a non-expanding operator C(λ) with D(C(λ)) = Nλ0(A), R(C(λ)) ⊆ Nλ0(A).
Namely, the operator C(λ) is given by the following equality:

C(λ) = C(λ;λ0, A) = (Aλ − λ0EH)(Aλ − λ0EH)
∣∣
Nλ0 (A)

, λ ∈ Πλ0 .

This operator-valued function C(λ) in the half-plane Πλ0 is said to be the char-
acteristic function of the symmetric operator A. Observe that

Aλ = AC(λ),λ0
. (3.59)

Proposition 3.22. Let A be a closed symmetric operator in a Hilbert space H,
and λ, z ∈ Re be arbitrary numbers: λ ∈ Πz. The space H can be represented as
a direct sum:

H =Mλ(A)uNz(A).

The projection operator Pλ,z in H on the subspace Nz(A) parallel to the subspace
Mλ(A) (i.e. the operator which to arbitrary vector h ∈ H, h = h1 + h2, h1 ∈
Mλ(A), h2 ∈ Nz(A), put into correspondence a vector Pλ,zh = h2) has the
following form:

Pλ,z =
λ− z
z − z

PH
Nz(A)(Az − zEH)(Az − λEH)−1. (3.60)

Proof. Since Az for z from C+ (C−) is a maximal dissipative (respectively ac-
cumulative) extension of A, then there exist the inverses (Az − λEH)−1 and
(Az − zEH)−1, defined on the whole H (see Theorem 3.11). The following oper-
ator:

Sλ,z := (Az − λEH)(Az − zEH)−1 = EH + (z − λ)(Az − zEH)−1,

maps bijectively the whole space H on the whole H, and

Sλ,z := (Az − zEH)(Az − λEH)−1.

By (3.58) it follows that (Az − zEH)ψ = (z − z)ψ, for an arbitrary ψ ∈ Nz(A).
Therefore (Az− zEH)−1 = 1

z−zENz(A). For an arbitrary g ∈ Nz(A) we may write:

Sλ,zg = g + (z − λ)(Az − zEH)−1g = g +
z − λ
z − z

g =
z − λ
z − z

g, (3.61)

to get

Sλ,zNz(A) = Nz(A).

For an arbitrary vector f ∈ D(A) holds:

Sλ,z(A− zEH)f = (A− λEH)f,
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and therefore
Sλ,zMz(A) =Mλ(A).

Choose an arbitrary element h ∈ H, and set f = S−1
λ,zh. Let f = f1 + f2,

f1 ∈Mz(A), f2 ∈ Nz(A), then

h = Sλ,zf1 + Sλ,zf2 ∈Mλ(A) +Nz(A).

Therefore H =Mλ(A) +Nz(A). Suppose that v ∈Mλ(A)∩Nz(A). Then there
exist elements u ∈ Mz(A) and w ∈ Nz(A) such that Sλ,zu = v and Sλ,zw = v.
Therefore Sλ,z(u − w) = 0, and by the invertibility of Sλ,z we get u = w. Since
elements u and w are orthogonal, then u = w = 0 and v = 0. Thus, the required
decomposition of the space H is proved. Moreover, that for the element h holds

Pλ,zh = Sλ,zf2 = Sλ,zP
H
Nz(A)f = Sλ,zP

H
Nz(A)S

−1
λ,zh =

z − λ
z − z

PH
Nz(A)S

−1
λ,zh

=
z − λ
z − z

PH
Nz(A)(Az − zEH)(Az − λEH)−1h,

where we used relation (3.61). Thus, equality (3.60) is proved. �

Continue our considerations started before the formulation of the last proposi-
tion. Define the following two operator-valued functions:

Q(λ) = Pλ,λ0 , K(λ) = Pλ,λ0|Nλ0
, λ ∈ Πλ0 .

By representation (3.60) it follows that Q(λ) and K(λ) are analytic in the half-
plane Πλ0 . In fact, since the operator Aλ0 is dissipative or accumulative, then
estimate (3.12) holds. By Proposition 2.4 we obtain that the operator-valued
function (Az − λEH)−1 is analytic in Πλ0 . Then the same is true for Q(λ) and
P (λ).

Let us check that for each λ ∈ Πλ0 the operator K(λ) is non-expanding. In
fact, for arbitrary λ ∈ Πλ0 and ψ ∈ Nλ0 we can assert that ψ −K(λ)ψ belongs
to Mλ(A), and therefore ψ − K(λ)ψ = (A − λEH)f , where f ∈ D(A). Let
f = (Uλ0(A) − EH)h, where h ∈ Mλ0(A). Then Af = (λ0Uλ0(A) − λ0EH)h.
Substituting expressions for f and Af in the expression for ψ −K(λ)ψ we get

ψ −K(λ)ψ = (λ0Uλ0(A)− λ0EH)h− λ(Uλ0(A)− EH)h.

Therefore
ψ + (λ− λ0)Uλ0(A)h = K(λ)ψ + (λ− λ0)h.

Using the orthogonality of the summands in the left-hand side and also in the
right-hand side we get

‖ψ‖2
H + |λ− λ0|2‖Uλ0(A)h‖2

H = ‖K(λ)ψ‖2
H + |λ− λ0|2‖h‖2

H .

Therefore
‖ψ‖2

H − ‖K(λ)ψ‖2
H = δλ,λ0‖h‖2

H ,

where δλ,λ0 := |λ− λ0|2 − |λ− λ0|2. It remains to notice that

δλ,λ0 = |Reλ− Reλ0|2 + | Imλ− Imλ0|2 − |Reλ− Reλ0|2

− | Imλ− Imλ0|2 = | Imλ+ Imλ0|2 − | Imλ− Imλ0|2 > 0, (3.62)

since Imλ and Imλ0 have the same sign.
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Let us find a relation between the function K(λ) and the characteristic function
C(λ). Choose an arbitrary λ ∈ Πλ0 and an element ψ ∈ Nλ0

. By the Neumann
formula (3.17) we may write:

AC(λ),λ0
(−C(λ)ψ + ψ) = −λ0C(λ)ψ + λ0ψ.

On the other hand, by (3.59),(3.57) and (3.58) we get

AC(λ),λ0
(−C(λ)ψ + ψ) = Aλ(−C(λ)ψ + ψ) = Aλ(f + ψ1) = Af + λψ1,

where f ∈ D(A) and ψ1 ∈ Nλ(A) are some elements:

−C(λ)ψ + ψ = f + ψ1 ∈ D(Aλ).

Therefore
−λ0C(λ)ψ + λ0ψ = Af + λψ1.

Subtracting from the last equality the previous one, multiplied by λ, we obtain
that

(λ0 − λ)ψ − (λ0 − λ)C(λ)ψ = (A− λEH)f.

Thus, the following inclusion holds:

(λ− λ0)ψ − (λ− λ0)C(λ)ψ ∈Mλ(A). (3.63)

Divide the both sides of the last equality by λ−λ0 and apply the operator Pλ,λ0 :
λ− λ0

λ− λ0

Pλ,λ0ψ − C(λ)ψ = 0,

i.e. C(λ)ψ = λ−λ0
λ−λ0
Pλ,λ0ψ. Therefore

C(λ) =
λ− λ0

λ− λ0

K(λ), λ ∈ Πλ0 .

Since K(λ) is analytic in Πλ0 and non-expanding, then the characteristic function
C(λ) is analytic and

‖C(λ)‖ ≤
∣∣∣∣λ− λ0

λ− λ0

∣∣∣∣ , λ ∈ Πλ0 . (3.64)

Now we shall obtain another formula for the characteristic function C(λ). Let
λ ∈ Πλ0 be an arbitrary number. Let us check that elements ψ ∈ Nλ0(A) and

ψ̂ ∈ Nλ0(A) are connected by the following relation

(λ− λ0)ψ − (λ− λ0)ψ̂ ∈Mλ(A), (3.65)

if and only if

ψ̂ = C(λ)ψ.

The sufficiency of this assertion follows from relation (3.63). Suppose that rela-
tion (3.65) holds. Apply the operator Pλ,λ0 to the both sides of this equality:

(λ− λ0)Pλ,λ0ψ − (λ− λ0)ψ̂ = 0,

and therefore

ψ̂ =
λ− λ0

λ− λ0

Pλ,λ0ψ = C(λ)ψ,

what we needed to prove.
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3.8. A connection of the operator-valued function F(λ) with the charac-
teristic function. Consider a closed symmetric operator A in a Hilbert space

H. Let Ã be a self-adjoint extension of A acting in a Hilbert space H̃ ⊇ H.

Choose and fix an arbitrary number λ0 from Re. For the extension Ã there

correspond operator-valued functions Bλ = Bλ(A, Ã) and F(λ) = F(λ;λ0, A, Ã)
(see (3.48),(3.54)).

As it was done above, the space H we represent as (3.20), where He = H̃ 	H,
and the operator A can be identified with the operator A⊕ oHe .

Consider an operator A of the form (3.21), where Ae is a symmetric operator

in a Hilbert space He, such that A ⊕ Ae ⊆ Ã. In particular, we can take as Ae
the operator oHe . Thus, the operator Ã is a self-adjoint extension of the operator
A.

By the generalized Neumann formulas, for the self-adjoint extension Ã of A
there corresponds an isometric operator T with the domain D(T ) = Nλ0(A) and
the range R(T ) = Nλ0(A), having block representation (3.24), where

T11 = PNλ0 (A)TPNλ0 (A), T12 = PNλ0 (A)TPNλ0 (Ae),

T21 = PNλ0 (Ae)TPNλ0 (A), T22 = PNλ0 (Ae)TPNλ0 (Ae).

Denote Ce(λ) := C(λ;λ0, Ae), i.e. Ce(λ) is a characteristic function of the oper-
ator Ae in He.

By (3.16) the domain of Ã consists of elements f̃ of the following form:

f̃ = f1 + f2 + T (ψ1 + ψ2)− ψ1 − ψ2

= [f1 + T11ψ1 + T12ψ2 − ψ1] + [f2 + T21ψ1 + T22ψ2 − ψ2], (3.66)

where f1 ∈ D(A), f2 ∈ D(Ae), ψ1 ∈ Nλ0(A), ψ2 ∈ Nλ0(Ae). Notice that an
expression in the first square brackets belongs to H, and in the second square
brackets belongs to He. Formula (3.17) gives the following relation for the oper-

ator Ã:

Ãf̃ = [Af1+λ0(T11ψ1+T12ψ2)−λ0ψ1]+[Aef2+λ0(T21ψ1+T22ψ2)−λ0ψ2]. (3.67)

Here also an expression in the first square brackets belongs toH, and in the second
square brackets belongs to He. Recall that the manifold Lλ (λ ∈ C) consists of

those elements f̃ ∈ D(Ã), for which (Ã − λEH̃)f̃ belongs to H. Subtracting

from relation (3.67) relation (3.66), multiplied by λ, we see that the element f̃ of
form (3.66) belongs to Lλ if and only if

(Ae − λEHe)f2 + (λ0 − λ)(T21ψ1 + T22ψ2)− (λ0 − λ)ψ2 = 0. (3.68)

Suppose now that λ ∈ Πλ0 . If relation (3.68) is satisfied then by the property
of the characteristic function, see the text with formula (3.65), we get

ψ2 = Ce(λ)(T21ψ1 + T22ψ2). (3.69)

Moreover, by (3.68) we get

f2 = (Ae − λEHe)−1
(
(λ− λ0)(T21ψ1 + T22ψ2)− (λ− λ0)ψ2

)
. (3.70)
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Since λ and λ0 lie in the same half-plane, then the number δλ,λ0 = |λ−λ0|2−|λ−
λ0|2 is positive, see (3.62). By the property of the characteristic function (3.64)
we obtain that

‖Ce(λ)‖ ≤
∣∣∣∣λ− λ0

λ− λ0

∣∣∣∣ < 1, λ ∈ Πλ0 .

The operator Ce(λ)T22 may be considered as an operator in a Hilbert space
Nλ0(Ae), defined on the wholeNλ0(Ae). Since T22 is non-expanding, then Ce(λ)T22

is contractive and there exists the inverse (ENλ0 (Ae)−Ce(λ)T22)−1, defined on the

whole Nλ0(Ae). By (3.69) we get

ψ2 = (ENλ0 (Ae) − Ce(λ)T22)−1Ce(λ)T21ψ1. (3.71)

Conversely, if elements f1 ∈ D(A) and ψ1 ∈ Nλ0(A) we choose arbitrarily,
the element ψ2 we define by (3.71), and f2 we define by (3.70) (this is correct
since (3.71) implies (3.69)) and therefore

(
(λ− λ0)(T21ψ1 + T22ψ2)− (λ− λ0)ψ2

)
belongs to Mλ(Ae)), then the element f̃ of form (3.66) belongs to Lλ.

Thus, the set Lλ (λ ∈ Πλ0) consists of elements f̃ of form (3.66), where f1 ∈
D(A) and ψ1 ∈ Nλ0(A) are arbitrary, ψ2 and f2 are defined by (3.71),(3.70).

Since the domain of Bλ is P H̃
H Lλ, and its action is defined by (3.48), then D(Bλ)

consists of elements of form:

f = f1 + T11ψ1 + T12ψ2 − ψ1,

where elements f1 ∈ D(A) and ψ1 ∈ Nλ0(A) are arbitrary, and ψ2 is defined
by (3.71). Moreover, we have

Bλf = Af1 + λ0(T11ψ1 + T12ψ2)− λ0ψ1.

Substituting an expression for ψ2 from (3.71) in these expressions we obtain that
D(Bλ) consists of elements of the following form:

f = f1 +
(
T11 + T12(ENλ0 (Ae) − Ce(λ)T22)−1Ce(λ)T21

)
ψ1 − ψ1, (3.72)

where elements f1 ∈ D(A) and ψ1 ∈ Nλ0(A) are arbitrary. The action of the
operator Bλ has the following form:

Bλf = Af1 + λ0

(
T11 + T12(ENλ0 (Ae) − Ce(λ)T22)−1Ce(λ)T21

)
− λ0ψ1. (3.73)

Using the obtained expression for the operator Bλ (λ ∈ Πλ0), we find expression

for F(λ) = F(λ;λ0, A, Ã). Since F(λ) has the following form (see (3.54)):

F(λ) = ENλ0 (A) + (λ0 − λ0) (Bλ − λ0EH)−1
∣∣
Nλ0 (A)

, (3.74)

then we need to define the action of the operator (Bλ − λ0EH)−1 on the set
Nλ0(A). By (3.73), for an arbitrary element f ∈ D(Bλ) of the form (3.72) we
may write:

(Bλ − λ0EH)f = (A− λ0EH)f1 + (λ0 − λ0)ψ1.

Applying the operator (Bλ− λ0EH)−1 to the both sides of the latter equality we
get

(Bλ − λ0EH)−1
(
(A− λ0EH)f1 + (λ0 − λ0)ψ1

)
= f
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= f1 +
(
T11 + T12(ENλ0 (Ae) − Ce(λ)T22)−1Ce(λ)T21

)
ψ1 − ψ1.

In particular, choosing f1 = 0 we get

(Bλ − λ0EH)−1ψ1 =
1

λ0 − λ0

(
T11 + T12(ENλ0 (Ae) − Ce(λ)T22)−1Ce(λ)T21

)
ψ1

− 1

λ0 − λ0

ψ1, ψ1 ∈ Nλ0(A).

Substituting the obtained relation for the operator (Bλ−λ0EH)−1|Nλ0 (A) into (3.74),
we obtain that

F(λ;λ0, A, Ã) = T11 + T12(ENλ0 (Ae) − Ce(λ)T22)−1Ce(λ)T21, λ ∈ Πλ0 . (3.75)

This representation will play an important role for the analytic description of the
generalized resolvents of a symmetric operator A.

3.9. Boundary properties of the operator-valued function F(λ): the case
of a densely defined symmetric operator A. Consider an arbitrary closed
symmetric operator A in a Hilbert space H, having a dense domain: D(A) = H.

Let Ã be a self-adjoint extension of the operator A, acting in a Hilbert space

H̃ ⊇ H. Let us check that

P H̃
HD(Ã) ⊆ D(A∗), P H̃

H Ãh = A∗P H̃
H h, h ∈ D(Ã). (3.76)

In fact, for arbitrary elements h ∈ D(Ã) and f ∈ D(A) we write:

(Af, P H̃
H h)H = (Af, h)H̃ = (Ãf, h)H̃ = (f, Ãh)H̃ = (f, P H̃

H Ãh)H ,

and the required relation follows. Using (3.76) we may write:

Ãh = A∗P H̃
H h+ P H̃

H̃	HÃh, h ∈ D(Ã). (3.77)

Consider the sets L̃λ, Lλ and L∞, defined by equalities (3.43)-(3.44) for λ ∈ C.

By the definition of L̃λ, for an arbitrary element g from L̃λ it holds: 0 = P H̃
H̃	H(Ã−

λEH̃)g = P H̃
H̃	HÃg − λP

H̃
H̃	Hg, i.e.

P H̃
H̃	HÃg = λP H̃

H̃	Hg, g ∈ L̃λ, λ ∈ C. (3.78)

Therefore

Ãg = A∗P H̃
H g + λP H̃

H̃	Hg, g ∈ L̃λ, λ ∈ C.
It follows that

(Ã− λEH̃)g = (A∗ − λEH)P H̃
H g, g ∈ L̃λ, λ ∈ C. (3.79)

Proposition 3.23. Let A be a closed symmetric operator in a Hilbert space H,

D(A) = H, and Ã be a self-adjoint extension of A, acting in a Hilbert space

H̃ ⊇ H. Let λ0 ∈ Re be an arbitrary number. For arbitrary complex numbers λ1

and λ2, λ1 6= λ2, and arbitrary elements h1 ∈ L̃λ1, h2 ∈ L̃λ2, set

gk := P H̃
H hk = fk + ϕk + ψk, k = 1, 2, (3.80)
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where fk ∈ D(A), ϕk ∈ Nλ0(A), ψk ∈ Nλ0(A). Then

(h1, h2)H̃ = (g1, g2)H +
λ0 − λ0

λ1 − λ2

((ψ1, ψ2)H − (ϕ1, ϕ2)H) . (3.81)

Proof. Notice that

1

λ1 − λ2

[
(h1, (Ã− λ2EH̃)h2)H̃ − ((Ã− λ1EH̃)h1, h2)H̃

]
=

1

λ1 − λ2

[
(h1, Ãh2)H̃ − λ2(h1, h2)H̃ − (Ãh1, h2)H̃ + λ1(h1, h2)H̃

]
= (h1, h2)H̃ .

Using relation (3.79) to a transformation of the left-hand side of the last expres-
sion we get

(h1, h2)H̃ =
1

λ1 − λ2

[
(h1, (A

∗ − λ2EH)P H̃
H h2)H̃ − ((A∗ − λ1EH)P H̃

H h1, h2)H̃

]
=

1

λ1 − λ2

[(g1, (A
∗ − λ2EH)g2)H − ((A∗ − λ1EH)g1, g2)H ]

= (g1, g2)H +
1

λ1 − λ2

[(g1, A
∗g2)H − (A∗g1, g2)H ] .

Substituting here the expression for gk from (3.80), and taking into account that
A∗ϕk = λ0ϕk, A

∗ψk = λ0ψk, k = 1, 2, we obtain the required equality (3.81). �

Consider the operator-valued function Bλ = Bλ(A, Ã), λ ∈ Re, and the op-

erator B∞ = B∞(A, Ã) (see (3.47), (3.48), (3.49)). As it was said above, the
operators Bλ (λ ∈ Re) and B∞ are extensions of the operator A in H. Therefore

B∞ = A∗|L∞ , Bλ = A∗|Lλ , λ ∈ Re. (3.82)

Choose and fix an arbitrary number λ0 ∈ Re. Consider the operator-valued

function F(λ) = F(λ;λ0, A, Ã), λ ∈ Πλ0 , defined by (3.54). Choose arbitrary two

points λ′, λ′′ ∈ Πλ0 , and arbitrary elements h′ ∈ L̃λ′ , h
′′ ∈ L̃λ′′ . Then the elements

P H̃
H h
′ and P H̃

H h
′′ belong to D(Bλ′) and D(Bλ′′), respectively. By (3.55) and the

generalized Neumann formulas we may write:

P H̃
H h
′ = f ′ + F(λ′)ψ′ − ψ′, P H̃

H h
′′ = f ′′ + F(λ′′)ψ′′ − ψ′′,

where f ′, f ′′ ∈ D(A), ψ′, ψ′′ ∈ Nλ0(A). By Proposition 3.23 we get

(h′, h′′)H̃ = (P H̃
H h
′, P H̃

H h
′′)H +

λ0 − λ0

λ′ − λ′′
((ψ′, ψ′′)H − (F(λ′)ψ′,F(λ′′)ψ′′)H) .

On the other hand, we may write:

(h′, h′′)H̃ = (P H̃
H h
′ + P H̃

H̃	Hh
′, P H̃

H h
′′ + P H̃

H̃	Hh
′′)H̃

= (P H̃
H h
′, P H̃

H h
′′)H + (P H̃

H̃	Hh
′, P H̃

H̃	Hh
′′)H .

Therefore

(P H̃
H̃	Hh

′, P H̃
H̃	Hh

′′)H =
λ0 − λ0

λ′ − λ′′
((ψ′, ψ′′)H − (F(λ′)ψ′,F(λ′′)ψ′′)H) .
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Multiplying the both sides of the last equality by λ′λ′′ and taking into ac-
count (3.78) we get

(P H̃
H̃	HÃh

′, P H̃
H̃	HÃh

′′)H = (λ0 − λ0)
λ′λ′′

λ′ − λ′′
((ψ′, ψ′′)H − (F(λ′)ψ′,F(λ′′)ψ′′)H) .

(3.83)
Equality (3.83) will be used in the sequel. Also we shall need the following
proposition.

Proposition 3.24. If a sequence of elements of a Hilbert space is bounded and all
its weakly convergent subsequences have the same weak limit, then the sequence
converges weakly.

Proof. Let H = {hn}∞n=1, hn ∈ H, be a bounded sequence of elements of a Hilbert
space H. Suppose to the contrary that all weakly convergent subsequences of H
converge to an element h ∈ H, but the sequence H does not converge to h. In
this case there exists an element g ∈ H such that (hn, g)H does not converge to
(h, g)H , as n → ∞. Therefore there exists a number ε > 0, and a subsequence
{hnk}∞k=1, such that

|(hnk , g)H − (h, g)H | = |(hnk − h, g)H | ≥ ε, k ∈ N. (3.84)

Since the sequence {hnk}∞k=1 is bounded, it contains a weakly convergent sub-
sequence. This subsequence, by assumption, should converge weakly to to an
element h. But this is impossible according to (3.84). The obtained contradic-
tion completes the proof. �

Let continue our considerations started before the statement of the last propo-

sition. Recall that the operator B∞ = B∞(A, Ã) is a (not necessarily closed)
symmetric extension of the operator A in H. By the Neumann formulas for it

there corresponds an isometric operator Φ∞ = Φ∞(λ0;A, Ã) with the domain
D(Φ∞) ⊆ Nλ0(A) and the range R(Φ∞) ⊆ Nλ0

(A). The operator Φ∞ was al-
ready defined for the general case of a not necessarily densely defined operator A
(below (3.55)).

Theorem 3.25. Let A be a closed symmetric operator in a Hilbert space H,

D(A) = H, and Ã be a self-adjoint extension of A, acting in a Hilbert space

H̃ ⊇ H. Let λ0 ∈ Re be an arbitrary number, {λn}∞n=1, λn ∈ Πλ0, be a number
sequence, tending to ∞, {ψn}∞n=1, ψn ∈ Nλ0(A), be a sequence, weakly converging
to an element ψ, and

sup
n∈N

[
|λn|2

| Imλn|

(
‖ψn‖H − ‖F(λn;λ0, A, Ã)ψn‖H

)]
<∞. (3.85)

Then ψ ∈ D(Φ∞(λ0;A, Ã)), and the sequence {F(λn)ψn}∞n=1 converges weakly to
an element Φ∞ψ. Moreover, if the sequence {ψn}∞n=1 converges to ψ in a strong
sense, then

lim
n→∞

F(λn)ψn = lim
n→∞

F(λn)ψ = Φ∞ψ. (3.86)
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Proof. Since elements λn belong to Πλ0 , then by relation (3.55) we get Bλn(A, Ã) =
AF(λn;λ0,A,Ã),λ0

, for every n ∈ N. Since ψn ∈ Nλ0(A) = D(F(λn)), then by the

generalized Neumann formulas elements F(λn)ψn−ψn ∈ D(B(λn)) = Lλn , n ∈ N.

Consider a sequence of elements gn ∈ L̃λn , n ∈ N, such that

P H̃
H gn = F(λn)ψn − ψn, n ∈ N.

By (3.77) we may write:

Ãgn = A∗(F(λn)ψn − ψn) + P H̃
H̃	HÃgn

= λ0F(λn)ψn − λ0ψn + P H̃
H̃	HÃgn, n ∈ N.

Therefore

P H̃
H Ãgn = λ0F(λn)ψn − λ0ψn, n ∈ N. (3.87)

Observe that

‖P H̃
H Ãgn‖H ≤ |λ0|‖F(λn)‖‖ψn‖H + |λ0|‖ψn‖H ≤ K, n ∈ N,

where K is a constant. Here we used the fact that F(λ) is non-expanding and
a weakly convergent sequence is bounded. Let us use formula (3.83), with λ′ =
λ′′ = λn, h′ = h′′ = gn:

(P H̃
H̃	HÃgn, P

H̃
H̃	HÃgn)H = Imλ0

|λn|2

Imλn
((ψn, ψn)H − (F(λn)ψn,F(λn)ψn)H)

= Imλ0
|λn|2

Imλn
(‖ψn‖H − ‖F(λn)ψn‖H) (‖ψn‖H + ‖F(λn)ψn‖H)

≤ | Imλ0|
|λn|2

| Imλn|
(‖ψn‖H − ‖F(λn)ψn‖H) 2‖ψn‖H .

From (3.85) it follows that ‖P H̃
H̃	HÃgn‖H ≤ K2, where K2 is a constant. Thus,

we conclude that the sequence {Ãgn}∞n=1 is bounded. By (3.78) the following
equality holds:

1

λn
P H̃
H̃	HÃgn = P H̃

H̃	Hgn, n ∈ N,

and therefore

P H̃
H̃	Hgn → 0, n→∞. (3.88)

Since a bounded set in a Hilbert space is weakly compact, then from the sequence

{Ãgn}∞n=1 we can select a weakly convergent subsequence. Let {Ãgnk}∞k=1 be an
arbitrary subsequence which converges weakly to an element h ∈ H:

Ãgnk ⇀ h, k →∞. (3.89)

Then P H̃
H Ãgnk ⇀ P H̃

H h, as k →∞. From (3.87) it follows that

F(λnk)ψnk ⇀
1

λ0

P H̃
H h+

λ0

λ0

ψ, k →∞. (3.90)
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Denote ϕ := 1
λ0
P H̃
H h + λ0

λ0
ψ. By the weak completeness of a Hilbert space the

element ϕ belongs to Nλ0(A). By the definition of elements gn we may write:

gn = F(λn)ψn − ψn + P H̃
H̃	Hgn, n ∈ N.

By (3.88),(3.90) we get

gnk ⇀ ϕ− ψ, k →∞.

Since Ã is closed, and the weak closeness of an operator is equivalent to its

closeness, then from (3.89) and the last relation it follows that ϕ−ψ ∈ D(Ã) and

Ã(ϕ− ψ) = h. (3.91)

Since elements ϕ and ψ belong to the space H, then ϕ − ψ ∈ D(Ã) ∩ H =
L∞ = D(B∞). As it was mentioned before the statement of the theorem, by the
Neumann formulas for the operator B∞ there corresponds an isometric operator
Φ∞. By (3.16) the following equality holds:

D(B∞) = D(A)u (Φ∞ − EH)D(Φ∞).

Therefore ϕ − ψ = f + Φ∞u − u, f ∈ D(A), u ∈ D(Φ∞). Since ϕ ∈ Nλ0(A),
ψ ∈ Nλ0(A), by the linear independence of the manifolds D(A), Nλ0(A) and
Nλ0(A), we obtain that f = 0, u = ψ and Φ∞u = ϕ. Thus, the element ψ
belongs to D(Φ∞) and Φ∞ψ = ϕ. Therefore relation (3.91) takes the following
form:

Ã(Φ∞ψ − ψ) = h.

Then relation (3.89) becomes

Ãgnk ⇀ Ã(Φ∞ψ − ψ), k →∞.

Thus, an arbitrary weakly convergent subsequence of a sequence {Ãgn}∞n=1 has

the same limit. By Proposition 3.24 we conclude that the sequence {Ãgn}∞n=1 is

a weakly convergent and its limit is equal to Ã(Φ∞ψ − ψ). Then

P H̃
H Ãgn ⇀ P H̃

H Ã(Φ∞ψ − ψ), n→∞.
By relation (3.77) we may write:

P H̃
H Ã(Φ∞ψ − ψ) = A∗P H̃

H (Φ∞ψ − ψ) = λ0Φ∞ψ − λ0ψ.

By (3.87) and two last relations we get

λ0F(λn)ψn − λ0ψn ⇀ λ0Φ∞ψ − λ0ψ, n→∞,
i.e.

F(λn)ψn ⇀ Φ∞ψ, n→∞,
Thus, the first assertion of the theorem is proved. Suppose that the sequence
{ψn}∞n=1 converges strongly to the element ψ.

It is known that if a sequence F = {fn}∞n=1, fn ∈ H, of a Hilbert space H
converges weakly to an element f then

‖f‖H ≤ limn→∞‖fn‖H. (3.92)
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In fact, we may write

‖f‖2
H = lim

n→∞
|(fn, f)H|.

If {‖fnk‖H}∞k=1 is a convergent subsequence of a sequence {‖fn‖H}∞n=1, then

‖f‖2
H = lim

k→∞
|(fnk , f)H| ≤ lim

k→∞
‖fnk‖H‖f‖H.

From the last relation it follows the required estimate (3.92).
Applying estimate (3.92) to the sequence {F(λn)ψn}∞n=1 we obtain an estimate:

‖Φ∞ψ‖H ≤ limn→∞‖F(λn)ψn‖H .

On the other hand, since F(λ) is non-expanding, then

limn→∞‖F(λn)ψn‖H ≤ lim
n→∞

‖ψn‖H = ‖ψ‖H = ‖Φ∞ψ‖H .

Therefore limn→∞ ‖F(λn)ψn‖H = ‖Φ∞ψ‖H , and a sequence {F(λn)ψn}∞n=1 con-
verges strongly to an element Φ∞ψ. It remains to notice that

‖F(λn)ψ − Φ∞ψ‖H = ‖F(λn)ψ − F(λn)ψn + F(λn)ψn − Φ∞ψ‖H

≤ ‖F(λn)ψ − F(λn)ψn‖H + ‖F(λn)ψn − Φ∞ψ‖H
≤ ‖ψ − ψn‖H + ‖F(λn)ψn − Φ∞ψ‖H → 0, n→∞.

Thus, relation (3.86) is proved. �

Corollary 3.26. In conditions of Theorem 3.25, if one additionally assumes that
the sequence {λn}∞n=1 belongs to a set

Πε
λ0

= {λ ∈ Πλ0 : ε < | arg λ| < π − ε}, 0 < ε <
π

2
,

then condition (3.85) can be replaced by the following condition:

sup
n∈N

[
|λn|

(
‖ψn‖H − ‖F(λn;λ0, A, Ã)ψn‖

)]
<∞. (3.93)

Proof. In fact, if the sequence {λn}∞n=1 belongs to the set Πε
λ0

, then

|λn|
| Imλn|

≤M, n ∈ N,

where M is a constant, hot depending of n. Therefore from (3.93) it follows (3.85).
�

Notice that from relation (3.45) it follows that

L̃λ = (Ã− λEH̃)−1H, Lλ = Rλ(A)H, λ ∈ Re, (3.94)

where Rλ(A) is the generalized resolvent of A, corresponding to the self-adjoint

extension Ã.

Proposition 3.27. Let A be a closed symmetric operator in a Hilbert space H,

and Ã be a self-adjoint extension of A, acting in a Hilbert space H̃ ⊇ H. Let

Rλ and Rλ, λ ∈ Re, denote the resolvent of Ã and the generalized resolvent of
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A, corresponding to the extension Ã, respectively, and λ0 ∈ Re, 0 < ε < π
2

be
arbitrary numbers. Then the following relations hold:

lim
λ∈Πελ0

, λ→∞
(−λRλh) = h, h ∈ H̃;

lim
λ∈Πελ0

, λ→∞
(−λRλg) = g, g ∈ H.

Proof. Choose an arbitrary sequence {λn}∞n=1, λn ∈ Πε
λ0

, tending to ∞, and an

arbitrary element h ∈ H̃. Let us check that

λnRλnh→ −h, n→∞. (3.95)

Let λn = σn + iτn, σn, τn ∈ R, n ∈ N. Notice that since numbers λn belong to
the set Πε

λ0
, it follows an estimate:∣∣∣∣σnτn

∣∣∣∣ < M1, n ∈ N, (3.96)

where M1 is a constant, not depending on n. Using the functional equation for
the resolvent we write

Rλn −Rλ0 = (λn − λ0)RλnRλ0 ,

λnRλnRλ0 = −Rλ0 +Rλn + λ0RλnRλ0 , n ∈ N. (3.97)

Since

|λn| = |τn|
∣∣∣∣i+

σn
τn

∣∣∣∣ ≤ |τn|(1 +

∣∣∣∣σnτn
∣∣∣∣) ≤ |τn|M1,

then τn →∞ as n→∞. On the other hand, by the functional equation for the
resolvent we may write:

‖Rλf‖2
H = (R∗λRλf, f)H = (RλRλf, f)H =

1

λ− λ
((Rλ −Rλ)f, f)H

=
1

λ− λ
(Rλf, f)H − (R∗λf, f)H) =

1

Imλ
Im(Rλf, f)H , λ ∈ Re, f ∈ H̃.

Therefore

‖Rλnf‖2
H ≤

1

|τn|
|(Rλnf, f)H | ≤

1

|τn|
‖Rλnf‖H‖f‖H ;

‖Rλnf‖H ≤
1

|τn|
‖f‖H , n ∈ N, f ∈ H̃;

‖Rλn‖ ≤
1

|τn|
, n ∈ N. (3.98)

It follows that
‖Rλn‖H → 0, n→∞.

By (3.97) we get
u.− lim

n→∞
λnRλnRλ0 = −Rλ0 .

In particular, we obtain that

λnRλnu = −u, u ∈ Rλ0H̃ = D(Ã).
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By (3.98) and (3.96) the following inequality holds:

‖λnRλn‖ ≤
∣∣∣∣σn + iτn

τn

∣∣∣∣ ≤ ∣∣∣∣σnτn
∣∣∣∣+ 1 < M1 + 1, n ∈ N.

Since the sequence of linear operators {λnRλn}∞n=1 converges (in the strong op-
erator topology) on a dense set and the norms of the operators are uniformly
bounded, by the Banach-Steinhaus Theorem the sequence {λnRλn}∞n=1 converges

on the whole H̃ to a continuous linear operator. By the continuity, this limit
operator coincides with −EH̃ . Thus, relation (3.95) is proved, and the required
relations in the statement of the theorem follow. �

Theorem 3.28. Let A be a closed symmetric operator in a Hilbert space H,

D(A) = H, and Ã be a self-adjoint extension of A, acting in a Hilbert space

H̃ ⊇ H. Let λ0 ∈ Re be an arbitrary number, ψ be an arbitrary number from

D(Φ∞(λ0;A, Ã)), and a vector-valued function ψ(λ), λ ∈ Πλ0, with values in
Nλ0(A), is defined by the following formula:

ψ(λ) =
λ

λ0 − λ0

PH
Nλ0 (A)(A

∗ − λ0EH)Rλ(ψ − Φ∞ψ), (3.99)

where Rλ is a generalized resolvent of A, corresponding to the self-adjoint exten-

sion Ã. Then

lim
λ∈Πελ0

, λ→∞
ψ(λ) = ψ, lim

λ∈Πελ0
, λ→∞

F(λ;λ0, A, Ã)ψ(λ) = Φ∞ψ, (3.100)

and there exists a finite limit

lim
λ,ζ∈Πελ0

, λ,ζ→∞

{
λζ

λ− ζ
[(ψ(λ), ψ(ζ))H − (F(λ)ψ(λ),F(ζ)ψ(ζ))H ]

}
.

Here 0 < ε < π
2
.

Proof. Denote g = Φ∞(λ0;A, Ã)ψ − ψ ∈ D(B∞) = L∞ = D(Ã) ∩ H, and by

Rλ and Rλ, λ ∈ Re, we denote the resolvent of Ã and the generalized resolvent

of A, corresponding to the extension Ã, respectively. Consider the following two
vector-valued functions:

g̃(λ) = −λRλg, g(λ) = P H̃
H g̃(λ) = −λRλg, λ ∈ Πλ0 .

Then the function ψ(λ) from the statement of the theorem takes the following
form:

ψ(λ) =
1

λ0 − λ0

PH
Nλ0 (A)(A

∗ − λ0EH)g(λ), λ ∈ Πλ0 .

Notice that by (3.94), the element g(λ) belongs to Lλ, and therefore by (3.82)
the definition of the function ψ(λ) is correct. By Proposition 3.27 we get:

lim
λ∈Πελ0

, λ→∞
g̃(λ) = g, lim

λ∈Πελ0
, λ→∞

g(λ) = g, 0 < ε <
π

2
. (3.101)
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Moreover, by Proposition 3.27 with h = Ãg we obtain that

Ãg = lim
λ∈Πελ0

, λ→∞
(−λRλÃg) = lim

λ∈Πελ0
, λ→∞

(−λÃRλg) = lim
λ∈Πελ0

, λ→∞
Ãg̃(λ).

(3.102)

By (3.94) it follows that the element g̃(λ) belongs to L̃λ ⊆ D(Ã). By (3.76) we
write

g(λ) = P H̃
H g̃(λ) ∈ D(A∗), P H̃

H Ãg̃(λ) = A∗g(λ), λ ∈ Πλ0 .

From the last expression and (3.102) we obtain that

P H̃
H Ãg = lim

λ∈Πελ0
, λ→∞

P H̃
H Ãg̃(λ) = lim

λ∈Πελ0
, λ→∞

A∗g(λ), λ ∈ Πλ0 ,

or, taking into account property (3.76), we write:

lim
λ∈Πελ0

, λ→∞
A∗g(λ) = A∗g, λ ∈ Πλ0 . (3.103)

Passing to the limit in the above expression for the function ψ(λ), using (3.101)
and (3.103), we get:

lim
λ∈Πελ0

, λ→∞
ψ(λ) =

1

λ0 − λ0

PH
Nλ0 (A)(A

∗ − λ0EH)g.

By the definition of the element g the following equality holds: (A∗ − λ0EH)g =
(λ0 − λ0)ψ. Substituting it into the previous relation we obtain the first relation
in (3.100).

As it was already noticed, the element g(λ) belongs to Lλ = D(Bλ(A, Ã)),

and therefore by the definition of the function F(λ;λ0, A, Ã) and the generalized
Neumann formulas we write:

g(λ) = f(λ) + F(λ)ψ1(λ)− ψ1(λ), λ ∈ Πλ0 ,

where f(λ) ∈ D(A), ψ1(λ) ∈ Nλ0(A). Using the above expression for ψ(λ) we
directly calculate:

ψ(λ) =
1

λ0 − λ0

PH
Nλ0 (A)(A

∗ − λ0EH)g(λ) = ψ1(λ), λ ∈ Πλ0 .

Therefore

g(λ) = f(λ) + F(λ)ψ(λ)− ψ(λ), λ ∈ Πλ0 .

Observe that
1

λ0 − λ0

PH
Nλ0

(A∗ − λ0EH)g(λ) = F(λ)ψ(λ), λ ∈ Πλ0 .

Consequently, by (3.101),(3.103) and the definition of g, we get:

lim
λ∈Πελ0

, λ→∞
F(λ)ψ(λ) =

1

λ0 − λ0

lim
λ∈Πελ0

, λ→∞
PH
Nλ0

(A∗ − λ0EH)g(λ)

=
1

λ0 − λ0

PH
Nλ0

(A∗g − λ0g) = Φ∞ψ,

i.e. the second relation in (3.100) is satisfied, as well.
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Let us use relation (3.83) for λ′ = λ, λ′′ = ζ, h′ = g̃(λ), h′′ = g̃(ζ), P H̃
H h
′ = g(λ),

P H̃
H h
′′ = g(ζ):

(P H̃
H̃	HÃg̃(λ), P H̃

H̃	HÃg̃(ζ))H = (λ0 − λ0)
λζ

λ− ζ
((ψ(λ), ψ(ζ))H

−(F(λ)ψ(λ),F(ζ)ψ(ζ))H).

By relation (3.102), the left-hand side has a finite limit as λ, ζ →∞, λ, ζ ∈ Πε
λ0

,
and the last assertion of the theorem follows. �

Proposition 3.29. Let A be a closed symmetric operator in a Hilbert space H,

D(A) = H, and Ã be a self-adjoint extension of A, acting in a Hilbert space

H̃ ⊇ H. Suppose that the operator A is a direct sum of two maximal symmetric
operators. Let λ0 ∈ Re be an arbitrary number, ψ be an arbitrary element from

D(Φ∞(λ0;A, Ã)). Then there exists a finite limit

lim
λ,ζ∈Πελ0

, λ,ζ→∞

{
λζ

λ− ζ

[
(ψ, ψ)H − (F(λ;λ0, A, Ã)ψ,F(ζ;λ0, A, Ã)ψ)H

]}
.

(3.104)
Here 0 < ε < π

2
.

Proof. The operator A has the following form: A = A1 ⊕ A2, where Ak is a
maximal symmetric operator in a Hilbert space Hk, k = 1, 2, and H = H1 ⊕H2.
Suppose at first that the domain of the regularity of A2 is a half-plane Πλ0 , and
the domain of the regularity of A1 is Π−λ0 . Recalling a similar situation in (3.22)
we may write:

Nλ(A) = Nλ(A1), Nλ(A) = Nλ(A2), λ ∈ Πλ0 .

Calculate the function ψ(λ), defined in (3.99). Let ψ′ be an arbitrary element
from Nλ0(A), and λ ∈ Πλ0 . From (3.94) it follows that the element Rλψ

′ belongs

to the manifold Lλ = D(Bλ(A, Ã)), which by (3.82) lies in D(A∗). Using (3.51)
we write:

(A∗ − λEH)Rλψ
′ = (Bλ − λEH)Rλψ

′ = (Bλ − λEH)(Bλ − λEH)−1ψ′ = ψ′.

Conversely, if an element g belongs to Lλ and (A∗ − λEH)g = ψ′, then g =
(Bλ − λEH)−1ψ′ = Rλψ

′.

Since Rλψ
′ ∈ Lλ = D(Bλ), then by definition of the function F(λ;λ0, A, Ã)

and the generalized Neumann formulas we write:

Rλψ
′ = f + F(λ)ψ1 − ψ1,

where f ∈ D(A), ψ1 ∈ Nλ0(A). On the other hand, consider an element

g′ =
λ− λ0

λ− λ0

(A2 − λEH2)
−1F(λ)ψ′ + (F(λ)− EH)

1

λ− λ0

ψ′.

Observe that F(λ)ψ ∈ Nλ0(A) = Nλ(A2), and the point λ belongs to the domain
of the regularity of A2, and therefore the first summand in the right-hand side is
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defined correctly. By the generalized Neumann formulas the element g′ belongs
to D(Bλ) = Lλ. Moreover, we have:

(A∗ − λEH)g′ =
λ− λ0

λ− λ0

(A− λEH)(A2 − λEH2)
−1F(λ)ψ′

+(λ0 − λ)F(λ)
1

λ− λ0

ψ′ − (λ0 − λ)
1

λ− λ0

ψ′ = ψ′.

By the above considerations we conclude that Rλψ
′ = g′. Notice that

PH
Nλ0 (A)(A

∗ − λ0EH)Rλψ
′ = PH

Nλ0 (A)(A
∗ − λ0EH)g′ =

λ0 − λ0

λ− λ0

ψ′. (3.105)

Consider an arbitrary element ϕ ∈ Nλ0(A) = Nλ0(A2) ⊆ H2. Since λ belongs to
the domain of the regularity of A2, we may write:

Rλϕ = P H̃
H (Ã− λEH)−1ϕ = (A2 − λEH)−1ϕ.

It follows that

PH
Nλ0 (A)(A

∗ − λ0EH)Rλϕ = PH
Nλ0 (A)(A

∗ − λ0EH)(A2 − λEH)−1ϕ

= PH
Nλ0 (A)(A− λ0EH)(A− λEH)−1ϕ = 0. (3.106)

Let ψ be an arbitrary element from D(Φ∞(λ0;A, Ã)) ⊆ Nλ0(A), and λ ∈ Πλ0 .
Using (3.105) with ψ′ = ψ and (3.106), calculate the function ψ(λ) from (3.99):

ψ(λ) =
λ

λ0 − λ0

PH
Nλ0 (A)(A

∗ − λ0EH)Rλ(ψ − Φ∞ψ) =
λ

λ− λ0

ψ, λ ∈ Πλ0 .

By Theorem 3.28 we conclude that there exists a limit (3.104).
In the case when the domain of the regularity of A2 is a half-plane Π−λ0 , and

the domain of the regularity of A1 is Πλ0 , we can reassign the operators A1 and
A2.

In the case when the domain of the regularity of the operators A1 and A2 is
the same half-plane (Πλ0 or Π−λ0), the operator A is itself a maximal symmetric
operator. In this case we set H1 = H, H2 = {0}, A1 = A and A2 = 0H2 . For
the self-adjoint operator A2 the both half-planes Πλ0 and Π−λ0 are the domains
of the regularity and we can apply the proved part of the theorem. �

Theorem 3.30. Let λ0 ∈ Re be an arbitrary number and F (λ) be an analytic in
the half-plane Πλ0 operator-valued function, which values are linear non-expanding
operators with the domain D(F (λ)) = N1 and the range R(F (λ)) ⊆ N2, where
N1 and N2 are some Hilbert spaces. Let {λn}∞n=1, λn ∈ Πλ0, be a sequence of
numbers, converging to ∞, {gn}∞n=1, gn ∈ N1, be a sequence of elements, weakly
converging to an element g, and

sup
n∈N

[
|λn|2

| Imλn|
(‖gn‖N1 − ‖F (λn)gn‖N2)

]
<∞. (3.107)

Then there exists a finite limit

lim
λ,ζ∈Πελ0

, λ,ζ→∞

{
λζ

λ− ζ
[(g, g)N1 − (F (λ)g, F (ζ)g)N2 ]

}
. (3.108)
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Here 0 < ε < π
2
.

Proof. Consider the operator A of the following form: A = A1 ⊕A2, where Ak is
a maximal densely defined symmetric operator in a Hilbert space Hk, k = 1, 2,
and define H = H1⊕H2. Choose the operators A1 and A2 such that the domain
of the regularity of the operator A2 will be Πλ0 , the domain of the regularity of
A1 will be Π−λ0 , and it holds:

dimNλ0(A1) = dimN1, dimNλ0(A2) = dimN2.

The required operators A1 and A2 is not hard to construct by using the Neumann
formulas. As in (3.22) and in the proof of the previous proposition we may write:

Nλ(A) = Nλ(A1) = dimN1, Nλ(A) = Nλ(A2) = dimN2, λ ∈ Πλ0 .

Consider arbitrary isometric operators U and W , mapping respectively N1 on
Nλ0(A1), and N2 on Nλ0(A2). Consider the following operator-valued function:

F1(λ) := WF (λ)U−1, λ ∈ Πλ0 .

The function F1(λ) is analytic in the half-plane Πλ0 , and its values are linear
non-expanding operators from Nλ0(A) into Nλ0(A). Since A is densely defined,
we can apply the Shtraus formula (2.36) Namely, the following formula

Rλ =
(
AF1(λ) − λEH

)−1
, λ ∈ Πλ0 ,

defines a generalized resolvent Rλ of A. It follows that

AF1(λ) = R−1
λ + λEH , λ ∈ Πλ0 .

The generalized resolvent Rλ is generated by a (not necessarily unique) self-

adjoint extension Ã in a Hilbert space H̃ ⊇ H. Consider the operator-valued

function Bλ(A, Ã), λ ∈ Re. Comparing the above expression for AF1(λ) with
formula (3.52) we conclude that

Bλ = AF1(λ), λ ∈ Πλ0 .

Recalling the definition of the function F(λ;λ0, A, Ã) we see that

F(λ;λ0, A, Ã) = F1(λ), λ ∈ Πλ0 .

Denote
ψn := Ugn, ψ := Ug, n ∈ N.

By the condition of the theorem we get that the sequence ψn weakly converges
to the element ψ. From (3.107) it follows that

sup
n∈N

[
|λn|2

| Imλn|

(
‖ψn‖H − ‖F(λ;λ0, A, Ã)ψn‖H

)]
<∞.

By Theorem 3.30 we conclude that ψ ∈ D(Φ∞(λ0;A, Ã)). We may apply Propo-
sition 3.29, and (3.104) follows. From that relation it follows the required rela-
tion (3.108). �

Now we can state a theorem connecting the operator Φ∞(λ0;A, Ã) with the

operator-valued function F(λ;λ0, A, Ã).
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Theorem 3.31. Let A be a closed symmetric operator in a Hilbert space H,

D(A) = H, and Ã be a self-adjoint extension of A, acting in a Hilbert space

H̃ ⊇ H. Let λ0 ∈ Re, 0 < ε < π
2
, be arbitrary numbers. Then the following

relations hold:

D(Φ∞(λ0;A, Ã)) = {ψ ∈ Nλ0(A) :

limλ∈Πελ0
,λ→∞

[
|λ|(‖ψ‖H − ‖F(λ;λ0, A, Ã)ψ‖H)

]
< +∞

}
, (3.109)

Φ∞(λ0;A, Ã)ψ = lim
λ∈Πελ0

,λ→∞
F(λ;λ0, A, Ã)ψ, ψ ∈ D(Φ∞(λ0;A, Ã)). (3.110)

Proof. Suppose that ψ ∈ D(Φ∞(λ0;A, Ã)) ⊆ Nλ0(A). Check the inequality
in (3.109). If ψ = 0, then the inequality is obvious. Assume that ψ 6= 0. Consider
an arbitrary sequence {λn}∞n=1, λn ∈ Πε

λ0
, converging to ∞. By (3.99) we define

the function ψ(λ), λ ∈ Πλ0 . Set

gn := ψ(λn) ∈ Nλ0(A), n ∈ N.
By Theorem 3.28 the following relation hold:

lim
n→∞

gn = ψ, lim
n→∞

F(λn;λ0, A, Ã)gn = Φ∞ψ,

and there exists a finite limit

lim
n→∞

{
|λn|2

λn − λn
[(gn, gn)H − (F(λn)gn,F(λn)gn)H ]

}
=

1

2i
lim
n→∞

{
|λn|2

Imλn
[‖gn‖H − ‖F(λn)gn‖H ] [‖gn‖H + ‖F(λn)gn‖H ]

}
.

Notice that

‖gn‖H + ‖F(λn)gn‖H → ‖ψ‖H + ‖Φ∞ψ‖H = 2‖ψ‖H , n→∞,
since Φ∞ is isometric. Since ψ 6= 0, it follows that there exists a finite limit

lim
n→∞

{
|λn|2

Imλn
[‖gn‖H − ‖F(λn)gn‖H ]

}
.

We can apply Theorem 3.30 to the sequences {λn}∞n=1, {gn}∞n=1, which converges

to g, and the function F(λ;λ0, A, Ã), mapping Nλ0(A) in Nλ0(A), and obtain that
there exists a finite limit

lim
λ∈Πελ0

,λ→∞

{
|λ|2

Imλ

[
‖ψ‖2

H − ‖F(λ)ψ‖2
H

]}

lim
λ∈Πελ0

,λ→∞

{
|λ|2

Imλ
[‖ψ‖H − ‖F(λ)ψ‖H ] [‖ψ‖H + ‖F(λ)ψ‖H ]

}
. (3.111)

Since the operator F(λ) is non-expanding, then

‖F(λn)ψ − Φ∞ψ‖H = ‖F(λn)ψ − F(λn)gn + F(λn)gn − Φ∞ψ‖H
≤ ‖‖F(λn)ψ − F(λn)gn‖H + ‖F(λn)gn − Φ∞ψ‖H

≤ ‖‖ψ − gn‖H + ‖F(λn)gn − Φ∞ψ‖H → 0, n→∞.



244 S.M. ZAGORODNYUK

Since the sequence {λn}∞n=1 was an arbitrary sequence from Πε
λ0

, converging to
∞, then

lim
λ∈Πελ0

, λ→∞
F(λ)ψ = Φ∞ψ.

Thus, relation (3.110) is proved. We may write:

lim
λ∈Πελ0

, λ→∞
(‖F(λ)ψ‖H + ‖ψ‖H) = ‖Φ∞ψ‖H + ‖ψ‖H = 2‖ψ‖H .

From the latter relation and (3.111) it follows that there exists a finite limit:

lim
λ∈Πελ0

,λ→∞

{
|λ|2

Imλ
[‖ψ‖H − ‖F(λ)ψ‖H ]

}
=: l(ψ).

Therefore there exists a finite limit

lim
λ∈Πελ0

,λ→∞

{
|λ|2

| Imλ|
[‖ψ‖H − ‖F(λ)ψ‖H ]

}
= |l(ψ)|.

In particular, there exists a finite limit

lim
n→∞

{
|λn|2

| Imλn|
[‖ψ‖H − ‖F(λn)ψ‖H ]

}
= |l(ψ)|.

Now suppose that the sequence {λn}∞n=1 is such that there exists a (finite or
infinite) limit

lim
n→∞

{|λn| [‖ψ‖H − ‖F(λn)ψ‖H ]} .

Since
∣∣∣ Imλn
λn

∣∣∣ ≤ 1, n ∈ N, then

lim
n→∞

{|λn| [‖ψ‖H − ‖F(λn)ψ‖H ]}

= lim
n→∞

{
|λn|2

| Imλ|
[‖ψ‖H − ‖F(λn)ψ‖H ]

} ∣∣∣∣Imλn
λn

∣∣∣∣ ≤ |l(ψ)|.

The required estimate in (3.109) follows.
Conversely, suppose that ψ ∈ Nλ0(A) and

limλ∈Πελ0
,λ→∞

[
|λ|(‖ψ‖H − ‖F(λ;λ0, A, Ã)ψ‖H)

]
< +∞.

This means that there exists a sequence of numbers {λn}∞n=1, λn ∈ Πε
λ0

, converging
to ∞, and such that there exists a finite limit

lim
n→∞

{|λn| [‖ψ‖H − ‖F(λn)ψ‖H ]} .

In particular, this means that

sup
n∈N
{|λn| [‖ψ‖H − ‖F(λn)ψ‖H ]} <∞.

By Corollary 3.26 with ψn = ψ, n ∈ N, we get ψ ∈ D(Φ∞(λ0;A, Ã)). �
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3.10. A connection of the operator Φ∞ and the operator-valued function
F(λ). Our aim here will be to prove the following theorem.

Theorem 3.32. Theorem 3.31 remains valid, if one removes the condition D(A) =
H.

Proof. In the case D(A) = H the theorem is already proved. Suppose now that

D(A) 6= H. For the extension Ã there correspond an operator B∞ = B∞(A, Ã)

and operator-valued functions Bλ = Bλ(A, Ã) and F(λ) = F(λ;λ0, A, Ã) (see
(3.49), (3.47), (3.48), (3.54)). Recall that for the operator B∞ there corresponds

an admissible with respect to A isometric operator Φ∞ = Φ∞(λ0;A, Ã) with
the domain D(Φ∞) ⊆ Nλ0(A) and the range R(Φ∞) ⊆ Nλ0

(A) (see a text be-

low (3.55)). Observe that in the case D(A) = H the operator Φ∞ was intensively
used in the previous subsection.

As before, the space H decompose as in (3.20), where He = H̃ 	 H. The
operator A may be identified with an operator A := A ⊕ Ae, Ae = oHe . Thus,

the operator Ã is a self-adjoint extension of A. By the generalized Neumann

formulas for the self-adjoint extension Ã of A there corresponds an admissi-
ble with respect to A isometric operator T with the domain D(T ) = Nλ0(A)
and the range R(T ) = Nλ0(A), having the block representation (3.24), where
T11 = PNλ0 (A)TPNλ0 (A), T12 = PNλ0 (A)TPNλ0 (Ae), T21 = PNλ0 (Ae)TPNλ0 (A), T22 =

PNλ0 (Ae)TPNλ0 (Ae). Moreover, we have Ã = AT . Notice that the operator B =

B(λ0;A, T ), defined in (3.38), coincides with B∞. By Theorem 3.20 we have:
B(λ0;A, T ) = AΦ(λ0;A,T ). Since the Neumann formulas define a one-to-one cor-
respondence, then

Φ(λ0;A, T ) = Φ∞(λ0;A, Ã).

Consider an arbitrary closed symmetric operator A1 in a Hilbert space H1,
D(A1) = H1, which has the same defect numbers as A. Consider arbitrary
isometric operators U and W , mapping respectively Nλ0(A1) on Nλ0(A), and
Nλ0(A1) on Nλ0(A). Then the following operator

V :=

(
W−1T11U W−1T12

T21U T22

)
=

(
W−1 0

0 E

)(
T11 T12

T21 T22

)(
U 0
0 E

)
,

maps isometrically all the subspace Nλ0(A1) ⊕ Nλ0(Ae) on the whole subspace
Nλ0(A1) ⊕ Nλ0(Ae). By the first assertion of Theorem 3.14, the operator T22 is
admissible with respect to Ae. By the second assertion of Theorem 3.14 we get
that V is admissible with respect to A1 := A1 ⊕ Ae, acting in a Hilbert space

H̃1 := H1 ⊕He. By the generalized Neumann formulas for the operator V there

corresponds a self-adjoint operator Ã1 ⊇ A1 in a Hilbert space H̃1: Ã1 = (A1)V .

Let us consider the operator-valued functions B′λ = Bλ(A1, Ã1) and F′(λ) =

F(λ;λ0, A1, Ã1). By (3.75) we may write:

F(λ;λ0, A1, Ã1) = V11 + V12(ENλ0 (Ae) − Ce(λ)V22)−1Ce(λ)V21, λ ∈ Πλ0 ,
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where Ce(λ) = C(λ;λ0, Ae) is the characteristic function of the operator Ae in
He. Then

F′(λ) = W−1T11U +W−1T12(ENλ0 (Ae) − Ce(λ)T22)−1Ce(λ)T21U = W−1F(λ)U,

λ ∈ Πλ0 , (3.112)

what follows from (3.75).

Consider the following operators B′∞ = B∞(A1, Ã1) and Φ′∞ = Φ∞(λ0;A1, Ã1).
Also consider the operator B′ = B(λ0;A1, V ), defined in (3.38). It coincides with
the operator B′∞. By Theorem 3.20 we get B′ = AΦ(λ0;A1,V ). Since the Neumann
formulas define a one-to-one correspondence then

Φ′ := Φ(λ0;A, T ) = Φ′∞.

By Remark 3.15 and formula (3.28) we may write:

Φ′ψ′1 = V11ψ
′
1 + V12(Xz(Ae)− V22)−1V21ψ

′
1, ψ′1 ∈ D(Φ′), (3.113)

and

Φψ1 = T11ψ1 + T12(Xz(Ae)− T22)−1T21ψ1, ψ1 ∈ D(Φ).

By the definition of the operator Φ, D(Φ) consists of elements of ψ1 ∈ Nλ0(A)
such that there exists ψ2 ∈ D(Xλ0(Ae)):

T21ψ1 + T22ψ2 = Xλ0(Ae)ψ2,

and D(Φ′) consists of elements ψ′1 ∈ Nλ0(A1) such that there is ψ′2 ∈ D(Xλ0(Ae)):

V21ψ
′
1 + V22ψ

′
2 = T21Uψ

′
1 + T22ψ

′
2 = Xλ0(Ae)ψ

′
2.

Therefore

D(Φ) = UD(Φ′). (3.114)

By (3.113) we get

Φ′ψ′1 = W−1T11Uψ
′
1 +W−1T12(Xz(Ae)− T22)−1T21Uψ

′
1 = W−1ΦUψ′1,

ψ′1 ∈ D(Φ′).

Therefore

Φ′ = W−1ΦU. (3.115)

By Theorem 3.31 for the operator A1 in a Hilbert space H1 and its self-adjoint

extension Ã1 in H̃1 we get

D(Φ′∞) =
{
ψ′ ∈ Nλ0(A1) : limλ∈Πελ0

,λ→∞ [|λ|(‖ψ′‖H1 − ‖F′(λ)ψ′‖H)] < +∞
}
,

Φ′∞ψ
′ = lim

λ∈Πελ0
,λ→∞

F′(λ)ψ′, ψ′ ∈ D(Φ′∞).

By relations (3.114), (3.115) and (3.112) we obtain the required relations (3.109)
and (3.110). �
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3.11. Shtraus’s formula for the generalized resolvents of a symmetric
operator. Consider a closed symmetric operator A in a Hilbert space H. Choose
and fix an arbitrary point λ0 ∈ Re. A function F (λ) ∈ S(Πλ0 ;Nλ0(A),Nλ0(A)) is
said to be λ0-admissible (admissible) with respect to the operator A, if the validity
of

lim
λ∈Πελ0

, λ→∞
F (λ)ψ = Xλ0ψ, (3.116)

limλ∈Πελ0
, λ→∞ [|λ|(‖ψ‖H − ‖F (λ)ψ‖H)] < +∞, (3.117)

for some ε: 0 < ε < π
2
, implies ψ = 0.

A set of all operator-valued functions F (λ) ∈ S(Πλ0 ;Nλ0(A),Nλ0(A)), which
are λ0-admissible with respect to the operator A, we shall denote by

Sa;λ0(Πλ0 ;Nλ0(A),Nλ0(A)) = Sa(Πλ0 ;Nλ0(A),Nλ0(A)).

In the case D(A) = H, we have D(Xλ0) = {0}. Therefore in this case an
arbitrary function from S(Πλ0 ;Nλ0(A),Nλ0(A)) is admissible with respect to A.

Thus, if D(A) = H, then Sa;λ0(Πλ0 ;Nλ0(A),Nλ0(A)) = S(Πλ0 ;Nλ0(A),Nλ0(A)).

Proposition 3.33. Let A be a closed symmetric operator in a Hilbert space H,
and λ0 ∈ Re be an arbitrary number. If F (λ) ∈ S(Πλ0 ;Nλ0(A),Nλ0(A)) is λ0-
admissible with respect to A, then F (ζ) is a λ0-admissible operator with respect
to A, for all ζ from Πλ0.

Proof. Choose an arbitrary point ζ from Πλ0 . Suppose that for an element ψ ∈
D(Xλ0(A)) we have the equality:

F (ζ)ψ = Xλ0(A)ψ.

Since the forbidden operator is isometric, we get

‖F (ζ)ψ‖H = ‖ψ‖H .

On the other hand, since the operator F (λ) is non-expanding, we may write:

‖F (λ)ψ‖H ≤ ‖ψ‖H , λ ∈ Πλ0 .

By the maximum principle for analytic vector-valued functions we get

F (λ)ψ = Xλ0(A)ψ, λ ∈ Πλ0 .

Therefore ‖F (λ)ψ‖H = ‖ψ‖H , λ ∈ Πλ0 , and relations (3.116),(3.117) hold. Since
F (λ) is admissible with respect to A, then ψ = 0. Thus, the operator F (ζ) is
admissible with respect to A. �

Theorem 3.34. Let A be a closed symmetric operator in a Hilbert space H, and
λ0 ∈ Re be an arbitrary point. An arbitrary generalized resolvent Rs;λ of the
operator A has the following form:

Rs;λ =


(
AF (λ) − λEH

)−1
, λ ∈ Πλ0(

AF ∗(λ) − λEH
)−1

, λ ∈ Πλ0

, (3.118)
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where F (λ) is a function from Sa;λ0(Πλ0 ;Nλ0 ,Nλ0).
Conversely, an arbitrary function F (λ) ∈ Sa;λ0(Πλ0 ;Nλ0 ,Nλ0) defines by rela-
tion (3.118) a generalized resolvent Rs;λ of the operator A. Moreover, for dif-
ferent functions from Sa;λ0(Πλ0 ;Nλ0 ,Nλ0) there correspond different generalized
resolvents of the operator A.

Proof. Let A be a closed symmetric operator in a Hilbert space H, and λ0 ∈ Re

be a fixed number. Consider an arbitrary generalized resolvent Rs;λ(A) of A.

It is generated by a self-adjoint extension Ã of A in a Hilbert space H̃ ⊇ H.

Consider the function Bλ(A, Ã) (see (3.47),(3.48)) and the function F(λ;λ0, A, Ã)
(see (3.54)). From relations (3.51) and (3.56) it follows (3.118), where F (λ) =
F(λ) is a function from S(Πλ0 ;Nλ0 ,Nλ0), which values are admissible with respect
to A operators. Let us show that the function F (λ) is admissible with respect
to A. Suppose that for an element ψ ∈ D(Xλ0(A)) ⊆ Nλ0(A) hold (3.116)

and (3.117). By Theorem 3.32 we get ψ ∈ D(Φ∞(λ0;A, Ã)), and

Φ∞(λ0;A, Ã)ψ = Xλ0(A)ψ.

Since Φ∞ is admissible with respect to A, then ψ = 0. Therefore the function
F (λ) is admissible with respect to A.

Conversely, let F (λ) be an arbitrary function from Sa;λ0(Πλ0 ;Nλ0 ,Nλ0). Con-

sider an arbitrary closed symmetric operator A1 in a Hilbert space H1, D(A1) =
H1, which has the same defect numbers as A. Consider arbitrary isometric op-
erators U and W , which map respectively Nλ0(A1) on Nλ0(A), and Nλ0(A1) on
Nλ0(A). Set

F1(λ) = W−1F (λ)U, λ ∈ Πλ0 . (3.119)

The function F1(λ) belongs to S(Πλ0 ;Nλ0(A1),Nλ0(A1)). Since in the case of
the densely defined operators the theorem was proved, we can assert that F1(λ)
generates a generalized resolvent Rλ(A1) of the operator A1 in H1:

Rλ(A1) =


(
(A1)F1(λ) − λEH

)−1
, λ ∈ Πλ0(

(A1)F ∗(λ) − λEH
)−1

, λ ∈ Πλ0

. (3.120)

The generalized resolvent Rλ(A1) is generated by a self-adjoint extension Ã1 in

a Hilbert space H̃1 ⊇ H1. Set

He := H̃1 	H1.

The operator A1 may be considered as an operator A1 := A1 ⊕ Ae in a Hilbert

space H̃1 = H1 ⊕He, where Ae = oHe .

By the generalized Neumann formulas for the self-adjoint extension Ã1 of A1

there correspond an admissible with respect to A1 isometric operator T with
the domain D(T ) = Nλ0(A1) and the range R(T ) = Nλ0(A1), having the block
representation (3.24), where T11 = PNλ0 (A1)TPNλ0 (A1), T12 = PNλ0 (A1)TPNλ0 (Ae),

T21 = PNλ0 (Ae)TPNλ0 (A1), T22 = PNλ0 (Ae)TPNλ0 (Ae). Moreover, we have Ã1 =

(A1)T .
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Notice that the operator B = B(λ0;A1, T ), defined by (3.38), coincides with

the operator B∞(A1, Ã1). By Theorem 3.20 we get: B(λ0;A1, T ) = AΦ(λ0;A1,T ).
Since the Neumann formulas establish a one-to-one correspondence, then

Φ′ := Φ(λ0;A1, T ) = Φ∞(λ0;A1, Ã1).

For the extension Ã1 there correspond functions B′λ = Bλ(A1, Ã1) and F′(λ) =

F(λ;λ0, A1, Ã1). By (3.75) we obtain the following equality:

F′(λ) = T11 + T12(ENλ0 (Ae) − Ce(λ)T22)−1Ce(λ)T21, λ ∈ Πλ0 , (3.121)

where Ce(λ) = C(λ;λ0, Ae) is the characteristic function of the operator Ae in
He.

Since T is admissible with respect to A1, by Theorem 3.14 the operator T22 is
admissible with respect to Ae. By Remark 3.15 the operator Φ′ = Φ(λ0;A1, T )
admits the following representation:

Φ′ψ′1 = T11ψ
′
1 + T12(Xλ0(Ae)− T22)−1T21ψ

′
1, ψ′1 ∈ D(Φ′). (3.122)

By Theorem 3.32 we get

D(Φ′) =
{
ψ′ ∈ Nλ0(A1) : limλ∈Πελ0

,λ→∞ [|λ|(‖ψ′‖H1 − ‖F′(λ)ψ′‖H1)] < +∞
}
,

(3.123)
Φ′ψ′ = lim

λ∈Πελ0
,λ→∞

F′(λ)ψ′, ψ′ ∈ D(Φ′), (3.124)

where 0 < ε < π
2
.

Comparing relations (3.120) and (3.51), taking into account (3.55) we see that

F′(λ) = F1(λ), λ ∈ Πλ0 . (3.125)

Consider the following operator

V =

(
V11 V12

V21 V22

)
:=

(
WT11U

−1 WT12

T21U
−1 T22

)
=

(
W 0
0 E

)(
T11 T12

T21 T22

)(
U−1 0

0 E

)
,

which maps isometrically all the subspace Nλ0(A) ⊕ Nλ0(Ae) on the whole sub-
space Nλ0(A)⊕Nλ0(Ae).

Consider an operator A = A ⊕ Ae in a Hilbert space H̃ := H ⊕ He. As
it was already noticed, the operator T22 is admissible with respect to Ae. By
Remark 3.15 we obtain that the operator Φ = Φ(λ0;A, V ) admits the following
representation:

Φψ1 = V11ψ1 + V12(Xλ0(Ae)− V22)−1V21ψ1, ψ1 ∈ D(Φ).

By the definition of the operator Φ, D(Φ) consists of elements ψ1 ∈ Nλ0(A)
such that there exists ψ2 ∈ D(Xλ0(Ae)):

V21ψ1 + V22ψ2 = Xλ0(Ae)ψ2,

and D(Φ′) consists of elements ψ′1 ∈ Nλ0(A1) such that there is ψ′2 ∈ D(Xλ0(Ae)):

T21ψ
′
1 + T22ψ

′
2 = V21Uψ

′
1 + T22ψ

′
2 = Xλ0(Ae)ψ

′
2.
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It follows that

D(Φ) = UD(Φ′).

From (3.122) it follows that

Φ′ψ′1 = T11ψ
′
1 + T12(Xλ0(Ae)− T22)−1T21ψ

′
1

= W−1V11Uψ
′
1 +W−1V12(Xλ0(Ae)− V22)−1V21Uψ

′
1

= W−1ΦUψ′1, ψ′1 ∈ D(Φ′).

Therefore

Φ′ = W−1ΦU.

From (3.123),(3.124) it follows that

D(Φ) =
{
ψ ∈ Nλ0(A) : limλ∈Πελ0

,λ→∞ [|λ|(‖ψ‖H − ‖F (λ)ψ‖H)] < +∞
}
,

(3.126)

Φψ = lim
λ∈Πελ0

,λ→∞
F (λ)ψ, ψ ∈ D(Φ), (3.127)

where 0 < ε < π
2
.

Let us check that the operator Φ is admissible with respect to A. Consider an
arbitrary element ψ ∈ D(Φ) ∩D(Xλ0(A)) such that

Φψ = Xλ0(A)ψ.

Using (3.127) we get

lim
λ∈Πελ0

,λ→∞
F (λ)ψ = Xλ0(A)ψ.

From (3.126) it follows that

limλ∈Πελ0
,λ→∞ [|λ|(‖ψ‖H − ‖F (λ)ψ‖H)] < +∞.

Since the function F (λ) is λ0-admissible with respect to A, then ψ = 0. Therefore
Φ is admissible with respect to A. Moreover, V22 = T22 is admissible with respect
to Ae. By Theorem 3.16 the operator V is admissible with respect to A = A⊕Ae.
By the generalized Neumann formulas for the operator V there corresponds a self-

adjoint extension Ã := AV of the operator A. Denote by

Rλ = P H̃
H (Ã− λEH̃)−1, λ ∈ Re,

the generalized resolvent of A, which corresponds to the self-adjoint extension Ã.
From (3.119),(3.121) and (3.125) it follows that

F (λ) = WF1(λ)U−1 = W (T11 + T12(ENλ0 (Ae) − Ce(λ)T22)−1Ce(λ)T21)U−1

= V11 + V12(ENλ0 (Ae) − Ce(λ)V22)−1Ce(λ)V21, λ ∈ Πλ0 .

By (3.75) we conclude that

F (λ) = F(λ;λ0, A, Ã), λ ∈ Πλ0 .

From (3.51) and (3.56) it follows (3.118) for the constructed generalized resolvent
Rλ and for the given function F (λ).
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Let us check the last assertion of the theorem. Suppose that two functions
F1(λ), F1(λ) ∈ Sa;λ0(Πλ0 ;Nλ0 ,Nλ0) generate by (3.118) the same generalized re-
solvent of A. Then

AF1(λ) = AF2(λ), λ ∈ Πλ0 .

By the generalized Neumann formulas we obtain that

F1(λ) = F2(λ), λ ∈ Πλ0 .

�

4. Generalized resolvents of isometric and symmetric operators
with gaps in their spectrum.

4.1. Spectral functions of an isometric operator having a constant value
on an arc of the circle. In investigations of interpolation problems one uses
spectral functions of the operator related to a problem. There appear problems
with spectral functions, which are constant on the prescribed arcs of the unit
circle. Such spectral functions and the corresponding generalized resolvents will
be studied in this subsection.

Proposition 4.1. Let V be a closed isometric operator in a Hilbert space H,
and F(δ), δ ∈ B(T), be its spectral measure. The following two conditions are
equivalent:

(i) F(∆) = 0, for an open arc ∆ of the unit circle T;
(ii) The generalized resolvent Rz(V ), corresponding to the spectral measure

F(δ), admits an analytic continuation on the set D ∪ De ∪∆, where ∆ =
{z ∈ C : z ∈ ∆}, for an open arc ∆ of T.

Proof. (i)⇒(ii). In this case relation (2.1) takes the following form:

(Rzh, g)H =

∫
T\∆

1

1− zζ
d(F(·)h, g)H , ∀h, g ∈ H.

Choose an arbitrary number z0 ∈ ∆. Since the function 1
1−z0ζ is continuous and

bounded on T\∆, then there exists an integral

Iz0(h, g) :=

∫
T\∆

1

1− z0ζ
d(F(·)h, g)H .

Then

|(Rzh, h)H − Iz0(h, h)| = |z − z0|
∣∣∣∣∫

T\∆

ζ

(1− zζ)(1− z0ζ)
d(F(·)h, h)H

∣∣∣∣
≤ |z − z0|

∫
T\∆

|ζ|
|1− zζ||1− z0ζ|

d(F(·)h, h)H , z ∈ Te.

There exists a neighborhood U(z0) of z0 such that |z − ζ| ≥ M1 > 0, ∀ζ ∈ T\∆,
∀z ∈ U(z0). Thus, the integral in the last relation is bounded in the neighborhood
U(z0). Therefore we get

(Rzh, h)H → Iz0(h, h), z ∈ Te, z → z0, ∀h ∈ H.
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Using the properties of sesquilinear forms we get

(Rzh, g)H → Iz0(h, g), z ∈ Te, z → z0, ∀h, g ∈ H.
Set

Rz̃ := w.− lim
z∈Te, z→z̃

Rz, ∀z̃ ∈ ∆,

where the limit is understood in a sense of the weak operator topology. We may
write (

1

z − z0

(Rz −Rz0)h, h

)
H

=

∫
T\∆

ζ

(1− zζ)(1− z0ζ)
d(F(·)h, h)H ,

z ∈ U(z0), h ∈ H.
The function under the integral sign is bounded in U(z0), and it tends to ζ

(1−z0ζ)2 .

By the Lebesgue theorem on a limit we obtain that

lim
z→z0

(
1

z − z0

(Rz −Rz0)h, h

)
H

=

∫
T\∆

ζ

(1− z0ζ)2
d(F(·)h, h)H ;

and therefore

lim
z→z0

(
1

z − z0

(Rz −Rz0)h, g

)
H

=

∫
T\∆

ζ

(1− z0ζ)2
d(F(·)h, g)H ,

for h, g ∈ H. Thus, there exists the derivative of the function Rz at z = z0.
(ii)⇒(i). Choose an arbitrary element h ∈ H, and consider the following function
σh(t) := (Fth, h)H , t ∈ [0, 2π), where Ft is a left-continuous spectral function of
V , corresponding to a spectral measure F(δ). Consider the following function:

fh(z) =
1

2

∫ 2π

0

1 + eitz

1− eitz
dσh(t) =

∫ 2π

0

1

1− eitz
dσh(t)−

1

2

∫ 2π

0

dσh(t)

=

∫ 2π

0

1

1− eitz
dσh(t)−

1

2
‖h‖2

H = (Rzh, h)H −
1

2
‖h‖2

H .

Choose arbitrary numbers t1, t2, 0 ≤ t1 < t2 ≤ 2π, such that

l = l(t1, t2) = {z = eit : t1 ≤ t ≤ t2} ⊂ ∆. (4.1)

We assume that t1 and t2 are points of the continuity of the function Ft. By the
inversion formula we may write:

σh(t2)− σh(t1) = lim
r→1−0

∫ t2

t1

Re
{
fh(re

−iτ )
}
dτ.

Observe that

Re
{
fh(re

−iτ )
}

= Re {(Rre−iτh, h)H} −
1

2
‖h‖2

H

=
1

2
(((Rre−iτ + R∗re−iτ )h, h)H)− 1

2
‖h‖2

H , t1 ≤ τ ≤ t2. (4.2)

By (4.1) we obtain that e−iτ belongs to ∆, for t1 ≤ τ ≤ t2. Therefore

lim
r→1−0

((Rre−iτ + R∗re−iτ )h, h)H = ((Re−iτ + R∗e−iτ )h, h)H . (4.3)
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By Theorem 2.1 the generalized resolvents of an isometric operator have the
following property:

R∗z = EH −R 1
z
, z ∈ Te. (4.4)

Passing to a limit in (4.4) as z tends to e−iτ , we get

R∗e−iτ = EH −Re−iτ , t1 ≤ τ ≤ t2. (4.5)

By (4.2),(4.3) and (4.5) we get

lim
r→1−0

Re
{
fh(re

−iτ )
}

= 0, t1 ≤ τ ≤ t2.

Consider the following sector:

L(t1, t2) = {z = re−it : t1 ≤ t ≤ t2, 0 ≤ r ≤ 1}.
The generalized resolvent is analytic in each point of the closed sector L(t1, t2).
Consequently, the function Re(Rzh, h) is continuous and bounded in L(t1, t2). By
the Lebesgue theorem on a limit we conclude that σh(t1) = σh(t2). If 1 /∈ ∆ the
required result follows easily. In the case 1 ∈ ∆, we may write ∆ = ∆1∪{1}∪∆2,
where the open arcs ∆1 and ∆2 do not contain 1. Therefore σh(t) is constant
in intervals, corresponding to ∆1 and ∆2. Suppose that there exists a non-zero
jump of σh(t) at t = 0. By (2.1) we may write:

(Rzh, h)H =

∫ 2π

0

1

1− eitz
dσh(t) =

∫ 2π

0

1

1− eitz
dσ̂h(t) +

1

1− z
a, a > 0,

where σ̂h(t) = σh(t) + σh(+0) − σh(0), t ∈ [0, 2π]. In a neighborhood of 1 the
left-hand side and the first summand in the right-hand side are bounded. We
obtained a contradiction. �

Theorem 4.2. Let V be a closed isometric operator in a Hilbert space H, and
Rz(V ) be an arbitrary generalized resolvent of the operator V . Let {λk}∞k=1 be a

sequence of numbers from D such that λk → λ̂, as k → ∞; λ̂ ∈ T. Suppose that
for a number z0 ∈ D\{0}, the function C(λ; z0), corresponding to Rz(V ) in Inin’s
formula, satisfies the following relation:

∃u.− lim
k→∞

C(λk; z0) =: C(λ̂; z0). (4.6)

Then for an arbitrary z′0 ∈ D\{0}, the function C(λ; z′0), corresponding to the
generalized resolvent Rz(V ) by Inin’s formula (2.22) satisfies the following rela-
tion:

∃u.− lim
k→∞

C(λk; z
′
0) =: C(λ̂; z′0). (4.7)

Moreover, C(λ̂; z′0) is a linear non-expanding operator, which maps the whole Nz′0
into N 1

z′0

, and the corresponding orthogonal extension VC(λ̂;z′0);z′0
does not depend

on the choice of the point z′0 ∈ D\{0}.

Proof. Suppose that relation (4.6) holds for a point z0 ∈ D\{0}. Choose an
arbitrary point z′0 ∈ D\{0}. Comparing the Inin formula for z0 and for z′0, we see
that

VC(λ;z0);z0 = VC(λ;z′0);z′0
, λ ∈ D. (4.8)
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By (2.20) we may write

VC(λ;z0);z0 =
1

z0

EH +
|z0|2 − 1

z0

(
EH + z0V

+
z0;C(λ;z0)

)−1

, λ ∈ D.

Substituting in (4.8) similar relations for z0 and z′0, and multiplying by z0z
′
0 we

get

z′0EH + z′0(|z0|2 − 1)
(
EH + z0V

+
z0;C(λ;z0)

)−1

= z0EH + z0(|z′0|2 − 1)
(
EH + z′0V

+
z′0;C(λ;z′0)

)−1

.

Then (
EH + z′0V

+
z′0;C(λ;z′0)

)−1

=
1

z0(|z′0|2 − 1)
((z′0 − z0)EH

+z′0(|z0|2 − 1)
(
EH + z0V

+
z0;C(λ;z0)

)−1
)

=
1− z′0z0

1− |z′0|2

(
EH +

z0 − z′0
1− z′0z0

V +
z0;C(λ;z0)

)(
EH + z0V

+
z0;C(λ;z0)

)−1

, λ ∈ D. (4.9)

Lemma 4.3. Let z0, z
′
0 ∈ D. Then∣∣∣∣ z0 − z′0

1− z′0z0

∣∣∣∣ < 1. (4.10)

Proof. Consider a linear fractional transformation: w = w(u) = z0−u
1−z0u . If |u| = 1,

then |1− z0u| = |u(u− z0)| = |u− z0|. Moreover, we have w(z0) = 0. Therefore
w maps D on D. �

Using (4.9) and (4.10) we may write:

EH + z′0V
+
z′0;C(λ;z′0)

=
1− |z′0|2

1− z′0z0

(
EH + z0V

+
z0;C(λ;z0)

)(
EH +

z0 − z′0
1− z′0z0

V +
z0;C(λ;z0)

)−1

, λ ∈ D. (4.11)

Using (2.18) we write:

V +
z0;C(λ;z0) = Vz0 ⊕ C(λ; z0), λ ∈ D.

By the statement of the theorem we easily obtain that C(λ̂; z0) is a non-expanding
operator and

∃u.− lim
k→∞

V +
z0;C(λk;z0) = Vz0 ⊕ C(λ̂; z0) = V +

z0;C(λ̂;z0)
. (4.12)

We may write∥∥∥∥∥
(
EH +

z0 − z′0
1− z′0z0

V +
z0;C(λk;z0)

)−1

−
(
EH +

z0 − z′0
1− z′0z0

V +

z0;C(λ̂;z0)

)−1
∥∥∥∥∥

≤

∥∥∥∥∥
(
EH +

z0 − z′0
1− z′0z0

V +
z0;C(λk;z0)

)−1
∥∥∥∥∥
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∗
∣∣∣∣ z0 − z′0
1− z′0z0

∣∣∣∣ ∥∥∥V +
z0;C(λk;z0) − V

+

z0;C(λ̂;z0)

∥∥∥∥∥∥∥∥
(
EH +

z0 − z′0
1− z′0z0

V +

z0;C(λ̂;z0)

)−1
∥∥∥∥∥ . (4.13)

Since ∣∣∣∣ z0 − z′0
1− z′0z0

∣∣∣∣ ∥∥∥V +
z0;C(λk;z0)

∥∥∥ ≤ δ < 1,

then ∥∥∥∥(EH +
z0 − z′0
1− z′0z0

V +
z0;C(λk;z0)

)
h

∥∥∥∥ ≥ ∣∣∣∣‖h‖ − ∥∥∥∥ z0 − z′0
1− z′0z0

V +
z0;C(λk;z0)

∣∣∣∣∣∣∣∣
≥ (1− δ)‖h‖;∥∥∥∥∥

(
EH +

z0 − z′0
1− z′0z0

V +
z0;C(λk;z0)

)−1
∥∥∥∥∥ ≤ 1

1− δ
.

Passing to a limit in (4.13) we get

u.− lim
k→∞

(
EH +

z0 − z′0
1− z′0z0

V +
z0;C(λk;z0)

)−1

=

(
EH +

z0 − z′0
1− z′0z0

V +

z0;C(λ̂;z0)

)−1

. (4.14)

By (4.14),(4.12),(4.11) we obtain that there exists a limit

u.− lim
k→∞

V +
z′0;C(λk;z′0) = u.− lim

k→∞
Vz′0 ⊕ C(λk; z

′
0) =: V ′, (4.15)

such that
EH + z′0V

′

=
1− |z′0|2

1− z′0z0

(
EH + z0V

+

z0;C(λ̂;z0)

)(
EH +

z0 − z′0
1− z′0z0

V +

z0;C(λ̂;z0)

)−1

. (4.16)

Relation (4.15) shows that V ′|Mz′0
= Vz′0 . Set

C(λ̂; z′0) = V ′|Nz′0 .

By (4.15) we obtain that C(λ̂; z′0) is a linear non-expanding operator, which maps
Nz′0

in N 1

z′0

. Thus, we get

V ′ = Vz′0 ⊕ C(λ̂; z′0) = V +

z′0;C(λ̂;z′0)
. (4.17)

From (4.15),(4.17) it easily follows that

u.− lim
k→∞

C(λk; z
′
0) = C(λ̂; z′0),

and relation (4.7) is proved.
By (4.16),(4.17) we get (

EH + z′0V
+

z′0;C(λ̂;z′0)

)−1

=
1− z′0z0

1− |z′0|2

(
EH +

z0 − z′0
1− z′0z0

V +

z0;C(λ̂;z0)

)(
EH + z0V

+

z0;C(λ̂;z0)

)−1

;

(1− |z′0|2)
(
EH + z′0V

+

z′0;C(λ̂;z′0)

)−1
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=
(

(1− z′0z0)EH + (z0 − z′0)V +

z0;C(λ̂;z0)

)(
EH + z0V

+

z0;C(λ̂;z0)

)−1

;

Subtracting EH from the both sides of the last relation and dividing by −z′0 we
get:

1

z′0
EH +

|z′0|2 − 1

z′0

(
EH + z′0V

+

z′0;C(λ̂;z′0)

)−1

= − 1

z′0

(
(1− z′0z0)EH + (z0 − z′0)V +

z0;C(λ̂;z0)
− (EH + z0V

+

z0;C(λ̂;z0)
)
)

∗
(
EH + z0V

+

z0;C(λ̂;z0)

)−1

=
(
z0EH + V +

z0;C(λ̂;z0)

)(
EH + z0V

+

z0;C(λ̂;z0)

)−1

.

From (2.19) and (2.20) we get

VC(λ̂;z′0);z′0
= VC(λ̂;z0);z0

, ∀z′0 ∈ D.

�

Theorem 4.4. Let V be a closed isometric operator in a Hilbert space H, and
z0 ∈ D\{0} be a fixed point. Let Rz = Rz(V ) be an arbitrary generalized resolvent
of the operator V , and C(λ; z0) ∈ S(Nz0 ;N 1

z0

) corresponds to Rz(V ) by Inin’s

formula (2.22). The generalized resolvent Rz(V ) admits an analytic continuation
on a set D ∪ De ∪ ∆, where ∆ is an open arc of T, if and only if the following
conditions hold:

1) The function C(λ; z0) admits a continuation on a set D ∪ ∆, which is
continuous in the uniform operator topology;

2) The continued function C(λ; z0) maps isometrically Nz0 on the whole N 1
z0

,

for all points λ ∈ ∆;
3) The operator (EH −λVC(λ;z0);z0)

−1 exists and it is defined on the whole H,
for all points λ ∈ ∆.

Proof. Necessity. Choose an arbitrary point λ̂ ∈ ∆. Let z ∈ D\{0} be an
arbitrary point, and C(λ; z) ∈ S(Nz;N 1

z
) correspond to the generalized resolvent

Rz(V ) by the Inin formula. Using the Inin formula we may write:

EH − zVC(λ;z);z =
z

λ
(EH − λVC(λ;z);z) +

(
1− z

λ

)
EH

=
z

λ
R−1
λ +

(
1− z

λ

)
EH =

z

λ

[
EH +

(
λ

z
− 1

)
Rλ

]
R−1
λ , ∀λ ∈ D\{0}.

Therefore the following operator[
EH +

(
λ

z
− 1

)
Rλ

]
=
λ

z
(EH − zVC(λ;z);z)Rλ,

has a bounded inverse, defined on the whole H:[
EH +

(
λ

z
− 1

)
Rλ

]−1

=
z

λ
R−1
λ (EH − zVC(λ;z);z)

−1, λ ∈ D\{0}.
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Then

(EH − zVC(λ;z);z)
−1 =

λ

z
Rλ

[
EH +

(
λ

z
− 1

)
Rλ

]−1

, λ ∈ D\{0}. (4.18)

Choose an arbitrary δ: 0 < δ < 1. Assume that z ∈ D\{0} satisfies the following
additional condition: ∣∣∣∣∣ λ̂z − 1

∣∣∣∣∣ ‖Rλ̂‖ < δ. (4.19)

Let us check that such points exist. If ‖Rλ̂‖ = 0, then it is obvious. In the

opposite case we seek z in the following form: z = ελ̂, 0 < ε < 1. Then
condition (4.19) will take the following form:∣∣∣∣1ε − 1

∣∣∣∣ < δ

‖Rλ̂‖
;

or ε > 1
1+ δ
‖R

λ̂
‖
.

In this case, there exists an inverse
[
EH +

(
λ̂
z
− 1
)

Rλ̂

]−1

, which is bounded and

defined on the whole H. Moreover, by the continuity the following inequality
holds: ∣∣∣∣λz − 1

∣∣∣∣ ‖Rλ‖ < δ, (4.20)

in an open neighborhood U(λ̂) of λ̂. Therefore there exists the inverse[
EH +

(
λ

z
− 1

)
Rλ

]−1

, ∀λ ∈ U(λ̂),

which is bounded and defined on the whole H. We may write∥∥∥∥(EH +

(
λ

z
− 1

)
Rλ

)
h

∥∥∥∥ ≥ ∣∣∣∣‖h‖ − ∣∣∣∣λz − 1

∣∣∣∣ ‖Rλh‖
∣∣∣∣

≥ (1− δ)‖h‖, h ∈ H.
Therefore ∥∥∥∥∥

[
EH +

(
λ

z
− 1

)
Rλ

]−1
∥∥∥∥∥ ≤ 1

1− δ
, λ ∈ U(λ̂). (4.21)

Choose an arbitrary sequence {λk}∞k=1 of points from D such that λk → λ̂, as

k → ∞. There exists a number k0 ∈ N such that λk ∈ U(λ̂) ∩ D, k ≥ k0. We
write ∥∥∥∥∥∥

[
EH +

(
λk
z
− 1

)
Rλk

]−1

−

[
EH +

(
λ̂

z
− 1

)
Rλ̂

]−1
∥∥∥∥∥∥

≤

∥∥∥∥∥
[
EH +

(
λk
z
− 1

)
Rλk

]−1
∥∥∥∥∥
∥∥∥∥∥
(
λk
z
− 1

)
Rλk −

(
λ̂

z
− 1

)
Rλ̂

∥∥∥∥∥
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∗

∥∥∥∥∥∥
[
EH +

(
λ̂

z
− 1

)
Rλ̂

]−1
∥∥∥∥∥∥ .

The first factor on the right in the last equality is uniformly bounded by (4.21).
Thus, we get

u.− lim
λ∈D, λ→λ̂

[
EH +

(
λ

z
− 1

)
Rλ

]−1

=

[
EH +

(
λ̂

z
− 1

)
Rλ̂

]−1

. (4.22)

From relations (4.18),(4.22) it follows that

u.− lim
λ∈D, λ→λ̂

(EH − zVC(λ;z);z)
−1 =

λ̂

z
Rλ̂

[
EH +

(
λ̂

z
− 1

)
Rλ̂

]−1

.

Thus, there exists the following limit:

u.− lim
λ∈D, λ→λ̂

V +
z;C(λ;z) = u.− lim

λ∈D, λ→λ̂

(
−1

z
EH +

1− |z|2

z
(EH − zVC(λ;z);z)

−1

)

= −1

z
EH +

1− |z|2

z2
λ̂Rλ̂

[
EH +

(
λ̂

z
− 1

)
Rλ̂

]−1

=: V ′z , (4.23)

where we used (2.21). Observe that V +
z;C(λ;z) = Vz ⊕C(λ; z). Set C(λ̂; z) = V ′z |Nz .

By (4.23) we conclude that C(λ̂; z) is a linear non-expanding operator which maps
Nz into N 1

z
. Moreover, we have V ′z |Mz = Vz, and therefore

V ′z = Vz ⊕ C(λ̂; z) = V +

z;C(λ̂;z)
.

Using (4.23) we easily obtain that

u.− lim
λ∈D, λ→λ̂

C(λ; z) = C(λ̂; z).

By 4.2 we conclude that the last relation holds for z0, where C(λ̂; z0) is a linear
non-expanding operator which maps Nz0 into N 1

z0

, and VC(λ̂;z0);z0
= VC(λ̂;z);z.

Comparing relation (4.23) for V ′z = V +

z;C(λ̂;z)
and relation (2.21) we get

λ̂

z
Rλ̂

[
EH +

(
λ̂

z
− 1

)
Rλ̂

]−1

=
(
EH − zVC(λ̂;z);z

)−1

, (4.24)

for the prescribed choice of z.
Thus, we continued by the continuity the function C(λ; z0) on a set D∪∆. Let

us check that this continuation is continuous in the uniform operator topology.

It remains to check that for an arbitrary λ̂ ∈ ∆ it holds

u.− lim
λ∈D∪∆, λ→λ̂

C(λ; z0) = C(λ̂; z0). (4.25)
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Choose a number z ∈ D\{0}, which satisfies (4.19) and construct a neighborhood

U(λ̂) as it was done before. For an arbitrary λ ∈ U(λ̂) we may write:∥∥∥∥∥∥
[
EH +

(
λ

z
− 1

)
Rλ

]−1

−

[
EH +

(
λ̂

z
− 1

)
Rλ̂

]−1
∥∥∥∥∥∥

≤

∥∥∥∥∥
[
EH +

(
λ

z
− 1

)
Rλ

]−1
∥∥∥∥∥
∥∥∥∥∥
(
λ̂

z
− 1

)
Rλ̂ −

(
λ

z
− 1

)
Rλ

∥∥∥∥∥
∗

∥∥∥∥∥∥
[
EH +

(
λ̂

z
− 1

)
Rλ̂

]−1
∥∥∥∥∥∥ .

Using (4.21) we get

u.− lim
λ→λ̂

[
EH +

(
λ

z
− 1

)
Rλ

]−1

=

[
EH +

(
λ̂

z
− 1

)
Rλ̂

]−1

. (4.26)

By (4.24) we get

λ

z
Rλ

[
EH +

(
λ

z
− 1

)
Rλ

]−1

=
(
EH − zVC(λ;z);z

)−1
, ∀λ ∈ (U(λ̂) ∩ D)\{0},

(4.27)

for the prescribed choice of z. In fact, for an arbitrary λ̃ ∈ ∆∩U(λ̂), there exists

a neighborhood Ũ(λ̃) ⊂ U(λ̂), where inequality (4.20) is satisfied for the same

choice of z. Repeating the arguments below (4.20) with λ̃ instead of λ̂, we obtain

that (4.27) holds for λ̃. For points inside D we can apply (4.18).
From (4.26),(4.27) it follows that

u.− lim
λ∈D∪∆, λ→λ̂

(
EH − zVC(λ;z);z

)−1
=
(
EH − zVC(λ̂;z);z

)−1

.

Since it was proved that VC(λ̂;z);z does not depend on the choice of z ∈ D\{0}
(and for z ∈ D this follows from the Inin formula), then the last relation holds
for all z ∈ D\{0}.

Using relation (2.21) we get

u.− lim
λ∈D∪∆, λ→λ̂

V +
z;C(λ;z) = V +

z;C(λ̂;z)
, ∀z ∈ D\{0},

and therefore relation (4.25) holds. Thus, condition 1) from the statement of the
theorem is satisfied.

From (4.24) it is seen that

Rλ̂ =
z

λ̂

(
EH − zVC(λ̂;z);z

)−1
[
EH +

(
λ̂

z
− 1

)
Rλ̂

]
,
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for the above prescribed choice of z. Therefore the operator Rλ̂ has a bounded
inverse, defined on the whole space H. Then

EH =
z

λ̂

(
EH − zVC(λ̂;z);z

)−1
[
EH +

(
λ̂

z
− 1

)
Rλ̂

]
R−1

λ̂
;

EH − zVC(λ̂;z);z =
z

λ̂

[
EH +

(
λ̂

z
− 1

)
Rλ̂

]
R−1

λ̂

=
z

λ̂
R−1

λ̂
+

(
1− z

λ̂

)
EH .

From the latter relation we get

Rλ̂ =
(
EH − λ̂VC(λ̂;z);z

)−1

. (4.28)

Since VC(λ̂;z);z does not depend on the choice of z, then the last relation holds

for all z ∈ D\{0}. Consequently, condition 3) from the statement of the theorem
holds.

Using property (4.4), and passing to the limit as z → λ̂, we get

R∗
λ̂

= EH −Rλ̂.

On the other hand, from (4.28) we get:

R∗
λ̂

=
(
EH − λ̂V ∗C(λ̂;z);z

)−1

. (4.29)

From (4.28)-(4.29) it is seen that

EH =
(
EH − λ̂V ∗C(λ̂;z);z

)−1

+
(
EH − λ̂VC(λ̂;z);z

)−1

, ∀z ∈ D\{0}. (4.30)

Multiplying the both sides of the last relation by (EH − λ̂V ∗C(λ̂;z);z
) from the left

and by (EH − λ̂VC(λ̂;z);z) from the right we get

(EH − λ̂V ∗C(λ̂;z);z
)(EH − λ̂VC(λ̂;z);z) = EH − λ̂VC(λ̂;z);z + EH − λ̂V ∗C(λ̂;z);z

.

After the multiplication in the left-hand side and simplifying the expression we
obtain that

V ∗
C(λ̂;z);z

VC(λ̂;z);z = EH , ∀z ∈ D\{0}.
On the other hand, by (4.30) we may write:(

EH − λ̂V ∗C(λ̂;z);z

)−1

= EH −
(
EH − λ̂VC(λ̂;z);z

)−1

= −λ̂VC(λ̂;z);z

(
EH − λ̂VC(λ̂;z);z

)−1

;

VC(λ̂;z);z = −1

λ̂

(
EH − λ̂V ∗C(λ̂;z);z

)−1 (
EH − λ̂VC(λ̂;z);z

)
.

Since the operator
(
EH − λ̂VC(λ̂;z);z

)−1

is defined on the whole H and it is

bounded, then we conclude that R(VC(λ̂;z);z) = H. Thus, the operator VC(λ̂;z);z
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is unitary in H. Therefore the corresponding operator V +

z;C(λ̂;z)
= Vz ⊕ C(λ̂; z) is

unitary, as well. In particular, this means that the operator C(λ̂; z) is isometric
and it maps Nz on the whole N 1

z
. Since z is an arbitrary point from D\{0}, we

obtain that condition 2) from the statement of the theorem is satisfied.
Sufficiency. Let conditions 1)-3) be satisfied. Choose an arbitrary point

λ̂ ∈ ∆, and an arbitrary sequence {λk}∞k=1 points from D ∪∆ such that λk → λ̂,
as k →∞. Using (2.20) we write:

EH − λkVC(λk;z0);z0 =

(
1− 1

z0

)
EH −

|z0|2 − 1

z0

(EH + z0V
+
z0;C(λk;z0))

−1

= (1− λkz0)

[
EH +

z0 − λk
1− λkz0

V +
z0;C(λk;z0)

]
(EH + z0V

+
z0;C(λk;z0))

−1;

EH − λ̂VC(λ̂;z0);z0
=

= (1− λ̂z0)

[
EH +

z0 − λ̂
1− λ̂z0

V +

z0;C(λ̂;z0)

]
(EH + z0V

+

z0;C(λ̂;z0)
)−1. (4.31)

Using (4.31) write

EH +
z0 − λ̂
1− λ̂z0

V +

z0;C(λ̂;z0)
=

1

1− λ̂z0

(
EH − λ̂VC(λ̂;z0);z0

)(
EH + z0V

+

z0;C(λ̂;z0)

)
.

Since the operator VC(λ̂;z0);z0
is closed, by condition 3) it follows that there exists

the inverse (EH − λ̂VC(λ̂;z0);z0
)−1, which is defined on the whole H and bounded.

Therefore there exists [EH + z0−λ̂
1−λ̂z0

V +

z0;C(λ̂;z0)
]−1, which is bounded and defined on

the whole H. By (4.31) we get(
EH − λ̂VC(λ̂;z0);z0

)−1

=
1

1− λ̂z0

(EH + z0V
+

z0;C(λ̂;z0)
)

[
EH +

z0 − λ̂
1− λ̂z0

V +

z0;C(λ̂;z0)

]−1

. (4.32)

For points λk, which belong to ∆, we can apply the same argument. For points λk
from D we may apply Lemma 4.3. We shall obtain an analogous representation:(

EH − λkVC(λk;z0);z0

)−1

=
1

1− λkz0

(EH + z0V
+
z0;C(λk;z0))

[
EH +

z0 − λk
1− λkz0

V +
z0;C(λk;z0)

]−1

, k ∈ N. (4.33)

By condition 1) we get∥∥∥V +
z0;C(λk;z0) − V

+

z0;C(λ̂;z0)

∥∥∥ = sup
h∈H, ‖h‖=1

∥∥∥(C(λk; z0)− C(λ̂; z0))PNz0h
∥∥∥

≤
∥∥∥C(λk; z0)− C(λ̂; z0)

∥∥∥→ 0, k →∞;

u.− lim
k→∞

V +
z0;C(λk;z0) = V +

z0;C(λ̂;z0)
. (4.34)
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Let us check that there exists an open neighborhood U1(λ̂) of λ̂, and a number
K > 0 such that∥∥∥∥∥

[
EH +

z0 − λk
1− λkz0

V +
z0;C(λk;z0)

]−1
∥∥∥∥∥ ≤ K, ∀λk : λk ∈ U1(λ̂). (4.35)

The last condition is equivalent to the following condition:∥∥∥∥[EH +
z0 − λk
1− λkz0

V +
z0;C(λk;z0)

]
g

∥∥∥∥ ≥ 1

K
‖g‖, ∀g ∈ H, ∀λk : λk ∈ U1(λ̂). (4.36)

Suppose to the contrary that condition (4.36) is not satisfied. Choose an arbitrary

sequence of open discs Un(λ̂) with centers at λ̂ and radii 1
n
; and setKn = n, n ∈ N.

Then for each n ∈ N, there exists an element gn ∈ H, and λkn ∈ Un(λ̂), kn ∈ N,
such that: ∥∥∥∥[EH +

z0 − λkn
1− λknz0

V +
z0;C(λkn ;z0)

]
gn

∥∥∥∥ < 1

n
‖gn‖.

It is clear that gn are all non-zero. Denote ĝn = gn
‖gn‖H

, n ∈ N. Then∥∥∥∥[EH +
z0 − λkn
1− λknz0

V +
z0;C(λkn ;z0)

]
ĝn

∥∥∥∥ < 1

n
.

Since |λkn − λ̂| < 1
n
, then limn→∞ λkn = λ̂. We may write

1

n
>

∥∥∥∥∥
[
EH +

z0 − λ̂
1− λ̂z0

V +

z0;C(λ̂;z0)

]
ĝn

+

(
z0 − λkn
1− λknz0

V +
z0;C(λkn ;z0) −

z0 − λ̂
1− λ̂z0

V +

z0;C(λ̂;z0)

)
ĝn

∥∥∥∥∥
≥

∣∣∣∣∣
∥∥∥∥∥
[
EH +

z0 − λ̂
1− λ̂z0

V +

z0;C(λ̂;z0)

]
ĝn

∥∥∥∥∥
−

∥∥∥∥∥ z0 − λkn
1− λknz0

V +
z0;C(λkn ;z0) −

z0 − λ̂
1− λ̂z0

V +

z0;C(λ̂;z0)

∥∥∥∥∥
∣∣∣∣∣

≥ L−

∥∥∥∥∥ z0 − λkn
1− λknz0

V +
z0;C(λkn ;z0) −

z0 − λ̂
1− λ̂z0

V +

z0;C(λ̂;z0)

∥∥∥∥∥ , L > 0, (4.37)

for sufficiently large n, since the operator [EH + z0−λ̂
1−λ̂z0

V +

z0;C(λ̂;z0)
] has a bounded

inverse, defined on the whole H, and the norm in the right-hand side tends to
zero. Passing to the limit in (4.37) as n→∞, we obtain a contradiction.

Thus, there exists an open neighborhood U1(λ̂) of λ̂, and a number K > 0 such
that inequality (4.35) holds. We may write:∥∥∥∥∥∥

[
EH +

z0 − λk
1− λkz0

V +
z0;C(λk;z0)

]−1

−

[
EH +

z0 − λ̂
1− λ̂z0

V +

z0;C(λ̂;z0)

]−1
∥∥∥∥∥∥
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≤

∥∥∥∥∥
[
EH +

z0 − λk
1− λkz0

V +
z0;C(λk;z0)

]−1
∥∥∥∥∥
∥∥∥∥∥ z0 − λ̂

1− λ̂z0

V +

z0;C(λ̂;z0)
− z0 − λk

1− λkz0

V +
z0;C(λk;z0)

∥∥∥∥∥
∗

∥∥∥∥∥∥
[
EH +

z0 − λ̂
1− λ̂z0

V +

z0;C(λ̂;z0)

]−1
∥∥∥∥∥∥ .

Using (4.35) we conclude that

u.− lim
k→∞

[
EH +

z0 − λk
1− λkz0

V +
z0;C(λk;z0)

]−1

=

[
EH +

z0 − λ̂
1− λ̂z0

V +

z0;C(λ̂;z0)

]−1

. (4.38)

By (4.32),(4.33),(4.34),(4.38) we conclude that

u.− lim
k→∞

(
EH − λkVC(λk;z0);z0

)−1
=
(
EH − λ̂VC(λ̂;z0);z0

)−1

,

and therefore

u.− lim
λ∈D∪∆, λ→λ̂

(
EH − λVC(λ;z0);z0

)−1
=
(
EH − λ̂VC(λ̂;z0);z0

)−1

. (4.39)

By the Inin formula for λ ∈ D we have:
(
EH − λVC(λ;z0);z0

)−1
= Rλ. Thus,

relation (4.39) shows that the function Rλ, λ ∈ D, admits a continuation on a
set D ∪∆, and this continuation is continuous in the uniform operator topology.

Choose an arbitrary element h ∈ H and consider the following analytic func-
tion:

f(λ) = fh(λ) = (Rλh, h), λ ∈ D. (4.40)

The function f(λ) admits a continuous continuation on D ∪ ∆, which has the
following form:

f(λ) =
((
EH − λVC(λ;z0);z0

)−1
h, h
)
, λ ∈ D ∪∆.

Let us check that(
EH − λVC(λ;z0);z0

)−1
= EH −

(
EH − λV ∗C(λ;z0);z0

)−1
, ∀λ ∈ ∆. (4.41)

Choose an arbitrary number λ ∈ ∆. By condition 2) we conclude that VC(λ;z0);z0

is unitary. Then

(EH − λV ∗C(λ;z);z)(EH − λVC(λ;z);z) = EH − λVC(λ;z);z + EH − λV ∗C(λ;z);z. (4.42)

To verify the last relation, it is enough to perform the multiplication in the left-
hand side and simplify the obtained expression. Multiplying relation (4.42) from

the left by
(
EH − λV ∗C(λ;z0);z0

)−1

and from the right by
(
EH − λVC(λ;z0);z0

)−1
we

easily get (4.41).
We may write:

f(λ) =
(
h,
(
EH − λVC(λ;z0);z0

)−1
h
)

=
((
EH − λV ∗C(λ;z0);z0

)−1
h, h
)

= (h, h)−
((
EH − λVC(λ;z0);z0

)−1
h, h
)

= (h, h)− f(λ);

Ref(λ) =
1

2
(h, h), λ ∈ ∆.
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Denote g(λ) = if(λ) − i
2
(h, h), λ ∈ D ∪ ∆. Then Img(λ) = 0. Thus, by the

Schwarc principle, g(λ) has an analytic continuation g̃(λ) = g̃h(λ) on a set D ∪
∆ ∪ De. Moreover, the following relation holds:

g̃(λ) = g̃

(
1

λ

)
, λ ∈ De. (4.43)

Then the following function

f̃(λ) = f̃h(λ) :=
1

i
g̃(λ) +

1

2
(h, h), λ ∈ D ∪∆ ∪ De,

is an analytic continuation of f(λ). Using (4.43) we get

f̃(λ) = −f̃
(

1

λ

)
+ (h, h), λ ∈ De.

By (4.4) we may write

f̃(λ) = −
(
R 1

λ
h, h
)
H

+ (h, h)H = − (h, (EH −R∗λ)h)H + (h, h)H

= (Rλh, h)H , λ ∈ De. (4.44)

Set

Rλ(h, g) =
1

4

(
f̃h+g(λ)− f̃h−g(λ) + if̃h+ig(λ)− if̃h−ig(λ)

)
,

h, g ∈ H, λ ∈ D ∪∆ ∪ De.

Notice that Rλ(h, g) is an analytic function of λ in D∪∆∪De. From (4.40),(4.44)
we conclude that

Rλ(h, g) = (Rλh, g)H , h, g ∈ H, λ ∈ D ∪ De.

From (4.39) it is seen that

Rλ̂(h, g) = lim
λ∈D, λ→λ̂

(Rλh, g)H

= lim
λ∈D, λ→λ̂

((
EH − λVC(λ;z0);z0

)−1
h, g
)
H

=

((
EH − λ̂VC(λ̂;z0);z0

)−1

h, g

)
H

, h, g ∈ H, λ̂ ∈ ∆.

Therefore the following operator-valued function

Tλ =

{
Rλ, λ ∈ D ∪ De(

EH − λVC(λ;z0);z0

)−1
λ ∈ ∆

,

is a continuation of Rλ, and it is analytic with respect to the weak operator
topology, and therefore with respect to the uniform operator topology, as well. �

Corollary 4.5. Theorem 4.4 remains valid for the choice z0 = 0.
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Proof. Let V be a closed isometric operator in a Hilbert space H, and Rz(V )
be an arbitrary generalized resolvent of V . Let F (λ) = C(λ; 0) ∈ S(N0;N∞)
correspond to Rz(V ) by Inin’s formula (2.22) for z0 = 0, which in this case
becomes the Chumakin formula (2.14). Consider an arbitrary open arc ∆ of T.

Choose an arbitrary point z0 ∈ D\{0}. Consider the following isometric oper-
ator:

V = (V + z0EH)(EH + z0V )−1, D(V) = (EH + z0V )D(V ).

Then

V = (V − z0EH)(EH − z0V)−1 = Vz0 .

Recall that the generalized resolvents V and Vz0 are related by (2.24) and this
correspondence is one-to-one. Let Rz(V) be the generalized resolvent which
by (2.24) corresponds to the generalized resolvent Rz(Vz0) = Rz(V ).

From (2.24) we see that Rt̃(Vz0) has a limit as t̃ → t̃0 ∈ ∆, if and only if
Rũ(V) has a limit as ũ→ ũ0 ∈ ∆1, where

∆1 =

{
ũ : ũ =

t̃+ z0

1 + z0t̃
, t̃ ∈ ∆

}
.

Thus, Rt̃(Vz0) admits a continuation by the continuity on Te ∪∆, if and only if
Rũ(V) admits a continuation by the continuity on Te ∪∆1. The limit values are
connected by (2.24), as well. By (2.24) we see that the continuation Rt̃(Vz0) is
analytic if and only if when the continuation Rũ(V) is analytic. Thus, Rt̃(V ) =
Rt̃(Vz0) admits an analytic continuation on Te ∪∆, if and only if Rũ(V) admits
an analytic continuation on Te ∪∆1.

By Theorem 4.4, Rũ(V) admits an analytic continuation on Te ∪ ∆1 if and
only if

1) C(λ; z0) has a continuation on a set D ∪ ∆1, which is continuous in the
uniform operator topology;

2) The continued function C(λ; z0) maps isometrically Nz0 on the whole N 1
z0

,

for all points λ ∈ ∆1;
3) The operator (EH − λVC(λ;z0);z0)

−1 exists and it is defined on the whole
H, for all points λ ∈ ∆1,

where C(λ; z0) ∈ S(Nz0 ;N 1
z0

) corresponds to Rz(V) by Inin’s formula. Recall

that C(λ; z0) is connected with F (t̃) in the following way:

C(ũ) = F

(
ũ− z0

1− z0ũ

)
, u ∈ Te.

Using this relation we easily obtain that condition 1) is equivalent to the following
condition:

1’) F (t̃) has a continuation on a set D∪∆, which is continuous in the uniform
operator topology;

and condition 2) is equivalent to the following condition:
2’) The continued function F (t̃) maps isometrically N0 on the whole N∞, for

all t̃ ∈ ∆.
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From (4.31) it follows that the operator (EH − λVC(λ;z0);z0)
−1 exists and it is

defined on the whole H, for all λ ∈ ∆1, if and only if the operator[
EH −

λ− z0

1− λz0

(Vz0 ⊕ C(λ; z0))

]−1

=
[
EH − t̃

(
Vz0 ⊕ F (t̃)

)]−1
,

exists and it is defined on the whole H, for all t̃ ∈ ∆. �

4.2. Some decompositions of a Hilbert space in a direct sum of sub-
spaces. In the sequel we shall use some decompositions of a Hilbert space related
to a given isometric operator.

Theorem 4.6. Let V be a closed isometric operator in a Hilbert space H. Let
ζ ∈ T, and ζ−1 is a point of the regular type of V . Then

D(V )uNζ(V ) = H;

R(V )uNζ(V ) = H.

Proof. At first, assume that ζ = 1. Check that

‖V f + g‖H = ‖f + g‖H , f ∈ D(V ), g ∈ N1. (4.45)

In fact, we may write:

‖V f + g‖2
H = (V f, V f)H + (V f, g)H + (g, V f)H + (g, g)H

= ‖f‖2
H + (V f, g)H + (g, V f)H + ‖g‖2

H .

Since 0 = ((E − V )f, g)H = (f, g)H − (V f, g)H , we get

(V f, g) = (f, g), f ∈ D(V ), g ∈ N1, (4.46)

and therefore

‖V f + g‖2
H = ‖f‖2

H + (f, g)H + (g, f)H + ‖g‖2
H = ‖f + g‖2

H .

Consider the following operator:

U(f + g) = V f + g, f ∈ D(V ), g ∈ N1.

Let us check that this operator is well-defined on D(U) = D(V ) + N1. Suppose
that an element h ∈ D(U) admits two representations:

h = f1 + g1 = f2 + g2, f1, f2 ∈ D(V ), g1, g2 ∈ N1.

By (4.45) we may write:

‖V f1 + g1− (V f2 + g2)‖2
H = ‖V (f1−f2) + (g1− g2)‖2

H = ‖f1−f2 + g1− g2‖2
H = 0.

Thus, U is well-defined. Moreover, it is easily seen that U is linear. Using (4.46)
we write:

(U(f + g), U(f̃ + g̃)) = (V f + g, V f̃ + g̃) = (V f, V f̃) + (V f, g̃) + (g, V f̃) + (g, g̃)

= (f, f̃) + (f, g̃) + (g, f̃) + (g, g̃) = (f + g, f̃ + g̃),

for arbitrary f, f̃ ∈ D(V ), g, g̃ ∈ N1. Therefore U is isometric.
Suppose that there exists an element h ∈ H, h 6= 0, h ∈ D(V ) ∩N1. Then

0 = U0 = U(h+ (−h)) = V h− h = (V − EH)h,
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what contradicts to the fact that the point 1 is a point of the regular type of V .
Therefore

D(V ) ∩N1 = {0}. (4.47)

Observe that we a priori do not know, if D(U) is a closed manifold. Consider
the following operator:

W = U |S,
where the manifold S is given by the following equality:

S = {h ∈ D(U) : h ⊥ N1} = D(U) ∩M1.

Thus, W is an isometric operator with the domain D(W ) = D(U)∩M1. Choose
an arbitrary element g ∈ D(U). Let g = gM1 +gN1 , gM1 ∈M1, gN1 ∈ N1 ⊆ D(U).
Then gM1 = PH

M1
g ∈ D(U), gM1 ⊥ N1. Therefore gM1 ∈ D(W );

PH
M1
D(U) ⊆ D(W ).

On the other hand, choose an arbitrary element h ∈ D(W ). Then h ∈ D(U)∩M1,
and therefore h = PH

M1
h ∈ PH

M1
D(U). Consequently, we get

D(W ) = PH
M1
D(U) = PH

M1
(D(V ) +N1) = PH

M1
D(V ) ⊆M1.

Choose an arbitrary element f ∈ D(V ). Let f = fM1 + fN1 , fM1 ∈M1, fN1 ∈ N1.
Then f − fN1 ∈ D(U), and f − fN1 ⊥ N1, i.e. f − fN1 ∈ D(W ). We may write

(W − EH)(f − fN1) = (U − EH)(f − fN1) = U(f − fN1)− f + fN1 = V f − f ;

(W − EH)D(W ) ⊇ (V − EH)D(V ) = M1. (4.48)

On the other hand, choose an arbitrary element w ∈ D(W ), w = wD(V ) + wN1 ,
wD(V ) ∈ D(V ), wN1 ∈ N1. Since w ⊥ N1, then

w = PH
M1
w = PH

M1
wD(V ). (4.49)

We may write

(W − EH)w = Uw − w = V wD(V ) + wN1 − wD(V ) − wN1 = (V − EH)wD(V );

(W − EH)D(W ) ⊆ (V − EH)D(V ) = M1.

From the latter relation and relation (4.48) it follows that

(W − EH)D(W ) = (V − EH)D(V ) = M1. (4.50)

Moreover, if (W −EH)w = 0, then (V −EH)wD(V ) = 0; and therefore wD(V ) = 0.
By (4.49) it implies w = 0. Consequently, there exists the inverse (W − EH)−1.
Using (4.50) we get

D(W ) = (W − EH)−1M1.

Since D(W ) ⊆M1, then by (4.50) we may write:

Ww = (W − EH)w + w ∈M1;

D(W ) ⊆M1, WD(W ) ⊆M1. (4.51)

Consider the closure W of W with the domain D(W ). By (4.51) we see that

D(W ) ⊆M1, WD(W ) ⊆M1.

Then
(W − EH)D(W ) ⊆M1.
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On the other hand, by (4.50) we get

(W − EH)D(W ) ⊇ (W − EH)D(W ) = (W − EH)D(W ) = M1.

We conclude that
(W − EH)D(W ) = M1. (4.52)

Let us check that there exists the inverse (W − EH)−1. Suppose to the contrary
that there exists an element h ∈ D(W ), h 6= 0, such that (W −EH)h = 0. By the
definition of the closure there exists a sequence of elements hn ∈ D(W ), n ∈ N,
tending to h, and Whn → Wh, as n → ∞. Then (W − EH)hn → Wh − h = 0,
as n → ∞. Let hn = h1;n + h2;n, where h1;n ∈ D(V ), h2;n ∈ N1, n ∈ N.
Then (W − EH)hn = Uhn − hn = V h1;n + h2;n − h1;n − h2;n = (V − EH)h1;n.
Therefore (V −EH)h1;n → 0, as n→∞. Since (V −EH) has a bounded inverse,
then h1;n → 0, as n → ∞. Then hn = PH

M1
hn = PH

M1
h1;n → 0, as n → ∞.

Consequently, we get h = 0, what contradicts to our assumption.
Thus, there exists the inverse (W − EH)−1 ⊇ (W − EH)−1. By (4.52),(4.50),

we get
(W − EH)−1 = (W − EH)−1,

and therefore
W = W.

Thus, W may be considered as a closed isometric operator in a Hilbert space
M1. The operator (W − EH)−1 is closed and it is defined on the whole M1.
Therefore (W − EH)−1 is bounded. This means that the point 1 is a regular
point of W . Therefore W is a unitary operator in M1. In particular, this implies
that D(W ) = R(W ) = M1.

By the definition of W we get D(W ) = M1 ⊆ D(U), and U |M1 = W . On the
other hand, we have U |N1 = EN1 . Therefore D(U) = H and

U = W ⊕ EN1 .

So, U is a unitary operator. Therefore D(U) = R(U) = H, what implies

D(V ) +N1 = H, R(V ) +N1 = H. (4.53)

The first sum is direct by (4.47). Suppose that h ∈ R(V ) ∩ N1. Then h = V f ,
f ∈ D(V ), and we may write:

0 = V f + (−h) = U(f + (−h)).

Since U is unitary, we get f = h = V f , (V − EH)f = 0, and therefore f = 0,
and h = 0. Thus, the second sum in (4.53) is direct, as well. So, we proved the
theorem in the case ζ = 1.

In the general case we can apply the proved part of the theorem to the operator

V̂ := ζV . �

Corollary 4.7. In the conditions of Theorem 4.6 the following decompositions
hold:

(H 	D(V ))uMζ = H;

(H 	R(V ))uMζ = H.

Proof. The proof is based on the following lemma.
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Lemma 4.8. Let M1 and M2 be two subspaces of a Hilbert space H such that
M1 ∩M2 = {0}, and

M1 uM2 = H.

Then

(H 	M1)u (H 	M2) = H.

Proof. Suppose that an element h ∈ H is such that h ∈ ((H 	M1)∩ (H 	M2)).
Then h ⊥M1, h ⊥M2, and therefore h ⊥ (M1 +M2), h ⊥ H, h = 0.

Suppose that an element g ∈ H satisfies the following condition: g ⊥ ((H 	
M1)u (H 	M2)). Then g ∈M1, g ∈M2, and therefore g = 0. �

Applying the last lemma with M1 = D(V ), M2 = Nζ , and M1 = R(V ),
M2 = Nζ , we complete the proof of the corollary. �

4.3. Isometric operators with gaps in a spectrum. Let V be a closed iso-
metric operator in a Hilbert space H. An open arc ∆ of T is said to be a gap
in the spectrum of the isometric operator V , if all points of ∆ are points
of the regular type of V . Above we considered conditions when for a prescribed
open arc ∆ ⊆ T and a spectral measure F(δ) there holds: F(∆) = 0. We shall
see later that a necessary condition of the existence at least one such spectral
function is that ∆ is a gap in the spectrum of V .
Theorem 4.4 provides conditions, extracting parameters C(λ; z0) in the Inin for-
mula, which generate generalized resolvents (and therefore the corresponding
spectral functions), which have an analytic continuation on D ∪ De ∪∆ (we can
apply this theorem with ∆ instead of ∆). By Proposition 4.1 for these generalized
resolvents there correspond spectral functions F(δ) such that: F(∆) = 0. More-
over, the extracted class of parameters C(λ; z0) by condition 3) of Theorem 4.4,
depends on the operator V . Our aim here will be to find instead of condition 3)
other conditions, which will not use V .

Lemma 4.9. Let V be a closed isometric operator in a Hilbert space H, and
ζ ∈ T. Then

V PH
M0(V )f = ζ−1PH

M∞(V )f, ∀f ∈ Nζ(V ), (4.54)

and therefore ∥∥PH
M0(V )f

∥∥ =
∥∥PH

M∞(V )f
∥∥ , ∀f ∈ Nζ(V ); (4.55)∥∥PH

N0(V )f
∥∥ =

∥∥PH
N∞(V )f

∥∥ , ∀f ∈ Nζ(V ). (4.56)

Proof. Choose an arbitrary element f ∈ Nζ . For an arbitrary element u ∈
D(V ) = M0 we may write:(

ζ−1f − V PH
D(V )f, V u

)
H

= ζ−1(f, V u)H −
(
PH
D(V )f, u

)
H

= (f, ζV u)H − (f, u)H = (f, (ζV − EH)u)H = 0.

Therefore (ζ−1f − V PH
M0
f) ⊥M∞. Applying PH

M∞ to this element we get (4.54).
Relation (4.55) is obvious, since V is isometric. Then it easily follows (4.56). �
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Lemma 4.10. Let V be a closed isometric operator in a Hilbert space H, and C
be a linear bounded operator in H, D(C) = N0(V ), R(C) ⊆ N∞(V ). Let ζ ∈ T
be such number that ζ−1 be an eigenvalue of the operator V +

0;C = V ⊕C. If f ∈ H,

f 6= 0, is an eigenvector of V +
0;C, corresponding to ζ−1, then f ∈ Nζ(V ), and

CPH
N0(V )f = ζ−1PH

N∞(V )f. (4.57)

Proof. Let f be an eigenvalue of V +
0;C , corresponding to the eigenvalue ζ−1 ∈ T:

(V ⊕ C)f = V PH
M0
f + CPH

N0
f = ζ−1

(
PH
M∞f + PH

N∞f
)
.

By the orthogonality of summands, the last relation is equivalent to the following
two conditions:

V PH
M0
f = ζ−1PH

M∞f ; (4.58)

CPH
N0
f = ζ−1PH

N∞f, (4.59)

and (4.57) follows. Relation (4.58) implies PH
M∞(ζ−1f − V PH

M0
f) = 0; (ζ−1f −

V PH
M0
f) ⊥M∞. For an arbitrary element u ∈ D(V ) we may write:

0 =
(
ζ−1f − V PH

M0
f, V u

)
H

= ζ−1(f, V u)H −
(
PH
M0
f, u
)
H

= (f, ζV u)H − (f, u)H = (f, (ζV − EH)u)H .

Therefore f ∈ Nζ . �

For an arbitrary number ζ ∈ T, define an operator Wζ in the following way:

WζP
H
N0
f = ζ−1PH

N∞f, f ∈ Nζ , (4.60)

with the domain D(Wζ) = PH
N0
Nζ . Let us check that this definition is correct.

If an element g ∈ D(Wζ) admits two representations: g = PH
N0
f1 = PH

N0
f2,

f1, f2 ∈ Nζ , then PH
N0

(f1 − f2) = 0. By (4.56) this implies PH
N∞(f1 − f2) = 0, and

therefore the definition is correct.
Observe that Wζ is linear and∥∥WζP

H
N0
f
∥∥
H

=
∥∥PH

N∞f
∥∥
H

=
∥∥PH

N0
f
∥∥
H
.

Thus, the operator Wζ is isometric. Notice that R(Wζ) = PH
N∞Nζ .

Set

S = PH
N0
|Nζ , Q = PH

N∞|Nζ .
In what follows, we shall assume that ζ−1 is a point of the regular type of V . Let
us check that in this case the operators S and Q are invertible. Suppose to the
contrary that there exists an element f ∈ Nζ , f 6= 0: Sf = PH

N0
f = 0. Then

f = PH
M0
f 6= 0. By Theorem 4.6 we get f ∈ M0 ∩ Nζ = {0}. We come to a

contradiction.
In a similar manner, suppose that there exists an element g ∈ Nζ , g 6= 0: Qf =
PH
N∞f = 0. Then g = PH

M∞g 6= 0. By Theorem 4.6 we obtain that g ∈M∞∩Nζ =
{0}. We come to a contradiction, as well.
By Theorem 4.6 we get

PH
N0
Nζ = N0; PH

N∞Nζ = N∞.
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Thus, the operators S−1 and Q−1 are closed and they are defined on subspaces
N0 and N∞, respectively. Therefore S−1 and Q−1 are bounded. From (4.60) we
see that D(Wζ) = N0, R(Wζ) = N∞, and

Wζ = ζ−1QS−1. (4.61)

Theorem 4.11. Let V be a closed isometric operator in a Hilbert space H, and C
be a linear bounded operator in H, D(C) = N0(V ), R(C) ⊆ N∞(V ). Let ζ ∈ T,
and ζ−1 be a point of the regular type of V . The point ζ−1 is an eigenvalue of
V +

0;C = V ⊕ C, if and only if the following condition holds:

(C −Wζ)g = 0, g ∈ N0(V ), g 6= 0. (4.62)

Proof. Necessity. Since ζ−1 is an eigenvalue of V +
0;C = V ⊕ C, then by 4.10 we

obtain that there exists f ∈ Nζ , f 6= 0, such that

CPH
N0
f = ζ−1PH

N∞f. (4.63)

Comparing the last relation with the definition of Wζ we see that CPH
N0
f =

WζP
H
N0
f . Set g = PH

N0
f = Sf . Since S is invertible, then g 6= 0.

Sufficiency. From (4.62) we get (4.63) with f := S−1g. By Lemma 4.9 we see
that relations (4.58),(4.59) hold. This is equivalent, as we have seen before (4.58),
that ζ−1 is an eigenvalue of V +

0;C = V ⊕ C, corresponding to eigenvector f . �

Theorem 4.12. Let V be a closed isometric operator in a Hilbert space H, and C
be a linear bounded operator in H, D(C) = N0(V ), R(C) ⊆ N∞(V ). Let ζ ∈ T,
and ζ−1 is a point of the regular type of V . The following relation

R
(
V +

0;C − ζ
−1EH

)
= H, (4.64)

holds if and only if the following relations hold:

(C −Wζ)N0(V ) = N∞(V ); (4.65)

PH
M∞Mζ(V ) = M∞(V ). (4.66)

Proof. Necessity. Choose an arbitrary element h ∈ N∞. By (4.64) there exists
an element x ∈ H such that(

V +
0;C − ζ

−1EH
)
x = (V ⊕ C)x− ζ−1x = h. (4.67)

For an arbitrary u ∈ D(V ) we may write:

(x, (EH − ζV )u)H = (x, (V −1 − ζEH)V u)H = (x, ((V +
0;C)∗ − ζEH)V u)H

= ((V +
0;C − ζ

−1EH)x, V u)H = (h, V u)H = 0,

and therefore x ∈ Nζ . Set g = Sx ∈ N0. Using (4.61) write:

(C −Wζ)g = CSx−WζSx = CSx− ζ−1Qx.

Since h ∈ N∞, we apply PH
N∞ to equality (4.67) and get

CPH
N0
x− ζ−1PH

N∞x = h;

CSx− ζ−1Qx = h.

Therefore
(C −Wζ)g = h,
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and relation (4.65) holds.

Choose an arbitrary element ĥ ∈M∞. By (4.64) there exists x̂ ∈ H such that(
V +

0;C − ζ
−1EH

)
x̂ = (V ⊕ C)x̂− ζ−1x̂ = ĥ.

The last equality is equivalent to the following two equalities, obtained by an
application of projectors PH

M∞ and PH
N∞ :

V PH
M0
x̂− ζ−1PH

M∞x̂ = ĥ; (4.68)

CPH
N0
x̂− ζ−1PH

N∞x̂ = 0. (4.69)

By Theorem 4.6 we may write:

x̂ = xD(V ) + xNζ , xD(V ) ∈ D(V ), xNζ ∈ Nζ .

Substituting this decomposition in (4.69) we get

CPH
N0
xNζ − ζ−1PH

N∞xNζ − ζ
−1PH

N∞xD(V ) = 0;

(C −Wζ)P
H
N0
xNζ = ζ−1PH

N∞xD(V ).

On the other hand, substituting the decomposition in (4.68) we obtain that

V xD(V ) + V PH
M0
xNζ − ζ−1PH

M∞xD(V ) − ζ−1PH
M∞xNζ = ĥ;

V xD(V ) − ζ−1PH
M∞xD(V ) = ĥ,

where we used Lemma 4.9. Then

PH
M∞(V − ζ−1EH)xD(V ) = ĥ,

and relation (4.66) follows directly.
Sufficiency. Choose an arbitrary element h ∈ H, h = h1 + h2, h1 ∈ M∞,

h2 ∈ N∞. By (4.65) there exists an element g ∈ N0 such that

(C −Wζ) g = Cg −Wζg = h2.

Set x = S−1g ∈ Nζ . Then

CSx− ζ−1Qx = h2;

PH
N∞(V ⊕ C)PH

N0
x− ζ−1PH

N∞x = h2;

PH
N∞

(
V +

0;Cx− ζ
−1x
)

= h2.

By Lemma 4.9 we may write:

PH
M∞

(
V +

0;Cx− ζ
−1x
)

= V PH
M0
x− ζ−1PH

M∞x = 0.

Therefore (
V +

0;C − ζ
−1EH

)
x = h2. (4.70)

By (4.66) there exists an element w ∈Mζ such that

PH
M∞w = h1.

Let
w = (V − ζ−1EH)x̃D(V ), x̃D(V ) ∈ D(V ).

Then
V x̃D(V ) − ζ−1PH

M∞x̃D(V ) = h1. (4.71)
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By (4.65) there exists r ∈ N0 such that

(C −Wζ) r = ζ−1PH
N∞x̃D(V ).

Set x̃Nζ := S−1r ∈ Nζ . Then

(C −Wζ)P
H
N0
x̃Nζ = ζ−1PH

N∞x̃D(V );

CPH
N0
x̃Nζ − ζ−1PH

N∞x̃Nζ − ζ
−1PH

N∞x̃D(V ) = 0. (4.72)

Set x̃ = x̃D(V ) + x̃Nζ . By (4.72) we get

CPH
N0
x̃− ζ−1PH

N∞x̃ = 0. (4.73)

Using relation (4.71) and Lemma 4.9 we write:

h1 = V x̃D(V ) − ζ−1PH
M∞x̃D(V ) + V PH

M0
x̃Nζ − ζ−1PH

M∞x̃Nζ

= V PH
M0
x̃− ζ−1PH

M∞x̃. (4.74)

Adding relations (4.73) and (4.74) we get

(V ⊕ C)x̃− ζ−1x̃ =
(
V +

0;C − ζ
−1EH

)
x̃ = h1. (4.75)

Adding relations (4.70) and (4.75) we conclude that relation (4.64) holds. �

Theorem 4.13. Let V be a closed isometric operator in a Hilbert space H, and
∆ be an open arc of T such that ζ−1 is a point of the regular type of V , ∀ζ ∈ ∆.
Suppose that the following condition holds:

PH
M∞(V )Mζ(V ) = M∞(V ), ∀ζ ∈ ∆. (4.76)

Let Rz = Rz(V ) be an arbitrary generalized resolvent of V , and C(λ; 0) ∈
S(D;N0, N∞) corresponds to Rz(V ) by Inin’s formula (2.22). The operator-valued
function Rz(V ) has an analytic continuation on a set D ∪ De ∪∆ if and only if
the following conditions hold:

1) C(λ; 0) admits a continuation on a set D ∪ ∆ and this continuation is
continuous in the unform operator topology;

2) The continued function C(λ; 0) maps isometrically N0(V ) on the whole
N∞(V ), for all λ ∈ ∆;

3) The operator C(λ; 0)−Wλ is invertible for all λ ∈ ∆, and

(C(λ; 0)−Wλ)N0(V ) = N∞(V ), ∀λ ∈ ∆. (4.77)

Proof. Necessity. Suppose that Rz(V ) has an analytic continuation on a set
D ∪ De ∪ ∆. By Corollary 4.5 we conclude that conditions 1) and 2) hold, and
the operator (EH − λVC(λ;0);0)−1 = − 1

λ
((V ⊕ C(λ; 0)) − 1

λ
EH)−1 exists and it is

defined on the whole H, for all λ ∈ ∆. By Theorem 4.11 we obtain that the
operator C(λ; 0) −Wλ is invertible for all λ ∈ ∆. By Theorem 4.12 we obtain
that relation (4.77) holds.

Sufficiency. Suppose that conditions 1)-3) hold. By Theorem 4.12 we obtain
that R((V ⊕C(λ; 0))− 1

λ
EH) = R(EH−λVC(λ;0);0) = H. By Theorem 4.11 we see

that the operator (V ⊕ C(λ; 0))− 1
λ
EH is invertible. By Corollary 4.5 we obtain

that Rz(V ) admits an analytic continuation on a set D ∪ De ∪∆. �
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Remark 4.14. By Corollary 4.5, if Rz(V ) has an analytic continuation on a set
D ∪ De ∪ ∆, then ((V ⊕ C(λ; 0)) − 1

λ
EH)−1 exists and it is bounded. Therefore

the point λ−1, λ ∈ ∆, are points of the regular type of V .
On the other hand, by Theorem 4.12, in this case condition (4.76) holds. Thus,
by Proposition 4.1 condition (4.76) and a condition that points λ−1, λ ∈ ∆,
are points of the regular type of V , are necessary for the existence of a spectral
function F of V such that F(∆) = 0. Consequently, these conditions do not imply
on the generality of Theorem 4.13.

Now we shall obtain an analogous result but the corresponding conditions will
be put on the parameter C(λ; z0) of Inin’s formula for an arbitrary z0 ∈ D. Before
to do that, we shall prove the following simple proposition:

Proposition 4.15. Let V be a closed isometric operator in a Hilbert space H,
and z0 ∈ D be a fixed number. For an arbitrary ζ ∈ T the following two conditions
are equivalent:

(i) ζ−1 ∈ ρr(V );
(ii) 1−ζz0

ζ−z0 ∈ ρr(Vz0).

Proof. (i)⇒ (ii). We may write:

Vz0 −
1− ζz0

ζ − z0

EH = (V − z0EH)(EH − z0V )−1− 1− ζz0

ζ − z0

(EH − z0V )(EH − z0V )−1

=
ζ(1− |z0|2)

ζ − z0

(V − 1

ζ
EH)(EH − z0V )−1.

The operator in the right-hand side has a bounded inverse, defined on (V −
ζ−1EH)D(V ).
(ii)⇒ (i). We write:

V − 1

ζ
EH = (Vz0 + z0EH)(EH + z0Vz0)

−1 − 1

ζ
(EH + z0Vz0)(EH + z0Vz0)

−1

=
ζ − z0

ζ

(
Vz0 −

1− ζz0

ζ − z0

EH

)
(EH + z0Vz0)

−1,

and therefore the operator on the right has a bounded inverse, defined on (Vz0 −
1−ζz0
ζ−z0 EH)D(Vz0). �

Theorem 4.16. Let V be a closed isometric operator in a Hilbert space H, and
∆ be an open arc of T such that ζ−1 is a point of the regular type of V , ∀ζ ∈ ∆.
Let z0 ∈ D be an arbitrary fixed point, and suppose that the following condition
holds:

PH
M 1
z0

(V )M z0+ζ
1+ζz0

(V ) = M 1
z0

(V ), ∀ζ ∈ ∆. (4.78)

Let Rz = Rz(V ) be an arbitrary generalized resolvent of V , and C(λ; z0) ∈
S(D;Nz0 , N 1

z0

) corresponds to Rz(V ) by the Inin formula (2.22). The operator-

valued function Rz(V ) has an analytic continuation on a set D ∪ De ∪∆ if and
only if the following conditions hold:
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1) C(λ; z0) admits a continuation on a set D∪∆, which is continuous in the
uniform operator topology;

2) The continued function C(λ; z0) maps isometrically Nz0(V ) on the whole
N 1

z0

(V ), for all λ ∈ ∆;

3) The operator C(λ; z0)−Wλ;z0 is invertible for all λ ∈ ∆, and

(C(λ; z0)−Wλ;z0)Nz0(V ) = N 1
z0

(V ), ∀λ ∈ ∆.

Here the operator-valued function Wλ;z0 is defined by the following equality:

Wλ;z0P
H
Nz0 (V )f =

1− z0λ

λ− z0

PH
N 1
z0

(V )f, f ∈ Nλ(V ), λ ∈ T.

Proof. At first, we notice that in the case z0 = 0 this theorem coincides with
Theorem 4.13. Thus, we can now assume that z0 ∈ D\{0}.

Suppose that Rz(V ) admits an analytic continuation on a set D∪De∪∆. Recall
that the generalized resolvent Rz(V ) is connected with the generalized resolvent
Rz(Vz0) of Vz0 by (2.24) and this correspondence is one-to-one. Therefore Rz(Vz0)
admits an analytic continuation on a set Te ∪∆1, where

∆1 =

{
t̃ : t̃ =

λ− z0

1− z0λ
, λ ∈ ∆

}
.

By Proposition 4.15, points t̃−1, t̃ ∈ ∆1, are points of the regular type of the
operator Vz0 . Moreover, relation (4.76), written for Vz0 with ζ ∈ ∆1, coincides
with relation (4.78). We can apply Theorem 4.13 to Vz0 and an open arc ∆1.
Then if we rewrite conditions 1)-3) of that theorem in terms of C(λ; z0), using
the one-to-one correspondence between C(λ; z0) for V , and C(λ; 0) for Vz0 , we
easily obtain conditions 1)-3) of the theorem.

On the other hand, let conditions 1)-3) be satisfied. Then conditions of Theo-
rem 4.13 for Vz0 hold. Therefore the following function Rz(Vz0) admits an analytic
continuation on Te ∪ ∆1. Consequently, the function Rz(V ) admits an analytic
continuation on D ∪ De ∪∆. �

4.4. Spectral functions of a symmetric operator having a constant value
on an open real interval. Now we shall consider symmetric (not necessarily
densely defined) operators in a Hilbert space and obtain similar results for them
as for the isometric operators above. The next proposition is an analogue of
Proposition 4.1.

Proposition 4.17. Let A be a closed symmetric operator in a Hilbert space H,
and E(δ), δ ∈ B(R), be its spectral measure. The following two conditions are
equivalent:

(i) E(∆) = 0, for an open (finite or infinite) interval ∆ ⊆ R;
(ii) The generalized resolvent Rz(A), corresponding to the spectral measure

E(δ), admits an analytic continuation on a set Re∪∆, for an open (finite
or infinite) real interval ∆ ⊆ R.

Proof. At first, suppose that the interval ∆ is finite.
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(i)⇒(ii). In this case relation (2.29) has the following form:

(Rλh, g)H =

∫
R

1

t− λ
d(E(·)h, g)H =

∫
R

1

t− λ
d(Eth, g)H , ∀h, g ∈ H.

Choose an arbitrary number z0 ∈ ∆. Since the function 1
t−z0 is continuous and

bounded on R\∆, then there exists an integral

Iz0(h, g) :=

∫
R\∆

1

t− z0

d(E(·)h, g)H .

Then

|(Rzh, h)H − Iz0(h, h)| = |z − z0|
∣∣∣∣∫

R\∆

1

(t− z)(t− z0)
d(E(·)h, h)H

∣∣∣∣
≤ |z − z0|

∫
T\∆

1

|t− z||t− z0|
d(E(·)h, h)H , z ∈ Re.

There exists a neighborhood U(z0) of the point z0 such that |z − t| ≥ M1 > 0,
∀t ∈ R\∆, ∀z ∈ U(z0). Therefore the integral in the latter relation is bounded in
the neighborhood U(z0). We obtain that

(Rzh, h)H → Iz0(h, h), z ∈ Re, z → z0, ∀h ∈ H.

Using the properties of sesquilinear forms we conclude that

(Rzh, g)H → Iz0(h, g), z ∈ Re, z → z0, ∀h, g ∈ H.

Set

Rz̃ := w.− lim
z∈Re, z→z̃

Rz, ∀z̃ ∈ ∆.

We may write(
1

z − z0

(Rz −Rz0)h, h

)
H

=

∫
R\∆

1

(t− z)(t− z0)
d(E(·)h, h)H ,

z ∈ U(z0), h ∈ H.
The function under the integral sign is bounded in U(z0), and it tends to 1

(t−z0)2
.

By the Lebesgue theorem we get

lim
z→z0

(
1

z − z0

(Rz −Rz0)h, h

)
H

=

∫
R\∆

1

(t− z0)2
d(E(·)h, h)H ;

and therefore

lim
z→z0

(
1

z − z0

(Rz −Rz0)h, g

)
H

=

∫
R\∆

1

(t− z0)2
d(E(·)h, g)H ,

for h, g ∈ H. Consequently, there exists the derivative of Rz at z = z0.
(ii)⇒(i). Choose an arbitrary element h ∈ H, and consider the following function
σh(t) := (Eth, h)H , t ∈ R, where Et is a left-continuous spectral function of
A, corresponding to the spectral measure E(δ). Consider an arbitrary interval
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[t1, t2] ⊂ ∆. Assume that t1 and t2 are points of the continuity of the function
Et. By the Stieltjes-Perron inversion formula we may write:

σh(t2)− σh(t1) = lim
y→+0

∫ t2

t1

Im {(Rx+iyh, h)H} dx.

If {zn}∞n=1, zn ∈ Re, is an arbitrary sequence, tending to some real point x ∈
[t1, t2], then

zn → x = x, n→∞.
By the analyticity of the generalized resolvent in a neighborhood of x, we may
write:

Rzk → Rx, R∗zk → R∗x, k →∞.
By property (2.30) we get

R∗zk = Rzk → Rx, k →∞.
Therefore

R∗x = Rx, x ∈ [t1, t2].

Using the last equality we write:

Im {(Rx+iyh, h)H} → Im {(Rxh, h)H} = 0, y → +0, x ∈ [t1, t2]..

Since the generalized resolvent is analytic in [t1, t2], the function Im {(Rx+iyh, h)H}
is continuous and bounded on [t1, t2]. By the Lebesgue theorem we get

σh(t1) = σh(t2).

Since points were arbitrary it follows that the function σh(t) = (Eth, h)H is
constant on ∆. Since h was arbitrary,using properties of sesquilinear forms we
obtain that Et is constant.

Consider the case of an infinite ∆. In this case we can represent ∆ as a
countable union (not necessarily disjunct) finite open real intervals. Applying
the proved part of the proposition for the finite intervals we easily obtain the
required statements. We shall also need to use the σ-additivity of the orthogonal
spectral measures. �

The following auxiliary proposition is an analog of Proposition 4.15.

Proposition 4.18. Let A be a closed symmetric operator in a Hilbert space H,
and λ0 ∈ Re be a fixed number. For an arbitrary λ ∈ R the following two condi-
tions are equivalent:

(i) λ ∈ ρr(A);

(ii) λ−λ0
λ−λ0 ∈ ρr(Uλ0(A)), where Uλ0(A) is Cayley’s transformation of the oper-
ator A.

Proof. (i)⇒ (ii). We may write:

Uλ0(A)− λ− λ0

λ− λ0

EH = EH + (λ0 − λ0)(A− λ0EH)−1 − λ− λ0

λ− λ0

EH

= −λ0 − λ0

λ− λ0

(A− λEH)(A− λ0EH)−1.



278 S.M. ZAGORODNYUK

The operator on the right-hand side has the bounded inverse:

− λ− λ0

λ0 − λ0

(A− λ0EH)(A− λEH)−1 = − λ− λ0

λ0 − λ0

(
EH + (λ− λ0)(A− λEH)−1

)
,

defined on Mλ(A).
(ii)⇒ (i). The following relation holds:

A− λEH = λ0EH + (λ0 − λ0)(Uλ0(A)− EH)−1 − λEH

= (λ0 − λ)(Uλ0(A)− λ− λ0

λ− λ0

EH)(Uλ0(A)− EH)−1.

The operator on the right has the bounded inverse:

1

λ0 − λ
(Uλ0(A)− EH)(Uλ0(A)− λ− λ0

λ− λ0

EH)−1,

defined on (Uλ0(A)− λ−λ0
λ−λ0EH)D(Uλ0(A)). �

We shall need one more auxiliary proposition which is an addition to Theo-
rem 2.9

Proposition 4.19. Let A be a closed symmetric operator in a Hilbert space H,
and z ∈ Re be a fixed point. Let ∆ ⊆ R be a (finite or infinite) open interval,
and Rs;λ(A) be a generalized resolvent of A. The following two conditions are
equivalent:

(i) The generalized resolvent Rs;λ(A) admits an analytic continuation on a
set Re ∪∆;

(ii) The generalized resolvent Ru;ζ(Uz(A)), corresponding to the generalized
resolvent Rs;λ(A) by the one-to-one correspondence (2.34) from Theo-

rem 2.9, has an analytic continuation on Te ∪ ∆̃, where

∆̃ =

{
ζ ∈ T : ζ =

λ− z
λ− z

, λ ∈ ∆

}
. (4.79)

If condition (i) is satisfied, the the following statements are true:

the interval ∆ consists of points of the regular type of A; (4.80)

PH
Mz(A)Mλ(A) =Mz(A), ∀λ ∈ ∆, (4.81)

Moreover, condition (4.80) is equivalent to the following condition:

the interval ∆̃ consists of points ζ such that ζ−1 is a point

of the regular type of Uz(A); (4.82)

and condition (4.81) is equivalent to the following condition:

PH
M∞(Uz(A))Mζ(Uz(A)) = M∞(Uz(A)), ∀ζ ∈ ∆̃. (4.83)



GENERALIZED RESOLVENTS 279

Proof. (i)⇒(ii). Notice that the linear fractional transformation ζ = λ−z
λ−z maps

the real line on the unit circle. Relation (2.34) in terms of ζ reads

Ru;ζ(Uz) =
1

1− ζ
EH + (z − z)

ζ

(1− ζ)2
Rs; z−zζ

1−ζ
(A), ζ ∈ Te\{0}. (4.84)

Choose an arbitrary point ζ̂ ∈ ∆̃. Set λ̂ = z−zζ̂
1−ζ̂
∈ ∆. Consider an arbitrary

sequence {ζk}∞k=1, ζk ∈ Te\{0}, tending to ζ̂. The sequence {λk}∞k=1, λk := z−zζk
1−ζk

∈
Re\{z, z}, tends to λ̂. Writing relation (4.84) for elements of this sequence and
passing to the limit we conclude that the generalized resolvent Ru;ζ(Uz) can be

continued by the continuity on ∆̃. For the limit values relation (4.84) holds. From
the analyticity of the right-hand side of this relation it follows the analyticity of
the continued generalized resolvent Ru;ζ(Uz).

(ii)⇒(i). Let us express from (2.34) the generalized resolvent of A:

Rs;λ(A) =
z − z

(λ− z)(λ− z)

(
Ru;λ−z

λ−z
(Uz)−

λ− z
z − z

EH

)
, λ ∈ Re\{z, z}.

(4.85)
Proceeding in a similar manner as in the proof of the previous assertion we show
that Rs;λ(A) admits a continuation by the continuity on ∆, and this continuation
is analytic.

Let condition (i) be satisfied. By the proved part condition (ii) holds, as
well. As it was noticed in Remark 4.14, in this case there hold conditions (4.82)
and (4.83). It is enough to check the equivalence of relations (4.80) and (4.82),
and also of relations (4.81) and (4.83). The first equivalence follows from the

definition of ∆̃ and by Proposition 4.18. The second equivalence follows from
relation:

M∞(Uz(A)) =Mz(A), Mζ(Uz(A)) =M z−zζ
1−ζ

(A), ζ ∈ ∆̃.

�

Proposition 4.20. Let A be a closed symmetric operator in a Hilbert space H,
and z ∈ Re be an arbitrary fixed point. Let ∆ ⊆ R be a (finite or infinite)
open interval, and conditions (4.80) and (4.81) hold. Consider an arbitrary
generalized resolvent Rs;λ(A) of A. Let Ru;ζ(Uz(A)) be generalized resolvent,
corresponding to Rs;λ(A) by relation (2.34) from Theorem 2.9, and C(λ; 0) ∈
S(D;N0(Uz(A)), N∞(Uz(A))) corresponds to Ru;ζ(Uz(A)) by Inin’s formula (2.22).

The generalized resolvent Rs;λ(A) admits an analytic continuation on Re ∪∆
if and only if the following conditions hold:

1) C(λ; 0) admits a continuation on D∪∆̃ and this continuation is continuous
in the uniform operator topology;

2) The continued function C(λ; 0) maps isometrically N0(Uz(A)) on the whole

N∞(Uz(A)), for all λ ∈ ∆̃;

3) The operator C(λ; 0)−Wλ is invertible for all λ ∈ ∆̃, and

(C(λ; 0)−Wλ)N0(Uz(A)) = N∞(Uz(A)), ∀λ ∈ ∆̃,
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where the operator-valued function Wλ is defined for Uz(A) by (4.60).

Here ∆̃ is from (4.79).

Proof. By Proposition 4.19 a possibility of an analytic continuation of Rs;λ(A) on
Re∪∆ is equivalent to a possibility of an analytic continuation of Ru;ζ(Uz(A)) on

Te∪∆̃. Using the equivalence of conditions (4.80),(4.81) and conditions (4.82),(4.83)

we can apply Theorem 4.13 for Uz(A) and ∆̃, and the required result follows. �

Consider an arbitrary symmetric operator A in a Hilbert space H. Fix an
arbitrary number z ∈ Re. Consider an arbitrary generalized resolvent Rs;λ(A)
of A and the corresponding to it by (4.85) the generalized resolvent Ru;ζ(Uz) of
Uz(A). The linear fractional transformation ζ = λ−z

λ−z maps Πz onD. Restrict
relation (4.85) on Πz:

Rs;λ(A) =
z − z

(λ− z)(λ− z)

(
Ru;λ−z

λ−z
(Uz)−

λ− z
z − z

EH

)
, λ ∈ Πz\{z}.

For the generalized resolvent Ru;λ−z
λ−z

(Uz) we can use the Chumakin formula, and

for the generalized resolvent Rs;λ(A) we can apply the Shtraus formula:(
AF (λ),z − λEH

)−1

=
z − z

(λ− z)(λ− z)

([
EH −

λ− z
λ− z

(Uz ⊕ Φλ−z
λ−z

)

]−1

− λ− z
z − z

EH

)
,

λ ∈ Πz\{z}.
where F (λ) is a function from Sa;z(Πz;Nz(A),Nz(A)), Φζ is a function from
S(D;N0(Uz(A)), N∞(Uz(A))) = S(D;Nz(A),Nz(A)). Observe that Φζ = C(ζ; 0),
where C(ζ; 0) is a parameter from the Inin formula, corresponding to Ru;λ−z

λ−z
(Uz).

After some transformations of the right-hand side we get(
AF (λ),z − λEH

)−1

=
1

λ− z

(
(Uz ⊕ Φλ−z

λ−z
)− EH

)[
EH −

λ− z
λ− z

(Uz ⊕ Φλ−z
λ−z

)

]−1

, λ ∈ Πz\{z}.

(4.86)

If for some h ∈ H, h 6= 0, we had
(

(Uz ⊕ Φλ−z
λ−z

)− EH
)
h = 0, then we we would

set g =
[
EH − λ−z

λ−z (Uz ⊕ Φλ−z
λ−z

)
]
h 6= 0, and from (4.86) we would get(

AF (λ),z − λEH
)−1

g = 0,

what is impossible. Therefore there exists the inverse
(

(Uz ⊕ Φλ−z
λ−z

)− EH
)−1

.

Then

AF (λ),z − λEH

= (λ− z)

[
EH −

λ− z
λ− z

(Uz ⊕ Φλ−z
λ−z

)

](
(Uz ⊕ Φλ−z

λ−z
)− EH

)−1

, λ ∈ Πz\{z}.
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After elementary transformations we get

AF (λ),z = zEH + (z − z)
(

(Uz ⊕ Φλ−z
λ−z

)− EH
)−1

, λ ∈ Πz\{z}.

Recalling the definition of the quasi-self-adjoint extension AF (λ),z we write:

((Uz ⊕ F (λ))− EH)−1 =
(

(Uz ⊕ Φλ−z
λ−z

)− EH
)−1

,

Uz ⊕ F (λ) = Uz ⊕ Φλ−z
λ−z

, λ ∈ Πz\{z}.

Therefore

F (λ) = Φλ−z
λ−z

= C

(
λ− z
λ− z

; 0

)
, λ ∈ Πz, (4.87)

where the equality for λ = z follows from the continuity of F (λ) and Φζ .

Theorem 4.21. Let A be a closed symmetric operator in a Hilbert space H, and
z ∈ Re be an arbitrary fixed point. Let ∆ ⊆ R be a (finite or infinite) open
interval, and conditions (4.80) and (4.81) hold. Consider an arbitrary general-
ized resolvent Rs;λ(A) of A. Let F (λ) ∈ Sa;z(Πz;Nz(A),Nz(A)) corresponds to
Rs;λ(A) by the Shtraus formula (3.118). The generalized resolvent Rs;λ(A) ad-
mits an analytic continuation on Re ∪ ∆ if and only if the following conditions
hold:

1) F (λ) admits a continuation onRe∪∆ and this continuation is continuous
in the uniform operator topology;

2) The continued function F (λ) maps isometrically Nz(A) on the whole Nz(A),
for all λ ∈ ∆;

3) The operator F (λ)−Wλ is invertible for all λ ∈ ∆, and

(F (λ)−Wλ)Nz(A) = Nz(A), ∀λ ∈ ∆,

where Wλ = Wλ−z
λ−z

, λ ∈ ∆, and Wζ is defined for Uz(A) by (4.60).

Proof. For the generalized resolvent Rs;λ(A) by (4.85) it corresponds a generalized
resolvent of the Cayley transformation Ru;ζ(Uz(A)).
Let C(ζ; 0) ∈ S(D;N0(Uz(A)), N∞(Uz(A))) be a parameter from Inin’s formula,

corresponding to Ru;ζ(Uz(A)). Consider an arc ∆̃ from (4.79).
Necessity. Let the generalized resolvent Rs;λ(A) admits an analytic continuation
on Re ∪∆. By 4.20 for the parameter C(ζ; 0) it holds:

(a) C(ζ; 0) admits a continuation on D∪∆̃ and this continuation is continuous
in the uniform operator topology;

(b) The continued function C(ζ; 0) maps isometrically N0(Uz(A)) = Nz(A)

on the whole N∞(Uz(A)) = Nz(A), for all ζ ∈ ∆̃;

(c) The operator C(ζ; 0)−Wζ is invertible for all ζ ∈ ∆̃, and

(C(ζ; 0)−Wζ)N0(Uz(A)) = N∞(Uz(A)), ∀ζ ∈ ∆̃,

where Wζ is defined for Uz(A) by (4.60).
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Define a function F+(λ) in the following way:

F+(λ) = C

(
λ− z
λ− z

; 0

)
, λ ∈ Πz ∪∆.

By (4.87) this function is an extension of the parameter F (λ), corresponding to
the generalized resolvent by the Shtraus formula. From condition (a) it follows
that this continuation is continuous in the uniform operator topology. From
condition (b) it follows that F+(λ) maps isometrically Nz(A) on the whole Nz(A),
for all λ ∈ ∆. Consider a function Wλ = Wλ−z

λ−z
, λ ∈ ∆. From condition (c) it

follows that F+(λ; 0)−Wλ is invertible for all λ ∈ ∆, and

(F+(λ)−Wλ)Nz(A) = Nz(A), ∀λ ∈ ∆.

Sufficiency. Suppose that for the parameter F (λ), corresponding to the gener-
alized resolvent Rs;λ(A) by the Shtraus formula, conditions 1)-3) hold. Define a
function C+(ζ; 0) in the following way:

C+(ζ; 0) = F

(
z − zζ
1− ζ

)
, ζ ∈ D ∪ ∆̃.

By (4.87) this function is a continuation of the parameter C(ζ; 0). From con-
dition 1) it follows that this continuation is continuous in the uniform oper-
ator topology. From condition 2) it follows that C+(ζ; 0) maps isometrically

N0(Uz(A)) = Nz(A) on the whole N∞(Uz(A)) = Nz(A), for all ζ ∈ ∆̃. Finally,

condition 3) means that C+(ζ; 0)−Wζ is invertible for all ζ ∈ ∆̃, and

(C+(ζ; 0)−Wζ)N0(Uz(A)) = N∞(Uz(A)), ∀ζ ∈ ∆̃.

By Proposition 4.20 we conclude that the generalized resolvent Rs;λ(A) admits
an analytic continuation on Re ∪∆. �

Notice that by (4.60) the functionWλ from the formulation of the last theorem
has the following form:

WλP
H
Nz(A)f =

λ− z
λ− z

PH
Nz(A)f, f ∈ Nλ(A), λ ∈ ∆.

Moreover, we emphasize that conditions (4.80) and (4.81) are necessary for the
existence at least one generalized resolvent of A, which admits an analytic contin-
uation on Re∪∆. Consequently, these conditions does not imply on the generality
of a description such generalized resolvents in Theorem 4.21.

5. Formal credits.

Section 2. §2.1. Results of this subsection, except for Propositions, belong
to Chumakin, see [4, 6]. Propositions 2.4-2.6 belong to Shtraus, see [38, footnote
on page 83], [41, Lemma 1.1, Lemma 1.2].
§2.2. Chumakin’s formula appeared in papers of Chumakin [4] and [6].
§2.3. Inin’s formula was obtained in the paper [16, Theorem]. Our proof differs
from the original proof and it is based directly on the use of Chumakin’s formula
for the generalized resolvents and a method which is similar to the method of
Chumakin in the paper [5].
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§2.4. The definition of the generalized resolvent of a symmetric, not necessarily
densely defined operator in a Hilbert space belongs to Shtraus and he established
its basic properties, see [38, 42]. A connection between the generalized resolvents
of a symmetric operator and the generalized resolvent its Cayley transformation
(Theorem 2.9) in a somewhat less general form was established by Chumakin
in [5].
§2.5. The Shtraus formula was obtained in [38]. Our proof differs from the
original one and we follow the idea of Chumakin, proposed in [5].
Section 3. This section is based on results of Shtraus from papers [38, 39, 40,

41, 42], see also references in these papers.
Section 4. §4.1. Proposition 4.1 is an analog of Theorem 3.1 (A),(B) in

a paper of McKelvey [30], see also [45, Lemma 1.1]. Theorem 4.2 is an analog
of Theorem 2.1 (A) in a paper of McKelvey [30]. Theorem 4.4 is an analog of
Theorem 2.1 (B) in a paper of McKelvey [30].
§4.2. Theorem 4.6 appeared in [36, Lemma 1]. However her proof was based
on a lemma of Shmulyan [37, Lemma 3]. As far as we know, no correct proof
of this lemma was published. An attempt to prove the lemma of Shmulyan was
performed by L.A. Shtraus in [43, Lemma]. Unfortunately, the proof was not
complete. We used the idea of L.A. Shtraus for the proof of a weaker result:
Theorem 4.6.
§4.3. Results of this subsection mostly belong to Ryabtseva, in some cases with
our filling of gaps in proofs, corrections and a generalization. For Lemmas 4.9,
4.10 see Lemma 2 and its corollary, and also Lemma 3 in [36]. Theorem 4.11 was
obtained in [36, Theorem 1]. Theorem 4.12 is a corrected version of Theorem 2
in [36]. Theorem 4.13 is a little corrected version of Theorem 4 in [36]. For
Proposition 4.15 see [16, p. 34].
§4.4. Proposition 4.17 is contained in Theorem 3.1 (A),(B) in a paper of McK-
elvey [30], see also [45, Lemma 1.1]. Theorem 4.21 is close to results of Varlamova-
Luks, see [47, Theorem], [46, Theorem 2], [45, Theorem 3.1].
Some results from Section 4 were appeared in [53].

Acknowledgments. The author expresses his gratitude to Professors Zolotarev
and Yantsevich for their permanent support.
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