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Reverse Mathematics
and Fully Ordered Groups

REED SOLOMON

Abstract We study theorems of ordered groups from the perspective of re-
verse mathematics. We show thatRCA0 suffices to prove Ḧolder’s Theorem
and give equivalences of bothWKL0 (the orderability of torsion free nilpotent
groups and direct products, the classical semigroup conditions for orderability)
andACA0 (the existence of induced partial orders in quotient groups, the exis-
tence of the center, and the existence of the strong divisible closure).

1 Introduction The fundamental question in reverse mathematics is to determine
which set existence axioms are required to prove particular theorems of ordinary
mathematics. In this case, we consider theorems about ordered groups. Whereas this
section gives some background material on reverse mathematics, it is not intended as
an introduction to the subject. The reader who is unfamiliar with this area is referred
to Simpson [15] or Friedman, Simpson, and Smith [4] for more details. This article
is, however, self-contained with respect to the material on ordered groups.

Wewill be concerned with three subsystems of second-order arithmetic:RCA0,
WKL0, andACA0. RCA0 contains the ordered semiring axioms for the natural num-
bers plus�0

1 comprehension,�0
1 formula induction and the set induction axiom

∀X
((

0 ∈ X ∧ ∀n(n ∈ X → n + 1 ∈ X)
) → ∀n(n ∈ X)

)
.

The�0
1 comprehension scheme consists of all axioms of the form

∀n
(
ϕ(n) ←→ ψ(n)

) → ∃X ∀n
(
n ∈ X ←→ ϕ(n)

)
whereϕ is a�0

1 formula,ψ is a�0
1 formula, andX does not occur freely in eitherϕ

or ψ. The�0
1 formula induction scheme contains the following axiom for each�0

1
formulaϕ, (

ϕ(0) ∧ ∀n
(
ϕ(n) → ϕ(n + 1)

)) → ∀n
(
ϕ(n)

)
.
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Wewill useN to denote the set defined by the formulax = x. Notice that in the com-
prehension schemeϕ may contain free set variables other thanX as parameters.

The computable sets form the minimumω-model ofRCA0 and anyω-model
of RCA0 is closed under Turing reducibility.RCA0 is strong enough to prove the
existence of a set of unique codes for the finite sequences of elements from any set
X. We use FinX to denote this set of codes. Also, we use〈a, b〉, or more gener-
ally 〈x0, . . . , xn〉, to denote pairs, or longer sequences, of elements ofN. For any se-
quencesσ andτ, wedenote the length ofσ by lh(σ), thekth element ofσ byσ(k), and
the concatenation ofσ andτ by σ ∗ τ. The empty sequence is denoted by〈〉 and has
length 0. Theith column ofX is denotedXi and consists of alln such that〈n, i〉 ∈ X.

Definition 1.1 (RCA0) A binary branching tree is a setT ⊆ Fin{0,1} which is
closed under initial segments. Apath throughT is a function f : N → {0,1} such
that for alln, f [n] = 〈 f (0), . . . , f (n − 1)〉 ∈ T .

Lemma 1.2 (Weak König’s Lemma) Every infinite binary branching tree has a
path.

WKL0 consists ofRCA0 plus Weak K̈onig’s Lemma andACA0 consists ofRCA0

plus arithmetic comprehension. Anyω-model ofACA0 is closed under the Turing
jump and the arithmetic sets form the minimumω-model ofACA0. Theω-models
of WKL0 are exactly the Scott sets and by the Low Basis Theorem each must contain
a set of low Turing degree (on the Low Basis Theorem, see Jockusch and Soare [8]).

We useRCA0 as our base system, which means that ifRCA0 � T , we will not
look for a proof ofT in a weaker subsystem. However, if we find a proof ofT in
ACA0 or WKL0 and not inRCA0, then we will try to show thatRCA0 + T suffices
to prove the extra axioms inACA0 or WKL0. When proving such a reversal, the
following theorems are extremely useful (for proofs, see [15]).

Theorem 1.3 (RCA0) The following are equivalent:

1. WKL0

2. For every pair of functions f, g such that for all m, n, f (n) �= g(m), there exists
a set X such that for all m, f (m) ∈ X and g(m) �∈ X.

Theorem 1.4 (RCA0) The following are equivalent:

1. ACA0

2. The range of every 1− 1 function exists.

Given the characterizations of theω-models ofRCA0, WKL0, andACA0 in terms of
Turing degrees, it is not surprising that equivalences in reverse mathematics have im-
mediate consequences in computable mathematics. Any theorem provable inRCA0

is effectively true, whereas the effective version of any theorem equivalent toWKL0

or ACA0 is not true. Results in computable mathematics are stated as corollaries
throughout this article.

In Section2, we present the basic definitions for partially and fully ordered
groups. The main result is thatRCA0 suffices to prove the existence of the induced or-
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der on the quotient of a fully ordered group by a convex normal subgroup, butACA0

is required for the induced order on the quotient of a partially ordered group.
Sections3and4deal with group conditions that imply full orderability. Downey

and Kurtz [3] were the first to explore the computational content of the classical theo-
rem stating that every torsion free abelian group is fully orderable. They constructed
a computable torsion free abelian group with no computable full order. Hatzikiriakou
and Simpson [7] went on to show that this theorem is equivalent toWKL0. In Sec-
tion 3, we show thatWKL0 is in fact equivalent to the theorem that every torsion free
nilpotent group is fully orderable. In Section4, we consider direct products of fully
ordered groups.RCA0 suffices to prove that any finite direct product of fully order-
able groups is fully orderable, but because of uniformity issues,WKL0 is required
for countable products.

As a side issue from the work on nilpotent groups, we examine the center of
a group in Section5. Not surprisingly, the existence of the center is equivalent to
ACA0. As acorollary, we show that the center of a computable nilpotent group can
be as complicated as 0′, even if the length of the lower central series is three and the
group is computably fully orderable. This result illustrates the computation difference
between finitely and infinitely generated nilpotent groups (see Baumslag et al. [1]).

In addition to studying group conditions, algebraists have looked at semigroup
conditions that imply orderability. We consider three of these conditions in Section6
and prove that each is equivalent toWKL0.

Hölder’s Theorem states that every Archimedean fully ordered group is order
isomorphic to a subgroup of the additive group of the real numbers under the standard
order. In Section7 we show that Ḧolder’s Theorem is provable inRCA0 and hence
is effectively true.

Finally, we turn to the divisible closure of an abelian group. There are three inter-
esting questions to ask about divisible closures in reverse mathematics: which axioms
are required to prove that they exist, which are required to prove that they are unique,
and which are required to prove that the original group is isomorphic to a subgroup of
the divisible closure. In the context of ordered groups, we can also ask if the answer
to any of these question is affected by having a full order on the group. Smith [16]
proved that each computable group has a computable divisible closure. Friedman,
Simpson, and Smith [4] showed thatRCA0 suffices to prove the divisible closure ex-
ists and thatACA0 is equivalent to its uniqueness. Downey and Kurtz [3] proved that
each computably fully ordered computable group has a unique computably fully or-
dered computable divisible closure whose order extends that of the original group. In
Section8, weconsider the notion of the strong divisible closure and prove that the ex-
istence of a strong divisible closure is equivalent toACA0, even if the group is fully
ordered.

The notation for objects from computability theory will follow Soare [17]. For
example, we use≤T to denote Turing reducibility and 0′ for the Turing jump of the
empty set. The notation for ordered groups will follow Fuchs [6] and Kokirin and
Kopytov [10].

2 Ordered quotient groups The main result of this section is thatRCA0 suffices
to prove the existence of the induced order on the quotient of a fully ordered group,
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butACA0 is required if the group is only partially ordered.

Definition 2.1 (RCA0) A group is a setG ⊆ N together with a constant, 1G (or
sometimes 0G), and an operation,·G, which obeys the usual group axioms.

Definition 2.2 (RCA0) A partial order is a set X together with a binary relation
≤X which satisfies the standard axioms for a partial order.

Definition 2.3 (RCA0) A partially ordered (p.o.) group is a pair(G,≤G) where
G is a group,≤G is a partial order on the elements of G, and for anya, b, c ∈ G, if
a ≤G b thena ·G c ≤G b ·G c andc ·G a ≤G c ·G b. If the order is a linear order, the pair
(G,≤G) is called afully ordered (f.o.) group. A group for which there exists some
full order is called anO-group.

Except for cases when they are needed to avoid confusion, the subscripts on·G and
≤G are dropped.

Example 2.4 The additive groups(R,+), (Q,+), and(Z,+) with the standard
orders are f.o. groups. LetQ+ andR+ be the strictly positive rational and real num-
bers. The multiplicative groups(R+, ·) and(Q+, ·) are f.o. groups under the standard
orders.

Example 2.5 The most important example for our purposes is the free abelian
group onω generators. LetG be the free abelian group with generatorsai for i ∈ ω.
Elements ofG have the form

∑
i∈I riai whereI ⊆ ω is a finite set,ri ∈ Z andri �= 0.

Tocompare the element above with
∑

j∈J q ja j, let K = I ∪ J. For eachk ∈ K, define
rk = 0 if k ∈ J \ I andqk = 0 is k ∈ I \ J. Let k be the maximum element ofK such
thatrk �= qk. The order is given by:

∑
i∈I riai ≤ ∑

j∈J q ja j if and only if rk ≤ qk.
This order makesG into an f.o. group.

As expected,RCA0 suffices to prove many basic facts about p.o. groups.

Lemma 2.6 (RCA0) Let (G,≤) be a p.o. group.

1. If a < b then ac < bc and ca < cb.

2. If a < b then c−1ac < c−1bc.

3. If a < b then b−1 < a−1.

4. If a < b and c < d then ac < bd.

Defining a partial order can sometimes be notationally complicated. It is frequently
easier to specify only the elements which are greater than the identity. Such a speci-
fication uniquely determines the order.

Definition 2.7 (RCA0) Thepositive cone, P(G,≤G) of a p.o. group is the set of
elements which are greater than or equal to the identity.

P(G,≤G) = {g ∈ G | 1G ≤G g}

Each elementx ∈ P(G,≤G) is calledpositive. Sometimes we consider thestrict pos-
itive cone which contains only the elements strictly greater than the identity.
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When the intended order≤G is clear,P(G) is used instead ofP(G,≤G). Because
P(G) has a�0

0 definition,RCA0 is strong enough to prove its existence. Conversely,
the relationship between any two elements can be defined inRCA0 using P(G) as
a parameter becausea ≤ b if and only if a−1b ∈ P(G). Hence,RCA0 suffices to
prove that each positive cone uniquely determines an order onG. Notice that ifG is
a computable group, we have deg(P(G)) = deg(≤G) for any partial order≤G and
its associated positive cone.

Example 2.8 The complex numbers(C,+) with the set of positive elements
P(G) = {x + yi | x > 0 ∨ ( x = 0∧ y ≥ 0 )} forms an f.o. group. The group(Q+, ·)
with the order determined byP(G) = N+ is a p.o. group. Unraveling the definition
of the positive cone shows that ifa, b ∈ Q+ thena ≤ b if and only if a dividesb. This
order is not a full order but does form a lattice.

There are classical algebraic conditions which determine if an arbitrary subset of a
group is the positive cone for some full or partial order on that group.

Definition 2.9 (RCA0) If X ⊆ G, thenX−1 = { g−1 | g ∈ X }. X is afull subset of
G if X ∪ X−1 = G andX is apure subset of G if X ∩ X−1 ⊆ {1G}.
Theorem 2.10 (RCA0) A subset P of a group G is the positive cone of some partial
order on G if and only if P is a normal pure semigroup with identity. Furthermore,
P is the positive cone of a full order if and only if in addition P is full.

Proof: The standard proof of this theorem carries through inRCA0. For details, see
[10] or [6]. �
One can state a similar result for the strict positive cone.P is the strict positive cone
of a full order if and only ifP is a normal semigroup,P ∪ P−1 = G \ {1G}, andP ∩
P−1 = ∅.

In the study of ordered groups, it is natural to ask which theorems of group theory
hold for ordered groups and which theorems either fail completely or require extra
conditions. For example, ifH is a normal subgroup ofG, thenG/H inherits a group
structure fromG. However, if G is partially ordered, thenH must also be convex
(defined below) for the partial order onG to induce a natural partial order onG/H.
To formulate this statement in second-order arithmetic, we first need a definition for
the quotient group. Unique representatives of each cosetgH in G/H are chosen by
picking the≤N-least element ofgH. These choices can be made inRCA0 because
mH = nH if and only if m−1n ∈ H.

Definition 2.11 (RCA0) If G is a group andH is a normal subgroup ofG, then the
quotient group G/H is defined by the set

{ n | n ∈ G ∧ ∀m < n (m �∈ G ∨ m−1 · n �∈ H) }
and the operationa ·G/H b = c if and only if a, b, c ∈ G/H andc−1 ·G a ·G b ∈ H.

Definition 2.12 (RCA0) A subsetX of a partial orderY is convex if

∀a, b, x ∈ Y
(
(a, b ∈ X ∧ a ≤ x ≤ b) → x ∈ X

)
.

A subgroupH of a p.o. groupG is convex if it is convex as a subset ofG.
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Definition 2.13 Let (G,≤) be a p.o. group andH aconvex normal subgroup. The
induced order, ≤G/H , on G/H is defined bya ≤G/H b if and only if ∃h ∈ H(a ≤G

bh).

A useful variant of this definition is thatP(G/H) is the image ofP(G) under the
canonical mapG → G/H.

P(G/H) = { g ∈ G/H | ∃h ∈ H (gh ∈ P(G)) }
As above, the subscript on≤G/H is dropped as long as it is clear whethera andb are
being compared as elements ofG or G/H. When the context is not clear, we denote
elements ofG/H by aH andbH.

We would like to know which set existence axioms are required to form the in-
duced order onG/H. It turns out that the answer depends on whether we have a full or
partial order onG. The condition in Definition2.13is �0

1, so�0
1 comprehension cer-

tainly suffices. The following theorem shows that in the case of fully ordered groups,
we can do better than the�0

1 definition.

Theorem 2.14 (RCA0) Let (G,≤) be an f.o. group and H a convex normal sub-
group. The induced order on G/H exists.

Proof: Let a, b ∈ G/H anda �= b. Becausea andb are representatives of different
cosets,ab−1 �∈ H.

Claim 2.15 ∃h ∈ H (a ≤ bh) if and only if a ≤ b.

If a ≤ b then, because 1G ∈ H, it follows that∃h ∈ H (a ≤ bh). For the other direc-
tion, suppose∃h ∈ H(a ≤ bh) andb < a. Thenb < a ≤ bh and so 1G < b−1a ≤ h.
SinceH is convex,b−1a ∈ H which gives a contradiction. The induced order can
now be given by a�0

0 condition:aH ≤ bH if and only if aH = bH or a < b. �

Corollary 2.16 If (G,≤G) is a computably fully ordered computable group and H
is a computable convex normal subgroup, then the induced order on G/H is com-
putable.

It is also important to know when we can combine full orders onG/H andH to form
afull order onG under whichH is convex and the induced orders onH andG/H are
the ones with which we started. Notice that an order onH is not necessarily preserved
under conjugation by arbitrary elements ofG, but that any order onG must have this
property. Hence a necessary condition for an order onH to extend to all ofG, is that
a ≤H b impliesgag−1 ≤H gbg−1 for all g ∈ G. This condition is also sufficient.

Definition 2.17 (RCA0) Let H be a normal subgroup ofG and≤ a full order on
H. (H,≤) is fully G -ordered if for any a, b ∈ H andg ∈ G, a ≤ b impliesgag−1 ≤
gbg−1.

Theorem 2.18 (RCA0) Let (H,≤H ) be a fully G-ordered normal subgroup and
(G/H,≤G/H ) an f.o. group. G admits a full order under which the induced orders
on H and G/H correspond to those given and H is convex.

Proof: The standard proof goes through inRCA0. The idea is that givena, b ∈ G,
we definea ≤G b if and only if eitheraH ≤G/H bH or aH = bH anda−1b ∈ P(H).
For more details, see [10]. �
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Next we show thatACA0 is equivalent to the existence of the induced order on the
quotient of a p.o. group. By Theorem1.4, ACA0 is equivalent to the existent of the
range of an arbitrary 1− 1 function. Given such a function, the strategy is to code its
range into a group in such a way that it can be recovered from the order on the quotient
group. The torsion free abelian groupA on generatorsai, bi for i ∈ N is used to do
the coding. The first step is to present this group formally. BecauseA is an abelian
group, we use additive notation.

The elements ofA are quadruples of finite sets(I, q, J, p) where I and J are
finite subsets ofN and p andq represent functions

q : I → Z \ {0} and p : J → Z \ {0}.
The element represented by(I, q, J, p) is denoted

∑
i∈I qiai + ∑

j∈J p jb j. The el-
ements represented by(I, q, J, p) and(I ′, q′, J ′, p′) are equal if and only ifI = I ′,
J = J ′, q = q′ and p = p′. The sum(∑

i∈I

qiai +
∑
j∈J

p jb j

)
+

(∑
k∈K

rkak +
∑
l∈L

slbl

)

is
∑

m∈M tmam + ∑
n∈N unbn whereM = (I ∪ K) \ {x ∈ I ∩ K |qx + rx = 0} and

tm =



qm if m ∈ I \ K
rm if m ∈ K \ I
qm + rm if m ∈ K ∩ I.

N and un are defined similarly. The identity element, 0A, is represented by
(∅,∅,∅,∅) and if g is represented by(I, q, J, p), theng−1 is the sum∑

i∈I

−qiai +
∑
j∈J

−p jb j.

Theorem 2.19 (RCA0) The following are equivalent:

1. ACA0

2. For every p.o. group (G,≤G) and every convex normal subgroup H, the in-
duced order ≤G/H on G/H exists.

Proof:

Case 1: (1) =⇒ (2) :

For x, y ∈ G/H, use�0
1 comprehension inACA0 to define the relation

x ≤G/H y ←→ ∃h ∈ H (x ≤G yh).

Case 2: (2) =⇒ (1) :

Let f : N → N be a 1− 1 function. By Theorem1.4, it suffices to show that the
range of f exists. DefineP(A) to be the semigroup generated by theai’s using�0

0
comprehension.

P(A) =
{ ∑

i∈I

qiai +
∑
j∈J

p jb j

∣∣∣∣ J = ∅ ∧ ∀i ∈ I(qi > 0)

}

This definition is�0
0 because∀i ∈ I is a bounded quantifier.
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Claim 2.20 P(A) is the positive cone for a partial order on A.

It suffices to show thatP(A) is a pure normal semigroup with identity. By definition,
0A ∈ P(A). P(A) is normal because it is a subset of an abelian group andP(A) is
a semigroup since it is closed under componentwise addition. Finally, sinceP−1(A)

is defined by

P−1(A) =
{ ∑

i∈I

qiai +
∑
j∈J

p jb j

∣∣∣∣ J = ∅ ∧ ∀i ∈ I(qi < 0)

}
,

it is clear thatP(A) is pure.
Let H be the subgroup generated by elements of the form−an + bm where

f (n) = m. Formally,
∑

i∈I qiai + ∑
j∈J p jb j is in H if and only if eitherI = J = ∅

or I �= ∅ and

∀i ∈ I( f (i) ∈ J ∧ qi = −p f (i)) ∧ ∀ j ∈ J ∃i ∈ I( f (i) = j ∧ qi = −p j).

This condition is�0
0 since all the quantification is bounded.H is normal because the

group is abelian.

Claim 2.21 H is convex.

It suffices to show that there are no nontrivial intervals inH. That is, for anyc, d ∈ H,
c ≤ d impliesc = d. Notice that anyc, d ∈ H can be expressed as

c =
∑
i∈I

−qiai +
∑
i∈I

qib f (i) and d =
∑
j∈J

−p ja j +
∑
j∈J

p jb f ( j).

If c ≤ d, then−c + d ∈ P(A). Since P(A) is generated by theai’s, the bi part of
the sums must cancel out. Hence

∑
i∈I −qib f (i) + ∑

j∈J p jb f ( j) = 0. Since 0 is
represented by the quadruple(∅,∅,∅,∅), wehaveI = J andq = p. Hencec = d
as required.

Now thatA, P(A), andH are defined, all that remains to show is how the range
of f can be defined from the induced order≤A/H on A/H. This definition follows
from the final two claims.

Claim 2.22 The existence of ≤A/H implies the existence of P(A) + H.

Given x ∈ A, we need to decide ifx ∈ P(A) + H. Let n ∈ A/H be such thatn +
H = x + H. Sincex andn differ by an element ofH, x ∈ P(A) + H if and only if
n ∈ P(A) + H. However,

0A/H ≤A/H n ←→ ∃h ∈ H (n + h ∈ P(A)) ←→ n ∈ P(A) + H.

Thus,P(A) + H is definable from≤A/H in RCA0.

Claim 2.23 bm ∈ P(A) + H ←→ m ∈ range( f )

First assume thatbm = p + h for somep ∈ P(A) andh ∈ H. Thenbm can be written
as

bm =
∑
i∈I

qiai +
(∑

j∈J

−p ja j +
∑
j∈J

p jb f ( j)

)
.
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The parts of the equation withai’s must cancel out, leavingI = J. Furthermore,
because onlybm appears on the left of the equation,J = {n} where f (n) = m and
pn = 1. Hencem is in the range off .

For the other direction, assume thatm is in the range off . For somen, f (n) =
m, and hence−an + bm ∈ H andan ∈ P(A). Adding these equations shows that
bm ∈ P(A) + H. �

Corollary 2.24 There is a computably partially ordered computable group (G,≤G)

and a computable convex normal subgroup H such that the degree of the induced
order on G/H is 0′.

Proof: Let f be a computable 1− 1 function that enumerates 0′. Since f is com-
putable, the p.o. group in the proof of Theorem2.19is a computably partially ordered
computable group. The range off is computable from the induced order onG/H, so
0′ ≤T deg(≤G/H ). Onthe other hand,≤G/H has a�0

1 definition, so deg(≤G/H ) ≤T 0′.
�

3 Group conditions for orderability Any group can be partially ordered: take the
trivial partial order under which no two distinct elements are comparable. Determin-
ing when a group admits a full order is more complicated question. Being torsion free
is a necessary condition, but unfortunately not a sufficient one. IfG is the group pre-
sented by the lettersa andb with the relationaba−1 = b−1, thenG is torsion free but
not orderable. Indeed, ifb > 1G thenaba−1 = b−1 forcesb−1 > 1G and if b < 1G

thenaba−1 = b−1 forcesb−1 < 1G.
The simplest group condition that implies full orderability is being torsion free

and abelian. A proof of this fact can be found in [6] or [10].

Theorem 3.1 Every torsion free abelian group is an O-group.

The effective content of Theorem3.1 was first explored in [3]. They constructed a
computable group classically isomorphic to

⊕
ω Z which has no computable full or-

der.

Theorem 3.2 (Downey and Kurtz) There is a computable torsion free abelian
group with no computable full order.

Hatzikiriakou and Simpson [7] used a similar proof in the context of reverse mathe-
matics to show that Theorem3.1is equivalent toWKL0. By the Low Basis Theorem,
this fact implies that every computable torsion free abelian group must have a full or-
der of low Turing degree.

Theorem 3.3 (Hatzikiriakou and Simpson) (RCA0) The following are equivalent:

1. WKL0

2. Every torsion free abelian group is an O-group.

Theorem3.1 is generalized in [10] to torsion free nilpotent groups.

Theorem 3.4 Every torsion free nilpotent group is an O-group.

The goal of this section is to use arguments similar to those in [7], to show that The-
orem3.4 is equivalent toWKL0. Notice that as long asRCA0 suffices to prove that
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every abelian group is nilpotent, Theorem3.3 already shows that Theorem3.4 im-
pliesWKL0. To state the result precisely, we need a formal definition of nilpotent
groups in second-order arithmetic.

In keeping with standard mathematical notation, ifH is a normal subgroup ofG,
we letπ : G → G/H denote the projection function. That is,π picks out the<N-least
representative ofgH. Frequently, we writegH instead ofπ(g).

Definition 3.5 Thecenter of a groupG is defined as

C(G) = { g ∈ G | ∀x ∈ G (gx = xg) }.
In general, the existence of the center is equivalent toACA0, as weshall see in Sec-
tion 5. However ifC(G) is given, the next two lemmas can be proved inRCA0.

Lemma 3.6 (RCA0) If C(G) exists then C(G) is a normal subgroup of G.

Lemma 3.7 (RCA0) If H is a normal subgroup of G, π : G →G/H and C(G/H)

exists, then K = {g ∈ G | π(g) ∈ C(G/H)} = π−1(C(G/H)) is a normal subgroup
of G.

Definition 3.8 Let G be a group. Theupper central series of G is the series of sub-
groupsζ0G ≤ ζ1G ≤ ζ2G ≤ · · · defined byζ0G = 〈1G〉, ζ1G = C(G), andζi+1G =
π−1

(
C(G/ζiG)

)
whereπ : G → G/ζiG. G is nilpotent if ζnG = G for somen ∈ ω.

Notice thatζi+1G/ζiG ∼= C(G/ζiG). In order to use nilpotent groups inRCA0, we
need to define a code for them that explicitly gives the information contained in the
upper central series.

Definition 3.9 (RCA0) The pairN ⊆ N andn ∈ N is acode for a nilpotent group
G if the first n + 1 columns ofN satisfy

1. N0 = 〈1G〉
2. N1 = C(G)

3. Nn = G
4. For 0≤ i < n, if π : G → G/Ni, thenNi+1 = π−1(C(G/Ni)).

A group G isnilpotent is there is such a code(N, n) for G.

Lemma 3.10 (RCA0) Every abelian group is nilpotent.

Proof: If G is abelian then we can define a code forG as a nilpotent group by setting
n = 1 andN ⊆ N with N0 = 〈1G〉 andN1 = G. �

Lemma 3.11 (RCA0) If (N, n) is the code for a nilpotent group G then for all 0 ≤
i < n, Ni+1/Ni is abelian.

Proof: By definition, Ni+1 = π−1(C(G/Ni)) with π : G → G/Ni. Therefore,
Ni+1/Ni

∼= C(G/Ni). �

Theorem 3.12 (RCA0) The following are equivalent.

1. WKL0

2. Every torsion free nilpotent group is an O-group.
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The idea of the proof is that a nilpotent group is formed from a finite number of abelian
quotientsNi+1/Ni. These quotients are torsion free, so each is fully orderable by The-
orem3.3. Weneed to put these orders together using a finite number of applications
of Theorem2.18. Notice that if(N, n) is the code for a torsion free nilpotent group
G andn ≥ 1, thenN1 must be torsion free since it is a subgroup ofG.

Definition 3.13 The commutator of x and y, denoted [x, y], is the element
x−1y−1xy.

Lemma 3.14 (RCA0) Let (N, n) be a code for a nilpotent group G. If 0 ≤ i < n
and x ∈ Ni+1, then [x, g] ∈ Ni for all g.

Proof: Notice that fori = 0, the lemma follows trivially becauseN1 is the center
of G. Assumei ≥ 1. By definition,x ∈ Ni+1 meansxgNi = gxNi for all g. For any
particularg, there is ac ∈ Ni such thatxg = gxc and hence alsocg−1x−1 = x−1g−1.
Let h be any element ofG.

[x, g] · h = x−1g−1xg · h = x−1g−1gxch = ch

Sincec ∈ Ni, weknow thatch = hcc̃ for somec̃ ∈ Ni−1. Wenow have:

ch = hcc̃ = hcg−1x−1xgc̃ = hx−1g−1xgc̃.

Thus, we have [x, g] · h = h · [x, g] · c̃ for somec̃ ∈ Ni−1 and hence

[x, g] · hNi−1 = h · [x, g] Ni−1.

This equality implies that [x, g] Ni−1 is in the center ofG/Ni−1 and hence that [x, g] ∈
Ni. �

Lemma 3.15 (RCA0) Let (N, n) be a code for a nilpotent group G. If 1 ≤ i < n
and x ∈ Ni+1, then for all m > 0, [x, g]m Ni−1 = [xm, g] Ni−1.

Proof: Because [x, g]m Ni−1 = [xm, g] Ni−1 is a �0
0 statement, we can prove this

lemma inRCA0 by induction onm. Thecase form = 1 istrivial, so assume the equal-
ity holds form and we prove it form + 1. Since [x, g]m+1 = [x, g]m · [x, g], we can
apply the induction hypothesis in the form [x, g]m = [xm, g] · c for somec ∈ Ni−1.
Wenow have

[x, g]m+1 = [xm, g] · c · [x, g] = x−mg−1xmgc · [x, g].

By Lemma3.14, x ∈ Ni+1 implies [x, g] ∈ Ni and so [x, g] commutes with elements
of G moduloNi−1. Therefore, for somẽc ∈ Ni−1 we have

x−m · g−1xmgc · [x, g] = x−m · [x, g] · g−1xmgcc̃

= x−m−1g−1xgg−1xmgcc̃

= [xm+1, g] · cc̃.

Becausecc̃ ∈ Ni−1, this calculation establishes the induction case. �
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Lemma 3.16 ( Mal’cev) (RCA0) Let (N, n) be a code for a torsion free nilpotent
group G. For every 0 ≤ i < n, Ni+1/Ni is torsion free.

Proof: We prove this theorem by bounded induction oni. BecauseN0 = 〈1G〉 we
haveN1/N0 = N1, which establishes the theorem fori = 0. Assumei ≥ 1 and the
theorem holds fori − 1. The induction hypothesis tells us thatNi/Ni−1 is torsion
free. Letx ∈ Ni+1 and suppose thatxm ∈ Ni for somem > 0. We need to show that
x ∈ Ni. For any g ∈ G, Lemma3.15 implies that [x, g]m Ni−1 = [xm, g] Ni−1. By
Lemma3.14, xm ∈ Ni implies that [xm, g] ∈ Ni−1. Therefore, [x, g]m ∈ Ni−1. Ap-
plying Lemma3.14to x ∈ Ni+1 tells us that [x, g] ∈ Ni. Putting these facts together,
we have [x, g] Ni−1 ∈ Ni/Ni−1 and [x, g]m Ni−1 = 1G Ni−1. Since Ni/Ni−1 is torsion
free, it must be that [x, g] ∈ Ni−1. However, this fact implies thatxgNi−1 = gxNi−1

for all g and sox ∈ Ni as required. �

Lemma 3.17 (WKL0) Let (N, n) be a code for a torsion free nilpotent group G.
For every 0 ≤ i < n, Ni+1/Ni is a fully G/Ni-orderable group.

Proof: Weneed to show that there is a full order onNi+1/Ni such that for alla, b ∈
Ni+1/Ni andg ∈ G/Ni, if aNi < bNi thengag−1Ni < gbg−1Ni. By Lemmas3.11
and3.16, Ni+1/Ni is a torsion free abelian group and hence by Theorem3.3, WKL0

proves that it is fully orderable.
Let ≤ be any full order onNi+1/Ni, let a < b be elements ofNi+1/Ni and let

g ∈ G/Ni. SinceNi+1/Ni
∼= C(G/Ni), wehavegag−1Ni = aNi andgbg−1Ni = bNi.

Hence,aNi < bNi impliesgag−1Ni < gbg−1Ni. �

Weare now ready to prove Theorem3.12

Proof:

Case 1: (2) =⇒ (1)

Assume every torsion free nilpotent group is an O-group. By Lemma3.10, this as-
sumption implies that every torsion free abelian group is an O-group. From here, The-
orem3.3 implies(1).

Case 2: (1) =⇒ (2)

For each 1≤ i ≤ n, let P̂i be the strict positive cone of a fullG/Ni−1-order on
Ni/Ni−1. SetPi = {x ∈ Ni | xNi−1 ∈ P̂i} andP = (∪n

i=1Pi) ∪ {1G}.
The following series of claims proves thatP is the positive cone for a full order

on G.

Claim 3.18 P is a semigroup with identity.

It suffices to showP is closed under multiplication. Letx, y ∈ P with x, y �= 1G.
There arei, j such thatx ∈ Pi and y ∈ Pj. If i = j thenxNi−1, yNi−1 ∈ P̂i and so
xyNi−1 ∈ P̂i andxy ∈ Pi. If i �= j then, without loss of generality, assume thati < j.
Sincex ∈ Pi, it follows thatx ∈ Ni and hencex ∈ N j−1. But then,xyN j−1 = yN j−1

and soxy ∈ Pj.

Claim 3.19 P is normal.
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Let x ∈ P, x �= 1G andg ∈ G. There is ani such thatx ∈ Pi. Since P̂i is the strict
positive cone of a fullG/Ni−1-order onNi/Ni−1, we have thatxNi−1 ∈ P̂i implies
thatgxg−1Ni−1 ∈ P̂i. Hencegxg−1 ∈ Pi.

Claim 3.20 P is pure.

Let x ∈ P andx �= 1G. We need to show thatx−1 �∈ P. There is ani such thatx ∈
Pi. BecauseP̂i is the strict positive cone onNi/Ni−1, we know thatx ∈ Ni andx �∈
Ni−1. Hencex−1 ∈ Ni andx−1 �∈ Ni−1. However, becausexNi−1 ∈ P̂i, it follows that
x−1Ni−1 �∈ P̂i and sox−1 �∈ Pi. To showx−1 �∈ Pj for j > i, notice that sincex−1 ∈
Ni, we also havex−1 ∈ N j−1. Thereforex−1N j−1 = 1G N j−1 and hencex−1 �∈ Pj.
Finally, assume for a contradiction thatj < i andx−1 ∈ Pj. It follows thatx−1 ∈ Ni−1.
However, above we showed thatx−1 �∈ Ni−1. Thus,x−1 �∈ Pj for any j.

Claim 3.21 P is full.

Let x ∈ P andx �= 1G. We need to show that eitherx ∈ P or x−1 ∈ P. There is ani
such thatx ∈ Ni andx �∈ Ni−1. SinceP̂i is a full order onNi/Ni−1, either xNi−1 ∈ P̂i

or x−1Ni−1 ∈ P̂i. Thus, eitherx ∈ Pi or x−1 ∈ Pi. �

4 Direct products Groups are frequently constructed by means of a direct product.
These constructions preserve full orderability. A proof of the following theorem can
be found in either [6] or [10].

Theorem 4.1 Any direct product of O-groups is an O-group.

To examine this theorem in reverse mathematics, we need to distinguish between fi-
nite and restricted countable direct products. The finite direct productA0 × A1 ×
· · ·× An−1 consists of sequences of lengthn such that theith element of each sequence
is in Ai. Multiplication is componentwise. The elements of the restricted direct prod-
uct of Ai for i ∈ N are finite sequencesσ such that for alli < lh(σ), σ(i) ∈ Ai. The
idea is that the element represented byσ has 1A j as itsjth component for allj ≥ lh(σ).
In order to make each sequence represent a distinct element, we add the requirement
that the last element in the sequence is not an identity element. The formal definitions
are given below.

Definition 4.2 (RCA0) If n ∈ N and for alli < n, Ai is a group, then thefinite direct
product G = ∏n−1

i=0 Ai is defined by:

G = {σ ∈ FinN | lh(σ) = n ∧ ∀i < n (σ(i) ∈ Ai)}

1G = 〈1A0,1A1, . . . ,1An−1〉
σ ·G τ = 〈σ(0) ·A0 τ(0), . . . , σ(n − 1) ·An−1 τ(n − 1)〉.

Theorem 4.3 (RCA0) If n ∈ N and for all i < n, Ai is an O–group, then G =∏n−1
i=0 Ai is an O–group.

Proof: Let P+(Ai) be the strict positive cone of a full order onAi. OrderG lexico-
graphically:

P+(G) = {σ ∈ G | ∃i < n (σ(i) ∈ P+(Ai) ∧ ∀ j < i(σ( j) = 1A j ))}
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P(G) = P+(G) ∪ { 〈1A0, . . . ,1An−1〉 }.
From this definition,P(G) is clearly full, pure, and contains the identity. It remains to
check that it is a normal semigroup. SinceP(G) is closed under multiplication, it is
a semigroup. To see that it is normal, letσ ∈ P(G) have its first nonidentity element
atσ(i). If τ = 〈g0, . . . , gn−1〉 ∈ G thenτστ−1 is

〈g0, . . . , gn−1〉 ·G 〈1A0, . . . ,1Ai−1, ai, . . . , an−1〉 ·G 〈g−1
0 , . . . , g−1

n−1〉.

The first nonidentity element in this product isgiaig−1
i . Becauseai ∈ P+(Ai), we

havegiaig−1
i ∈ P+(Ai) and henceτστ−1 ∈ P+(G). �

Corollary 4.4 The direct product of a finite number of computably fully orderable
computable groups is computably fully orderable.

Definition 4.5 (RCA0) Let A be a set such that for eachi, the ith column Ai is a
group. Therestricted direct product G = ∏

n∈N
An is defined by:

G = {σ ∈ FinN | ∀i < lh(σ) (σ(i) ∈ Ai ∧ σ(lh(σ) − 1) �= 1Alh(σ)−1)}

1G = 〈〉
where〈〉 is the empty sequence. Multiplication is componentwise, removing any
trailing identity elements.

Theorem 4.6 (RCA0) The following are equivalent:

1. WKL0

2. If ∀i (Ai is an O-group) then G = ∏
i∈N

Ai is an O-group.

Proof:

Case 1: (1) =⇒ (2):

We know ∀i ∃Y (Y is a positive cone onAi) and by Theorem4.3, for eachn ∈ N,
RCA0 suffices to prove that there exists a positive cone on

∏n−1
i=0 Ai.

A uniform (strict) order on theAi’s is aset P such that itsith column Pi is the
(strict) positive cone of a full order onAi. To prove thatG is an O-group, it suffices to
prove the existence of a uniform order on theAi. From a uniform order, we can define
the lexicographic order onG as in Theorem4.3. To show the existence of a uniform
order, we build a treeT such that any path on the tree codes such an order.T is built
in stages such that at the end of stages, all nodes of lengths are defined. Each node
on T keeps a guess at an approximation to a uniform strict order. Supposeσ is a node
on T at levels, s + 1 = 〈e, i〉, e �= 1Ai , andPσ is σ’s approximation. At stages + 1
we check if 1A j ∈ Pσ for any j. SincePσ is a finite set, this can be done computably.
If 1 A j ∈ Pσ, then Pσ cannot be a subset of a uniform strict order, so we terminate
this branch. Otherwise, we define two extensions ofPσ: one by addinge ∈ Ai to Pσ

and the other by addinge−1 ∈ Ai to Pσ. These sets are each closed under one step
multiplication and conjugation by elements less thans. One extension becomesPσ∗0

and the other becomesPσ∗1. This construction is presented formally below.Ts is the
set of nodes ofT of lengths.
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Construction

Stage 0: SetT0 = {〈〉} andP〈〉 = ∅.

Stage s + 1 : Assumes = 〈e, i〉. For eachσ ∈ Ts do the following:

1. Check if 1A j appears inPσ for any j. If so,σ has no extensions onT , so move
on to the next node inTs. If not, addσ ∗ 0 andσ ∗ 1 to Ts+1 and move on to 2.

2. If e = 1Ai or e does not represent an element ofAi, then setPσ∗0 = Pσ∗1 = Pσ

and move on to the next node inTs. Otherwise, move on to 3.
3. If e ∈ Ai ande �= 1Ai define

P̃σ∗0 = Pσ ∪ {〈e−1, i〉} and P̃σ∗1 = Pσ ∪ {〈e, i〉}
Extend these by:

〈k, j〉 ∈ Pσ∗0 ←→ 〈k, j〉 ∈ P̃σ∗0 ∨
∃〈m, j〉, 〈n, j〉 ∈ P̃σ∗0(m ·A j n = k) ∨
∃n ≤ s ∃〈m, j〉 ∈ P̃σ∗0(n ∈ A j ∧ n ·A j m ·A j n−1 = k)

〈k, j〉 ∈ Pσ∗1 ←→ 〈k, j〉 ∈ P̃σ∗1 ∨
∃〈m, j〉, 〈n, j〉 ∈ P̃σ∗1(m ·A j n = k) ∨
∃n ≤ s ∃〈m, j〉 ∈ P̃σ∗1(n ∈ A j ∧ n ·A j m ·A j n−1 = k).

End of Construction

Claim 4.7 T is infinite.

For a contradiction, suppose thatT is not infinite and hence there is some leveln at
which T has no nodes. Because the standard coding for pairs satisfies the inequal-
ity 〈x, y〉 ≥ y, we know that if〈x, y〉 occurs in the construction before stagen, then
y ≤ n. That is, at stagen, T has only considered elements fromA0 throughAn. By
Theorem4.3, RCA0 suffices to prove that

∏n
i=0 Ai is an O-group. LetX be the strict

positive cone for a full order on this finite product and letP+(Ai) be defined by

x ∈ P+(Ai) ←→ 〈1A0, . . . ,1Ai−1, x,1Ai+1, . . . ,1An〉 ∈ X.

For eachk ≤ n, k = 〈x, i〉 for somei ≤ n. Defineσ ∈ FinN with lh(σ) = n by

σ(k) =
{

1 if k = 〈x, i〉 ∧ x ∈ P+(Ai)

0 otherwise

From the definition it is clear that

σ(k) = 0 ←→ x = 1Ai ∨ x−1 ∈ P+(Ai) ∨ x �∈ Ai. (1)

To prove the claim, it suffices to show thatσ ∈ T . We show by induction that for all
k ≤ n, σ[k] = 〈σ(0), . . . , σ(k − 1)〉 ∈ T and Pσ[k] ⊆ X. Clearly,σ[0] = 〈〉 ∈ T and
Pσ[0] = ∅ ⊆ X. Assume thatσ[k] ∈ T andPσ[k] ⊆ X. Because 1A j �∈ Pσ[k] we know
thatσ[k + 1] ∈ T . From the definition ofσ and equation1, it is clear thatP̃σ[k+1] ⊆ X.
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BecausePσ[k+1] is obtained by multiplying and conjugating elements ofP̃σ[k+1], it
follows thatPσ[k+1] ⊆ X. Thus,σ[n] = σ ∈ T .

SinceT is infinite, WKL0 provides a pathf throughT . Let f [n] denote the
sequence〈 f (0), . . . , f (n − 1)〉 and define

Z̃ =
⋃
n∈N

Pf [n]

Z = Z̃ ∪ {〈1Ai , i〉 | i ∈ N}.
Z̃ has a�0

1 definition, but forx �= 1Ai , we have〈x, i〉 ∈ Z̃ ←→ 〈x−1, i〉 �∈ Z̃. Thus,
Z̃ has a�0

1 definition and so both̃Z and Z exist. It remains to show thatZi is the
positive cone for a full order onAi.

To show Zi is full, consider anyx ∈ Ai, x �= 1Ai . Let σ = f [n] with lh(σ) =
〈x, i〉. Since f is a path, eitherσ ∗ 0 = f [n + 1] or σ ∗ 1 = f [n + 1].

σ ∗ 0 = f [n + 1] =⇒ 〈x, i〉 ∈ Pσ∗0 =⇒ x ∈ Zi

σ ∗ 1 = f [n + 1] =⇒ 〈x−1, i〉 ∈ Pσ∗1 =⇒ x−1 ∈ Zi

To show Zi is pure, supposex �= 1Ai andx, x−1 ∈ Zi. It follows that for somen, both
〈x, i〉 and〈x−1, i〉 are inPf [n] . From the construction, 1Ai appears in bothPf [n]∗0 and
Pf [n]∗1 so neitherf [n] ∗ 0 nor f [n] ∗ 1 has an extension. This contradicts the fact that
f is a path.

Zi is a semigroup since ifx, y ∈ Zi then there is ann such that〈x, i〉, 〈y, i〉 ∈
Pf [n] . By the one step multiplicative closure,〈x ·Ai y, i〉 ∈ Pf [n+1] and hencex ·Ai y ∈
Zi. Showing Zi is normal is similar but uses the one step closure under conjugates.
ThusZi is a full order onAi and we have constructed the desired uniform order.

Case 2: (2) =⇒ (1):

Assume the restricted countable direct product of O-groups is an O-group. Letf, g
be functions such that for alln, m, f (n) �= g(m). By Theorem1.3it suffices to prove
the existence of a setS such that

range( f ) ⊆ S ∧ range(g) ⊆ N \ S.

Recall from the first half of this proof that an order on the direct product is equivalent
overRCA0 to a uniform order on the componentsAi. The idea of this proof is to give
abelian groupsAn each of which has two generators,an andbn. If n is in the range of
f , we forcean andbn to have the same sign in any order onAn. That is, either both
are positive or both are negative. Ifn is in the range ofg, we forcean andbn to have
different signs in any order. If neither of these holds, then we letAn be a free abelian
group on two generators. Since the groups are abelian, we use additive notation. The
groups look like:

A f (n) = 〈a f (n), b f (n) | a f (n) = pnb f (n)〉
Ag(n) = 〈ag(n), bg(n) | ag(n) = −pnbg(n)〉

wherepn is thenth odd prime. Ifn is not in the range off or g then

An = 〈an, bn | −〉.
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Formally, the elements ofAn are formal combinationscan + dbn wherec, d ∈ Z and

¬∃i(pi < 2|d| ∧ f (i) = n) ∧ ¬∃i(pi < 2|d| ∧ g(i) = n).

To addcan + dbn andc′an + d′bn we check whether(c + c′) an + (d + d′) bn violates
either of these conditions. If there is ani such thatpi < 2|d + d′| and f (i) = n, then
we use the relationan = pibn to rewrite(d + d′) bn asc′′an + d′′bn where|d′′| < pi/2.
If the second condition is violated, we do the same thing except we use the relation
an = −pibn.

Because the definition ofAn is uniform inn, the sequenceAn exists. It remains to
show that eachAn is orderable and that the separating set is definable from a uniform
order of theAn.

Claim 4.8 Each An is an O-group.

The proof of this claim splits into two cases. InRCA0, we cannot tell which case
holds, but we know that one of them must hold. Iff (i) = n or if n �∈ range( f ) ∪
range(g) then P(An) = {can + dbn | c > 0 ∨ (c = 0 ∧ d ≥ 0)}. If g(i) = n then
P(An) = {can + dbn | c > 0 ∨ (c = 0 ∧ d ≤ 0)}. In each case it is easy to ver-
ify that the set given is the positive cone of a full order. This shows thatRCA0 �
∀n(An is an O-group). By assumption, there is a uniform order on theAn. Let P be
the uniform positive cone. That is,Pn is the positive cone of a full order onAn. Define
S by

S = {n | an ∈ Pn ←→ bn ∈ Pn}.
S is the desired separating set since ifn is in the range off thenan ∈ Pn ←→ bn ∈ Pn

while if n is in the range ofg thenan ∈ Pn ←→ −bn ∈ Pn. �

Corollary 4.9 There is a uniform sequence of computably fully orderable com-
putable groups Gi, i ∈ ω, such that �i∈ωGi is a computable group with no computable
full order. �i∈ωGi does have a full order of low Turing degree.

5 The center In this section we show that the existence of the center is equivalent
to ACA0 and that this result holds even for 2 step nilpotent groups, which are intu-
itively the simplest nonabelian groups.

Definition 5.1 G is n step nilpotent, for n > 1, if ζnG = G. G is properly n step
nilpotent if G is n step nilpotent andζn−1G �= G.

According to the definition,G is properly 2 step nilpotent ifC(G) �= G andG/C(G)

is abelian. These groups can also be defined in terms of the lower central series. The
following lemma states the essential property of this alternate definition.

Lemma 5.2 G is 2 step nilpotent if and only if each commutator [x, y] commutes
with all the elements of the group.

Lemma5.2can be used to establish the following identity for 2 step nilpotent groups.

[x−1, y] = xy−1x−1y = xy−1x−1yxx−1

= x · [y, x] · x−1 = [y, x]
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Similarly, we have [x, y−1] = [y, x], [x−1, y−1] = [x, y], and [x, y]−1 = [y, x].
Let G be a free 2 step nilpotent group on the generatorsai, i ∈ N. That is,G

is presented by the generatorsai and subject to the relations [[g, h], k] = 1G for all
g, h, k ∈ G. Wehave the following identity:

aia j = a jaia
−1
i a−1

j aia j = a jai · [ai, a j].

Using the identities above and performing similar calculations, we get

a−1
i a j = a ja

−1
i · [a j, ai]

aia
−1
j = a−1

j ai · [a j, ai]

a−1
i a−1

j = a−1
j a−1

i · [ai, a j].

Because these identities allow us to commute any pair of generators modulo a
commutator of generators, we can write any element ofG as

ak0
j0

ak1
j1

· · · akl
jl

· c

where j0 < j1 < · · · < jl, ki ∈ Z \ {0} andc is a product of commutators. Further-
more, we can writec as a product of powers of commutators of the form [ai, a j] or
[ai, a j]−1 with i < j. To get a unique normal form for each element, we arrange these
commutators so that a power of [ai, a j] occurs to the left of a power of [ak, al] if and
only if i < k or i = k and j < l.

These normal forms give us a computable presentation of the free 2 step nilpo-
tent group. Furthermore, since we can write down a description of the normal form
using only bounded quantifiers, we can define the free 2 step nilpotent group on gen-
eratorsai, i ∈ ω, in RCA0. Because an element is in the center if and only if it is a
product of commutators,RCA0 suffices to prove that there is a nilpotent code for this
group.

Theorem 5.3 (RCA0) The following are equivalent:

1. ACA0

2. For every group G the center of G, C(G), exists.

Proof:

Case 1: (1) =⇒ (2)

The center ofG is defined by a�0
1 formula, soACA0 suffices to prove its existence.

Case 2: (2) =⇒ (1)

By Theorem1.4, it suffices to prove the existence of the range of an arbitrary 1− 1
function f . Let G be the free 2 step nilpotent group on generatorsai andbi for i ∈ N

with the following extra relations

aia j = a jai for all i, j ∈ N

bib j = b jbi for all i, j ∈ N

aib j = b jai ⇐⇒ ∀k ≤ i ( f (k) �= j).



REVERSE MATHEMATICS 175

Formally, elements ofG have unique normal formsan1
i1

· · · ank
ik

bm1
j1

· · · bml
jl

· c where
i1 < · · · < ik, j1 < · · · < jl, np �= 0 for 1 ≤ p ≤ k, mq �= 0 for 1 ≤ q ≤ l, andc
is a product of commutators with those which match the added relations removed.
By the comments above,G exists as a group inRCA0. However, as we are about
to see,RCA0 is not strong enough to prove that there is a code forG as a nilpotent
group.

Let C(G) be the center ofG. To define the range off we use the following
equivalences:

b j ∈ C(G) ⇐⇒ ∀i (aib j = b jai)

⇐⇒ ∀i ∀k ≤ i ( f (k) �= j)

⇐⇒ ∀k ( f (k) �= j).

Therefore,b j ∈ C(G) if and only if j is not in the range off . This equivalence allows
us to give a�0

0 definition of the range off .

range( f ) = { j | b j �∈ C(G) }

�

Corollary 5.4 There is a computably fully orderable computable 2 step nilpotent
group G such that C(G) ≡T 0′.

Proof: Consider the groupG constructed in the theorem whenf is a computable
1−1function enumerating 0′. G is clearly a computable 2 step nilpotent group. Since
we can define the range off from C(G), we have 0′ ≤T C(G). However, because
C(G) has a�0

1 definition fromG andG is computable, we know thatC(G) ≤T 0′.
It remains to show thatG is computably fully orderable. LetH be the subgroup

generated by the commutators.H is normal becauseG is 2 step nilpotent andH is
computable because we can tell if an element is the product of commutators by look-
ing at the normal form.H is generated by commutators of the form [ai, b j] for which
∃k ≤ i ( f (k) = j). There are no relations between these commutators, soH is a tor-
sion free abelian group which can be computably fully ordered lexicographically from
its generators. SinceG is 2 step nilpotent, the elements ofH commute with all ele-
ments ofG. Therefore, any full order onH is a full G-order.G/H is the abelianiza-
tion of G, so it is the free abelian group generated byai andb j for i, j ∈ ω. Again,
there are no extra relations between these elements inG/H, so G/H can be com-
putably fully ordered from its generators. Using Theorem2.18, the orders onH and
G/H can be combined into a computable full order onG. �
The use of infinitely many generators in the proof of Theorem5.3is unavoidable due
to the following result.

Theorem 5.5 (Baumslag et al.) The center of a finitely generated nilpotent group
is computable.

6 Semigroup conditions In addition to examining which group conditions imply
full orderability, algebraists have also looked for semigroup conditions which imply
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full orderability. That is, given a groupG, state conditions in terms of subsemigroups
of G which imply the full orderability ofG. In this section, we study three theorems
giving such semigroup conditions. The versions stated in Kokorin and Kopytov [10]
are given below. In these theorems,S(a1, . . . , an) denotes the normal semigroup gen-
erated bya1, . . . , an. Recall that a semigroup is normal if it is closed under inner au-
tomorphisms.

Theorem 6.1 (Fuchs [5]) A partial order on G with positive cone P can be ex-
tended to a full order if and only if for any finite sequence of nonidentity elements,
a1, . . . , an ∈ G, there is a sequence ε1, . . . , εn with εi = ±1 such that

P ∩ S(aε1
1 , . . . , aεn

n ) = ∅.

Theorem 6.2 (Łos [12], Ohnishi [14]) G is an O-group if and only if for any finite
sequence of nonidentity elements a1, . . . , an there exists a sequence ε1, . . . , εn with
each εi = ±1 such that

1G �∈ S(aε1
1 , . . . , aεn

n ).

Theorem 6.3 (Lorenzen [11]) G is an O-group if and only if for any finite sequence
of nonidentity elements a1, . . . , an⋂

S(aε1
1 , . . . , aεn

n ) = ∅

where the intersection extends over all sequences ε1, . . . , εn with εi = ±1.

The first step in studying these theorems in reverse mathematics is to translate the
semigroup conditions into the language of second-order arithmetic. IfA is a code for
afinite sequence of elements ofG, let S(A) denote the normal semigroup generated
by A. Think of S(A) as built in stages withS0(A) = A andSn+1(A) containing all
the elements that can be formed by conjugating a member ofSn(A) or by multiplying
two members ofSn(A). Formally, we define a functions such thatx ∈ Sn(A) if and
only if s(A, n, m, x) = 1 for somem. Defines by recursion onn with A andm as
parameters.

s(A,0, m, x) =
{

1 if x ∈ A
0 otherwise

s(A, n + 1, m, x) =




1 if s(A, n, m, x) = 1 or
∃a, g ≤ m (s(A, n, m, a) = 1∧ x = gag−1) or
∃a, b ≤ m (s(A, n, m, a) = s(A, n, m, b) = 1 ∧

∧ x = ab)

0 otherwise

Definition 6.4 (RCA0) If A is a code for a finite sequence of elements ofG, let A−1

be the code for the finite sequence defined byA−1(k) = A(k)−1 for 0 ≤ k < lh(A).

Lemma 6.5 (RCA0) If A is a code for a finite sequence of elements of G and
s(A, n, m, x) = 1, then ∃p (s(A−1, n, p, x−1) = 1).
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Proof: The proof is by�0
1 induction on n. For the base case, assume that

s(A,0, m, x) = 1 and sox ∈ A. By definition,x−1 ∈ A−1 ands(A−1,0, m, x−1) = 1.
For the induction case, assumes(A, n + 1, m, x) = 1 and split into three subcases.
First, if s(A, n, m, x) = 1 then the induction hypothesis implies there is ap such
that s(A−1, n, p, x−1) = 1 and hences(A−1, n + 1, p, x−1) = 1. Second, if there
areg, a ≤ m with s(A, n, m, a) = 1 andx = gag−1, then by the induction hypothesis
there is ap with s(A−1, n, p, a−1) = 1. Sincex−1 = ga−1g−1, taking p̃ to be the
largest ofp, g anda−1 givess(A−1, n + 1, p̃, x−1) = 1. Third, if there area, b ≤ m
with s(A, n, m, a) = s(A, n, m, b) = 1 andx = ab, then by the induction hypoth-
esis there arep1, p2 such thats(A−1, n, p1, a−1) = 1 ands(A−1, n, p2, b−1) = 1.
Let p be the largest ofp1, p2, a−1 andb−1. Sincex−1 = b−1a−1, if follows that
s(A−1, n + 1, p, x−1) = 1. �

Lemma 6.6 (RCA0) Let P be the positive cone of a full order on G and A be a code
for a finite sequence of nonidentity elements of P. If s(A, n, m, x) = 1 then x > 1G.

Proof: The proof is by induction onn. For the base case, assume that
s(A,0, m, x) = 1. SinceA ⊂ P and 1G �∈ A, x > 1G. For the induction case, use
the same three subcases as in Lemma6.5. �

The next step is to write the semigroup conditions usings(A, n, m, x). Let Fin±1 de-
note the set of codes for finite sequences of 1’s and−1’s. If A ∈ FinG, σ ∈ Fin±1, and
lh(A) = lh(σ), then letAσ ∈ FinG be defined by

lh(Aσ ) = lh(A)

∀k < lh(Aσ ) (Aσ(k) = A(k)σ(k)).

For example, ifA = 〈1G, a〉 andσ = 〈+1,−1〉 then Aσ = 〈1G, a−1〉.
In the remaining equations in this section, it is assumed thatA ranges over

FinG\1G andσ ranges over Fin±1. Theorems6.1, 6.2 and6.3 can now be stated in
the language of second-order arithmetic. Notice that since∃σ ∈ Fin±1 with lh(σ) =
lh(A) is a bounded quantifier, each of the semigroup conditions is�0

1.

Theorem 6.7 (WKL0) A partial order on G with positive cone P can be extended
to a full order if and only if

∀A ∃σ ∀x, n, m
(
lh(A) = lh(σ) ∧ (s(Aσ, n, m, x) = 0∨ x �∈ P)

)
. (2)

Theorem 6.8 (WKL0) G is an O-group if and only if

∀A ∃σ ∀n, m
(
lh(A) = lh(σ) ∧ s(Aσ, n, m,1G) = 0

)
. (3)

Theorem 6.9 (WKL0) G is an O-group if and only if

∀A ∀x ∃σ ∀m, n
(
lh(A) = lh(σ) ∧ s(Aσ, n, m, x) = 0

)
. (4)
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There are several connections between these theorems.G is an O-group if and only
if the trivial partial order with positive coneP = {1G} can be extended to a full order.
By Theorem6.7, this condition is equivalent to:

∀A∃σ∀x, n, m
(
lh(A) = lh(σ) ∧ (s(Aσ, n, m, x) = 0∨ x �= 1G)

)
which in turn is equivalent to equation3. Hence,RCA0 proves that Theorem6.8 is
a special case of Theorem6.7. Furthermore, settingx = 1G shows that equation4
implies equation3.

Showing that equation3 implies equation4 requires more work. Forσ ∈ Fin±1,
let σ−1 have the same length asσ with σ−1(k) = −σ(k). Notice thatAσ−1 = A−1

σ and
(Aσ−1)−1 = Aσ. For a contradiction, suppose that equation3 holds and equation4
does not. Because equation4 fails, there areA andx such that

∀σ ∈ Fin±1∃m, n
(
lh(σ) = lh(A) → s(Aσ, n, m, x) = 1

)
. (5)

Fix A andx. Because equation3 holds, there is aσ such that lh(σ) = lh(A) and

∀n, m
(
s(Aσ, n, m,1G) = 0

)
. (6)

Fix σ. Applying equation5 with σ−1, we haves(Aσ−1, n, m, x) = 1 for somem, n
and hence by Lemma6.5, s(Aσ, n, p, x−1) = 1 for somep. Applying equation5
with σ we haves(Aσ, ñ, m̃, x) = 1 for somem̃, ñ. Without loss of generality, assume
n ≥ ñ. By definition,s(Aσ, n, m̃, x) = 1 and so ifk is larger thann, m̃ and p, then
s(Aσ, n, k,1G) = 1. This fact contradicts equation6.

Theorem 6.10 (RCA0) The following are equivalent:

1. WKL0

2. Theorem 6.7
3. Theorem 6.8
4. Theorem 6.9

By the comments above, we know that statement 2 implies statement 3 and that state-
ment 3 and statement 4 are equivalent. It remains to show that statement 1 implies
statement 2 and that statement 3 implies statement 1.

Lemma 6.11 (RCA0) If a partial order on G with positive cone P can be extended
to a full order, then equation 2 holds for P.

Proof: AssumeQ is the positive cone of a full order extendingP. Given any
A ∈ FinG\1G , let σ ∈ Fin±1 be such that lh(σ) = lh(A) and for everyk < lh(σ),
A(k)−σ(k) ∈ Q. For a contradiction, assume for somex, n, m we have

s(Aσ, n, m, x) = 1∧ x ∈ P.

BecauseP ⊆ Q, we have thatx ∈ Q. Applying Lemma6.5 to s(Aσ, n, m, x) = 1,
we haves(Aσ−1, n, p, x−1) = 1 for somep. However by our choice ofσ, Aσ−1 must
be contained inQ \ 1G and hencex−1 > 1G by Lemma6.6. Thusx, x−1 ∈ Q and so
x = 1G. This conclusion contradictsx−1 > 1G. �
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Proposition 6.12 (WKL0) If P ⊂ G and equation 2 holds for P then P can be ex-
tended to the positive cone of a full order on G.

Proof: This proof is similar to the proof of Theorem4.6. Without loss of generality
assume that the domain ofG is N and that 0 represents the identity. We sometimes
usegi instead ofi to indicate that we are thinking ofi as an element ofG. We build
a binary branching treeT which codes the positive cone of a full order along every
path. Equation2 will imply that T is infinite and soWKL0 guarantees that it has a
path. To simplify the notation we constructT ⊆ Fin±1 instead ofT ⊆ Fin{0,1}. For
eachσ ∈ T with lh(σ) = k, let Qσ ∈ FinG\1G be

Qσ = 〈gσ(1)
1 , . . . , gσ(k−1)

k−1 〉.

For example, ifσ = 〈+1,−1,−1〉 thenQσ = 〈g−1
1 , g−1

2 〉. The reason for not includ-
ing g0 in Qσ is so that 1G �∈ Qσ. Qσ representsσ’s guess at a subset of a strict positive
cone extendingP. Tk denotes the nodes ofT at the end of stagek.

Construction

Stage 0: SetT0 = {〈〉} andQ〈〉 = 〈〉.
Stage 1: SetT1 = {〈〉, 〈−1〉} andQ〈−1〉 = 〈〉. The purpose of this stage is to code 1G

into every path without coding it into anyQσ

Stage s = k+1: For eachσ ∈ Tk check if equation2 has been violated with witnesses
belowk:

∃x, n, m ≤ k
(
s(Qσ, n, m, x) = 1∧ x ∈ P

)
.

If equation2 has been violated, then do not put eitherσ ∗ −1 or σ ∗ +1 into Tk+1.
Otherwise, extendσ by putting bothσ ∗ −1 andσ ∗ +1 into Tk+1.

End of Construction

Weneed to verify various properties of the construction. Let [k]=〈g1, . . . , gk−1〉
and [k]σ = 〈gσ(1)

1 ,. . ., gσ(k−1)
k−1 〉.

Lemma 6.13 (RCA0) T is infinite.

Proof: It suffices to show that for eachk there is an element ofT of lengthk. Fix
k > 0. SinceP satisfies equation2, there is aσ ∈ Fin±1 with lh(σ) = k and

∀x, n, m
(
s([k]σ, n, m, x) = 0∨ x �∈ P

)
.

In particular, this condition holds if we bound the quantifiers byk. From the definition
of T , it follows that for alli ≤ k, 〈σ(0), . . . , σ(i − 1)〉 ∈ T and henceσ ∈ T . �
By Weak König’s Lemma there is a pathh throughT . Let

h[n] = 〈h(0), . . . , h(n − 1)〉 ∈ Fin±1

ĥ[n] = [n]h[n] = 〈gh(1)
1 , . . . , gh(n−1)

n−1 〉 ∈ FinG.
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Lemma 6.14 (RCA0) For any x ∈ G \ 1G, h(x) = 1 ←→ h(x−1) = −1.

Proof: Supposeh(x) = h(x−1) = 1, x−1 = g j, and k is the maximum ofj and
x. By definition, x, x−1 ∈ ĥ[k + 1] and sinces(ĥ[k + 1],0,0, x) = 1 ands(ĥ[k +
1],0,0, x−1) = 1, it follows thats(ĥ[k + 1],1, k,1G) = 1. But, 1G ∈ P and so by the
construction ofT , h[k + 1] has no extensions. This statement contradicts the choice
of h as a path. The case forh(x) = h(x−1) = −1 is similar. �
Weare now in a position to defineQ and verify that it is a full order extendingP.

gi ∈ Q ←→ h(i) = −1

Q exists by�0
1 comprehension. It contains 1G becauseσ(0) = −1 for everyσ ∈ T

and it is both full and pure by Lemma6.14. To simplify the notation, we writeh(gi),
or h(a) if a = gi instead ofh(i).

Claim 6.15 P ⊂ Q

For a contradiction supposegi ∈ P \ 1G andh(gi) = 1. By definition,gi ∈ ĥ[i + 1]
and sos(ĥ[i + 1],0,0, gi) = 1. As in Lemma6.14, s(ĥ[i + 1],0,0, gi) = 1 andgi ∈
P contradicts the fact thath is a path.

Claim 6.16 Q is closed under multiplication.

Suppose thata, b ∈ Q andab �∈ Q. From Lemma6.14and the definition ofQ, it
follows that h(a−1) = 1, h(b−1) = 1 andh(ab) = 1. For a large enoughk, we
havea−1, b−1, ab ∈ ĥ[k] and hence ifm is the maximum ofa−1, b−1 andab, then
s(ĥ[k],2, m,1G) = 1. Since 1G ∈ P, this statement contradicts the fact thath is a
path.

Claim 6.17 Q is normal.

Supposeq ∈ Q, g ∈ G andgqg−1 �∈ Q. As above,h(q−1) = 1, h(gqg−1) = 1 and
there is ak with q−1, gqg−1 ∈ ĥ[k]. There is anm such thats(ĥ[k],2, m,1G) since
the definition ofs yields the normal semigroup. As above,h[k] cannot be on a path.
This claim completes the proof thatQ is a full order extendingP. �
Together Lemma6.11and Proposition6.12show (1) implies (2) in Theorem6.10.
The last step is to show that (3) implies (1) in Theorem6.10.

Proposition 6.18 (RCA0) For an abelian group G, equation 3 holds if and only if
G is torsion free.

Proof:

Case 1: Equation3 holds=⇒ G is torsion free.

For a contradiction assume that equation3 holds anda �= 1G is a torsion element of
G.

Claim 6.19 For all k ≥ 1, ∃p[s(〈a〉, k − 1, p, ak) = 1].

The claim is proved by�0
1 induction on k. If k = 1, then a ∈ 〈a〉 implies

s(〈a〉,0,0, a) = 1. For k + 1, the induction hypothesis states that there arep and
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p′ such thats(〈a〉, k − 1, p, ak) = 1 ands(〈a〉, k − 1, p′, a) = 1. If p′′ is the largest
of p, p′ anda, thens(〈a〉, k, p′′, ak+1) = 1, which proves the claim.

If a is a torsion element then for somek, ak = (a−1)k = 1G. Equation3 for the
sequence〈a〉 says that either

∀n, m
(
s(〈a〉, n, m,1G) = 0

)
or ∀n, m

(
s(〈a−1〉, n, m,1G) = 0

)
.

But the claim implies there is ap such that

s(〈a〉, k − 1, p,1G) = s(〈a〉, k − 1, p, ak) = 1

and s(〈a−1〉, k − 1, p,1G) = s(〈a−1〉, k − 1, p, (a−1)k) = 1.

Case 2: G is torsion free=⇒ equation3 holds.

The first step is to show that for an abelian groupG the normal semigroup gener-
ated byA ∈ FinG\1G is the same as the semigroup generated byA. That is, if A =
〈a1, . . . an〉 then any element ofS(A) can be written asak1

1 · · · akn
n for some choice of

k1, . . . kn ∈ N with at least oneki > 0. Informally this statement is clear because any
subset of an abelian group is normal. To prove this fact inRCA0, weuse the function
prod(A, σ) from FinG × FinN to G that takesA = 〈a1, . . . , an〉 andσ = 〈σ1, . . . , σn〉
to aσ1

1 · · · aσn
n . Formally, prod(A, σ) is defined by recursion on lh(A). The next two

lemmas follow by straightforward induction proofs.

Lemma 6.20 (RCA0) If A ∈ FinG\1G , σ, τ ∈ FinN and lh(A) = lh(σ) = lh(τ) then
prod(A, σ) · prod(A, τ) = prod(A, σ + τ) where σ + τ ∈ FinN is defined by (σ +
τ)(k) = σ(k) + τ(k).

Proof: This lemma is proved by induction on lh(A). �

Lemma 6.21 (RCA0) If A ∈ FinG\1G , n ∈ N, x ∈ G and ∃m [s(A, n, m, x) = 1]
then there is a σ ∈ FinN with lh(σ) = lh(A) and at least one k < lh(σ) with σ(k) > 0
such that x = prod(A, σ).

Proof: This lemma is proved by induction onn. �
We can now prove that ifG is torsion free abelian then equation3 holds by�0

1 in-
duction on lh(A). For the base case, we need to show that for eacha ∈ G \ 1G either

∀n, m
(
s(〈a〉, n, m,1G) = 0

)
or ∀n, m

(
s(〈a−1〉, n, m,1G) = 0

)
.

Suppose that neither equation holds and thats(〈a〉, n, m,1G) = 1. By Lemma6.21,
1G = prod(〈a〉, σ) for someσ with σ(0) > 0, and so 1G = aσ(0) by the definition of
prod. Thereforea is a torsion element which contradicts the fact thatG is torsion free.

The induction step will be presented less formally to avoid an undue amount
of notational baggage. Assume equation3 holds for 〈a1, . . . , an〉 and fails for
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〈a1, . . . , an, b〉. Let 〈ε1, . . . , εn〉 be the exponents in equation3 for 〈a1, . . . , an〉. By
assumption, there aren1, m1, n2, m2 such that

s(〈aε1
1 , . . . , aεn

n , b〉, n1, m1,1G) = 1

s(〈aε1
1 , . . . , aεn

n , b−1〉, n2, m2,1G) = 1.

By Lemma6.21, there arek1, . . . , kn+1 andl1, . . . , ln+1 such that

aε1k1
1 · · · aεnkn

n bkn+1 = 1G and aε1l1
1 · · · aεnln

n b−ln+1 = 1G

which givesaε1(k1ln+1+kn+1l1)

1 · · · aεn(knln+1+kn+1ln)
n = 1G. This equation contradicts

equation3 for 〈a1, . . . , an〉. �
Proposition6.18shows that statement (3) in Theorem6.10implies that every torsion
free abelian group is an O-group. By Theorem3.3, this statement impliesWKL0. We
have now completed the proof of Theorem6.10.

7 Hölder’s Theorem An early conjecture about ordered groups was that the num-
ber of full orders of a given O-group was always a power of 2. This conjecture
included the statement that a group could not have a countable number of orders.
Buttsworth [2] constructed a group with a countably infinite number of orders and
Kargapolov et al. [9] showed the conjecture was false for groups with a finite number
of orders. A more difficult problem is to classify all possible full orders for a given
class of O-groups. One of the few classes for which this problem has been solved is
the class of torsion free abelian groups of finite rank. These results can be found in
several places, including Teh [18]. The key ingredient in each of these results about
counting or classifying full orders is Ḧolder’s Theorem. For a more in-depth dis-
cussion, see either [10] or Mura and Rhemtulla [13]. In this section, we will show
that Hölder’s Theorem is provable inRCA0. It remains open whether the classifica-
tion theorems mentioned above can also be proved inRCA0, or whether they require
somewhat stronger set existence axioms.

Definition 7.1 (RCA0) If G is an f.o. group, then theabsolute value of x ∈ G is
given by

| x | =
{

x if x ∈ P(G)

x−1 if x �∈ P(G).

Definition 7.2 (RCA0) If G is an f.o. group, thena ∈ G is Archimedean less than
b ∈ G, denoteda � b, if | an | < | b | for all n ∈ N. If there aren, m ∈ N such that
| an | ≥ | b | and| bm | ≥ |a |, then a and b areArchimedean equivalent, denoteda ≈ b.
The notationa � b meansa ≈ b ∨ a � b. G is anArchimedean fully ordered group
if G is fully ordered and for alla, b �= 1G, a ≈ b.

It is not hard to check that≈ is an equivalence relation and that� is transitive, an-
tireflexive, and antisymmetric. The next lemma lists several other straightforward
properties of≈ and�. For proofs, see [6].

Lemma 7.3 (RCA0) If G is a f.o. group, then the following conditions hold for all
a, b, c ∈ G.
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1. Exactly one of the following holds: a � b, b � a, or a ≈ b.

2. a � b implies that xax−1 � xbx−1 for all x ∈ G.

3. a � b and a ≈ c imply that c � b.

4. a � b and b ≈ c imply that a � c.

Hölder’s Theorem states that every f.o. Archimedean group can be embedded in the
naturally ordered additive group of the reals. In this section we show that Hölder’s
Theorem is provable inRCA0. Recall that real numbers in second-order arithmetic
are given by functions fromN to Q with appropriate convergence properties, so the
first step towards proving Ḧolder’s theorem is to decide what a subgroup of the real
numbers should be in second-order arithmetic.

Definition 7.4 (RCA0) A real number is a function f : N → Q, usually denoted
by 〈qk | k ∈ N 〉, such that for allk andi, |qk − qk+i | ≤ 2−k. Two real numbersx =
〈qk | k ∈ N 〉 andy = 〈q′

k | k ∈ N 〉 areequal if for all k, |qk − q′
k | ≤ 2−k+1. Thesum

x + y is the real number〈qk+1 + q′
k+1 | k ∈ N 〉.

Definition 7.5 (RCA0) A nontrivial subgroup of the additive real numbers
(R,+R) is a sequence of realsA = 〈 rn | n ∈ N 〉 together with a function+A :
N × N → N and a distinguished numberi ∈ N such that

1. ri = 0R

2. n +A m = p if and only if rn +R rm = rp

3. (N,+A) satisfies the group axioms withi as the identity element.

Combining these definitions, we see thatA is a double indexed sequence of rationals
A = 〈qn,m | n, m ∈ N 〉 wherern = 〈qn,m | m ∈ N 〉.

Let (G,≤) be an Archimedean fully ordered group. BecauseG must be abelian
(see Lemma7.6), we use additive notation forG. The idea of the proof of Ḧolder’s
theorem is to pick an elementa ∈ P(G), a �= 1A, and define a subgroup of(R,+)

usinga to approximate the other elements ofG. For now, assume that 2n dividesa
in G for all n. That is, assume there existsc ∈ G such that 2nc = a. To construct the
real corresponding tog �= 1G, we first find p0 ∈ Z such thatp0 a ≤ g < (p0 + 1) a.
Such ap0 exists becauseG is Archimedean. Next we findp1 such thatp1(a/2) ≤
g < (p1 + 1)(a/2) and continue to findpi such thatpi(a/2i) ≤ g < (pi + 1)(a/2i).
The real corresponding tog will be 〈pi/2i|i ∈ N〉. Because the elementsa/2i may not
exist, we achieve the same effect by choosingpi such thatpi a ≤ 2i g < (pi + 1) a.
The standard proofs of Ḧolder’s Theorem are similar but use Dedekind cuts instead
of Cauchy sequences. The motivation for using Cauchy sequences here is they are
simpler to use in the context of second-order arithmetic.

Lemma 7.6 (RCA0) Every Archimedean fully ordered group is abelian.

Proof: The standard proof goes through inRCA0. For the details, see [10]. �

Theorem 7.7 (Hölder’s Theorem) (RCA0) Every nontrivial Archimedean f.o.
group is order isomorphic to a nontrivial subgroup of the naturally ordered additive
group (R,+).
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Proof: Let (G,≤) be an Archimedean f.o. group andg0, g1, . . . be an enumeration
of G with no repetitions such thatg0 = 1G andg1 ∈ P(G). Weconstruct a subgroup
A of (R,+) by constructingrn = 〈qn,m | m ∈ N 〉 uniformly in n from gn andg1. For
simplicity of notation, leta = g1. The first two elements ofA arer0 = 〈0 | m ∈ N 〉
andr1 = 〈1 | m ∈ N 〉. To constructrn for n > 1, definepn,m ∈ N andqn,m ∈ Q by

pn,m a ≤ 2mgn < (pn,m + 1) a and qn,m = pn,m

2m .

BecauseG is Archimedean, thepn,m exist and are uniquely determined. Definern =
〈qn,m | m ∈ N 〉. It remains to show thatA = 〈 rn | n ∈ N 〉 is a subgroup of(R,+)

and that the map fromG to A sendinggn to rn is an order preserving isomorphism.

Claim 7.8 Each rn is a real number.

To prove this claim we must verify that|qn,m − qn,m+k | ≤ 2−m for all m andk. It fol-
lows from pn,m a ≤ 2mgn < (pn,m + 1) a that 2pn,m a ≤ 2m+1gn < (2pm,n + 2) a.
Hence eitherpn,m+1 = 2pn,m (and qn,m+1 = qn,m) or pn,m+1 = 2pn,m + 1 (and
qn,m+1 = qn,m + 1/2m+1). Thus,

|qn,m − qn,m+k | ≤
i=k∑
i=1

1
2m+i <

1
2m .

Claim 7.9 If gn + gm = gk then rn + rm = rk.

As above, this claim reduces to checking the convergence rates. By definition,rn +
rm = 〈qn,i+1 + qm,i+1 | i ∈ N 〉. To provern + rm = rk we need to show that|qn,i+1 +
qm,i+1 − qk,i | < 2−i+1 for everyi ∈ N. Adding the equations definingpn,i+1 and
pm,i+1 yields

(pn,i+1 + pm,i+1) a ≤ 2i+1gk < (pn,i+1 + pm,i+1 + 2) a.

Thus pk,i+1 is eitherpn,i+1 + pm,i+1 or pn,i+1 + pm,i+1 + 1. In either case,qk,i+1 −
qn,i+1 − qm,i+1 ≤ 2−i−1 and we have the following inequalities.

|qn,i+1 + qm,i+1 − qk,i | ≤ |qn,i+1 + qm,i+1 − qk,i+1 | + |qk,i+1 − qk,i |
≤ 2−i−1 + 2−i

< 2−i+1

The map sendinggn to rn is onto by definition and the following claim shows it is
1-1.

Claim 7.10 If n �= m, then rn �= rm.

To establishrn �= rm, we need to find ani such that|qn,i − qm,i | > 2−i+1 or equiv-
alently, | pn,i − pm,i | > 2. Becausen �= m implies gn �= gm assume thatgn < gm.
There are four cases to consider.

Case 1: gn < 1G ≤ gm

BecauseG is Archimedean there is ani such that 2i gn < −3a < 1G ≤ 2i gm. It fol-
lows thatpn,i < −3 and pm,i ≥ 0. Hence| pn,i − pm,i | ≥ 3.
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Case 2: gn = 1G < gm

There is ani such that 1G < 3a < 2i gm. It follows thatpn,i = 0 while pm,i ≥ 3.

Case 3: 1G < gn < gm

Since 1G < gm − gn, there is ani which yields the following equations:

1G < a < 2i(gm − gn) = 2i gm − 2i gn

2i gn < a + 2i gn < 2i gm

2i+2 gn < 4a + 2i+2 gn < 2i+2 gm.

There is ak such thatka ≤ 2i+2 gn < (k + 1)a. Combining these equations yields
ka ≤ 2i+1 gn < (k + 4)a ≤ 4a + 2i+2 gn < 2i+2 gm. It follows that pn,i+2 = k and
pm,i+2 ≥ k + 4.

Case 4: gn < gm < 1G

In this case, 1G < gm − gn and so the previous argument works. This case completes
the proof of the claim and shows the map is 1-1.

The claims showA is a subgroup of(R,+) and is isomorphic toG. Finally, to
show thatgn < gm impliesrn < rm, notice that ifgn < gm thenqn,i ≤ qm,i for every
i. Thus,rn ≤ rm. But, sincegn �= gm impliesrn �= rm, wehavern < rm. �

8 Strong divisible closures The algebraic closure of a field, the real closure of an
ordered field and the divisible closure of an abelian group are three naturally occur-
ring notions of closure in algebra. Every abelian group has a unique divisible closure
up to isomorphism and is isomorphic to a subgroup of its divisible closure. Similar
results hold for the other notions of closure. From the perspective of reverse mathe-
matics, it is useful to separate three aspects of these closure operations and examine
each individually. That is, we ask the following questions about the divisible closure.
How hard is it to prove that each abelian group has a divisible closure? How hard is
it to prove that this divisible closure is unique up to isomorphism? How hard is it to
prove that each abelian group has a divisible closure for which it is isomorphic to a
subgroup of that divisible closure? Similar questions can be asked about the other
notions of closure, and the questions can easily be reworded to reflect concerns about
computable mathematics instead of about reverse mathematics.

Friedman et al. proved several results about these closures, including the follow-
ing theorem which illustrates that the answers to these questions need not be the same.

Theorem 8.1 (Friedman, Simpson, and Smith) (RCA0)

1. Every field has an algebraic closure.
2. WKL0 is equivalent to the statement that every field has a unique algebraic

closure.
3. ACA0 is equivalent to the statement that every field has an algebraic closure

such that the original field is isomorphic to a subfield of the algebraic closure.

Friedman, Simpson and Smith [4] give the following definitions.
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Definition 8.2 (RCA0) Let D be an abelian group.D is divisible if for all d ∈ D
and alln ≥ 1 there exists ac ∈ D such thatnc = d.

Definition 8.3 (RCA0) Let A be an abelian group. Adivisible closure of A is a
divisible groupD together with a monomorphismh : A → D such that for alld ∈
D, d �= 1D, there existsn ∈ N with nd = h(a) for somea ∈ A, a �= 1A.

Smith [16] proved that every computable abelian group has a computable divisible
closure and that this divisible closure is unique if and only if there is a uniform algo-
rithm which for each primep decides if an arbitrary element of the original group is
divisible by p. Friedman, Simpson, and Smith [4] proved the following theorem.

Theorem 8.4 (Friedman, Simpson, and Smith) (RCA0)

1. Every abelian group has a divisible closure.
2. ACA0 is equivalent to the statement that every abelian group has a unique di-

visible closure.

In this section, we extend these results to strong divisible closures. Downey and
Kurtz [3] considered another possible extension. They proved that every computably
fully ordered computable abelian group has a computably unique divisible closure.
An examination of their proof shows thatRCA0 suffices to prove the uniqueness of
the divisible closure for fully ordered abelian groups.

Theorem 8.5 (Downey and Kurtz) (RCA0) Every fully ordered abelian group G
has a f.o. divisible closure h : G → D such that h is order preserving. This divisible
closure is unique up to order preserving isomorphism.

Definition 8.6 (RCA0) Let A be an abelian group. Astrong divisible closure of A
is a divisible closureh : A → D such thath is an isomorphism ofA onto a subgroup
of D. If A is a f.o. group,D is fully ordered andh is order preserving, then we call
h : A → D anf.o. strong divisible closure.

BecauseRCA0 suffices to prove the uniqueness of the divisible closure for f.o. abelian
groups, butACA0 is required to prove the uniqueness for abelian groups in general,
it is reasonable to hope that proving the existence of a strong divisible closure would
be easier for f.o. abelian groups than for abelian groups. The next theorem shows this
is not the case.

Theorem 8.7 (RCA0) The following are equivalent:

1. ACA0

2. Every abelian group has a strong divisible closure.
3. Every fully ordered Archimedean group has an f.o. strong divisible closure.

The idea of proving (3) implies (1) is fairly simple. Letpk be an enumeration of the
primes in increasing order. Given a 1-1 functionf , let G be the subgroup ofQ gen-
erated by 1 andp−k for eachk in the range off . This group has an Archimedean full
order and the range off can be recovered from the strong divisible closure by

range( f ) = { k | h(1)

pk
∈ h(G) }.
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Lemma 8.8 (RCA0) Let pk enumerate the primes in increasing order. If k ∈ Z,
j ∈ N and ∀i ≤ j (0 ≤ mi < pi), then

∑
i≤ j mi/pi = k implies that k = 0 and mi = 0

for all i ≤ j.

Proof: Let p̂ be the productp0 · · · p j and letp̂l be p̂/pl. If wemultiply the sum by
p̂ we obtain ∑

i≤ j

mi p̂i = k p̂.

This equation must hold modulopl for all l ≤ j. However, ifu �= l, then(mu p̂u =
0)modpl becausepl divides p̂u. Therefore, we have(∑

i≤ j

mi p̂i = ml p̂l

)
modpl .

Also, (k p̂ = 0)modpl and so we have
(
ml p̂l = 0

)
modpl. It follows thatpl divides

ml. Because 0≤ ml < pl, ml must be 0. �
Using Lemma8.8, we can give a proof of Theorem8.7.

Proof:

Case 1: (1) =⇒ (2)

ACA0 suffices to prove that the image of the embeddingh exists.

Case 2: (2) =⇒ (3)

The following full order onD makesh order preserving.

P(D) = { d ∈ D | ∃n > 0∃g ∈ P(G)(nd = h(g)) }

= { d ∈ D | ∀n > 0∀g ∈ G(nd = h(g) → g ∈ P(G)) }
BecauseP(D) has a�0

1 definition,RCA0 suffices to prove it exists and to verify that
it is a full order onD.

Case 3: (3) =⇒ (1)

Let f be a 1-1 function and letpk be an enumeration of the primes in increasing order.
It suffices to show that the range off exists. LetG be the group with generatorsa
andxi for i ∈ N, and relationsp f (i)xi = a. The intuition is thatG is isomorphic to a
subgroup ofQ with a �→ 1 andxi �→ p−1

f (i). In RCA0 we represent the elements ofG
by finite sumska + ∑

i≤ j mi xi wherek ∈ Z, 0 ≤ mi < p f (i) andm j �= 0. Using the
relation equations, any element ofG can be reduced to one of these finite sums. We
need to show that no two of these finite sums represent the same element ofG.

Claim 8.9 If ka + ∑
i≤ j mi xi = k̃a + ∑

i≤ j̃ m̃ixi then k = k̃, j = j̃ and for all
i ≤ j, (mi = m̃i).

First notice that 1G has a unique representation as the finite sum 0a. Indeed, if
ka + ∑

i≤ j mi xi = 1G = 0 · a then using the relations, we obtain
∑

i≤ j mi(a/p f (i)) =
−ka. BecauseG is torsion free, this equation implies

∑
i≤ j mi/p f (i) = −k. By
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Lemma8.8, k = 0 andmi = 0. To show thatj must equalj̃ in the claim, suppose
that j < j̃ and

ka +
∑
i≤ j

mi xi = k̃a +
∑
i≤ j̃

m̃ixi.

Reducing(k − k̃) a + ∑
i≤ j(mi − m̃i)xi +

∑
j<i< j̃ m̃ixi, weobtain

k′a +
∑
i≤ j′

m′
ixi +

∑
j<i< j̃

m̃ixi = 1G

for somek′ andm′
i. Because 1G has a unique normal form,̃m j̃ = 0 which gives the

desired contradiction and showsj = j̃.
A similar argument shows thatmi = m̃i for all i ≤ j. Suppose there is ani ≤ j

such thatmi �= m̃i. Since we can always subtract off equal terms, we can assume
without loss of generality thatm j < m̃ j. If

(k̃ − k)a +
∑

i≤ j−1

(m̃i − mi)xi

reduces to the normal formk′a + ∑
i≤ j′ m′

ixi for some j′ andm′
i, then(k̃ − k)a +∑

i≤ j(m̃i − mi)xi reduces to the normal form

k′a +
∑
i≤ j′

m′
ixi + (m̃ j − m j)x j = 0G.

By the uniqueness of the normal form for 0G, we have thatm̃ j − m j = 0, which is
a contradiction. Therefore,̃mi = mi for all i ≤ j. Our equation reduces toka = k̃a
which implies thatk = k̃.

Claim 8.10 G is fully orderable.

Define the positive coneP(G) by

ka +
∑
i≤ j

mi xi ∈ P(G) ←→ k +
∑
i≤ j

mi

p f (i)
≥ 0.

P(G) is normal becauseG is abelian. To verify the other properties, notice that if two
finite sumska + ∑

i≤ j mi xi andk̃a + ∑
i≤ j̃ m̃ixi, not necessarily in normal form, are

equivalent under the group relations then

k +
∑
i≤ j

mi

p f (i)
= k̃ +

∑
i≤ j̃

m̃i

p f (i)
.

This property is proved by induction on the number of applications of relation equa-
tions it takes to transform one sum into the other. This property immediately yields
that P(G) is a pure, full semigroup with identity. Furthermore, it shows thatG is
Archimedean under this order becauseQ is Archimedean.

Applying condition (3) from the theorem, we have a divisible closureh : G → D
and the imageh(G) exists.

X = {k | h(a)

pk
∈ h(G) }
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h(a)

pk
∈ h(G) ←→ pk dividesa in G

←→ ∃i (pkxi = a)

←→ ∃i ( f (i) = k)

ThusX is the range off . �
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