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EDUARDO FERME and RICARDO RODRIGUEZ

Abstract Semi-contraction is a withdrawal operation defined by Ferm
“Onthe logic of theory change: Contraction without recovery.” In this paper we
propose: (1) an axiomatic characterization of semi-contraction; (2) an alterna-
tive construction for semi-contraction basedsami-saturatable setsspired

by Levi's saturatable sety3) a special kind of semi-contraction that satisfies
theLindstiom and Rabinowicz interpolation thesis

1 Introduction Recovenyis the postulate of the AGM account of belief contrac-
tion that provokes most criticism (see Alchcamrand Makinsord and Alchourén,
Gardenfors, and Makinsoli]). According to recovery, so much is retained after con-
traction that everything can be recovered by adding the contracted sentence again.
This may therefore be interpreted gsrinciple of minimal loss of informatiorHow-

ever, this simple principle provokes nonintuitive results and, consequently, several
authors reject it. Contraction functions that satisfy the AGM basic contraction postu-
lates except recovery have been dubhttidrawal functiongSee Makinsonl[Z]).

Levi ([[L4], pp. 80-81, p. 123) has argued tinaeasures of informatioshould be re-
placed bymeasures of informational valif@and proposed an alternative construction.
Another important withdrawal function, severe withdrawal, was introduced by Rott
in [[21J and Rott and Pagnucco [3]. Hanssonl[2] noted that severe withdrawal sat-
isfies the implausible property ekpulsivenes@f t# o andt/ 8, then eitheK — 8 1 «

orK —a £ ). Lindstom and Rabinowicl[g] abstained from recommending either a
particularly expulsive contraction (severe withdrawal) or a particularly retentive one
(AGM contraction). They argued that these extremes should be taken as “upper” and
“lower” bounds and that any “reasonable” contraction function should be situated be-
tween them. This condition was called thiedsttdm and Rabinowicz interpolation

thesis[[22].
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In [4], Fermeé defined semi-contraction, a withdrawal function that allows sat-
isfaction of both principlesminimal loss of informatiomndminimal loss of infor-
mational value?. In this paper we propose an axiomatic characterization of semi-
contraction and a constructive approach basesemni-saturatable setgspired by
Levi’s construction; and we introduce a special kind of semi-contraction function that
satisfies thénterpolation thesis

2 Preliminaries

2.1 Partial meet AGM and Levi contraction In the AGM [1]l and Levi [L4] ac-
counts the beliefs of a rational agent are represented by a beli€f sdtich is a set
of sentences in a languageclosed under logical consequence, whereCn sat-
isfies: A C Cn(A), Cn(Cn(A)) € Cn(A), andCn(A) C Cn(B) if A C B, aswell
as supraclassicality, deduction, and compactness. We usas an alternative no-
tation fora € Cn(@), H - «a for @ € Cn(H), o B for B € Cn({«}). K, denotes
the inconsistent belief seK+« denotes the expansion Kf by « and is defined by
K+a =Cn(K U{a}).

Thepartial meet AGM contraction functigiSee Alchourdn and Makinsori]];
and alsolﬂ) of K by a sentenca of L is defined by the following identity:

K—a=nNy(K_La) D)

whereK L« is the remainder set frol by «, that is, the set of all inclusion-maximal
subsets oK that do not implyx, andy is a selection function such thatK L) is
anonempty subset df L« unless the latter is empty, in which cageK La) = K.

A selection functiony, and consequently the contraction operator are transitively
relational if and only ify is based on some transitive relatianin the sense that
y(KLla) = {H € KLa | H € H for all H € K_La}. The following lemmas will

be useful in the following sections.

Lemma2.1([2]) LetK beabeliefset. IH C K andH I/ «, then there exists some
H’ € K_La such thatH C H'.

Lemma2.2([B]) LetK be a belief set. lf € K andl# «, then for allH in K La,
H+—« is a maximal consistent subset of the language.

Partial meet AGM contractionan be characterized by the following set of postulates

[

(K—-1) K-—«isabelief set. (closure)
K-2) K—acCK (inclusion)
(K-=3) ifa¢gK,thenK—a =K (vacuity)
K—-4) ift/fa,thena g K—a (success)
(K=5) ifra<« gthenK—a=K—-8 (extensionality)
K-6) KCK—-a)+a (recovery).

Furthermore;— is atransitively relational partial meet AGM contractiaghand only
if it also satisfies:
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K-=7 K—anK—BCK-(xAp) (conjunctive overlap)
(K—=8) IfadK—(axAp),then
K—(@AB) SK-a (conjunctive inclusion).

Lemma 2.2 tells us that in the principal case that K andl/ «, the elements of
K L aresaturatablethatis, they become maximal consistent subsets of the language
when—a is added. In[[4], pp. 134, Levi argued that not only do the elements of
K La guarantee minimal loss of informational value but all the saturatable sets do;
and that by means of partial meets functions defined for saturatable sets it is possible
to capture all possible admissible ways of contracting a belidf 4Bt a sentence.
According to this argument, he presented an alternative contraptici|al meet Levi
contraction based on a selection among all the saturatable subsKtsvith respect
toa:

K~,a=nNy(SK,a)) (2)

whereS(K, ) is the set of all saturatable belief subset&ofith respect ta, that is,

H e S(K, @) ifand only if H € K, H = Cn(H), andH+—« is a maximal consistent
subset of the language is a selection function defined in the same way as in the
AGM account. Hansson and Olssﬁ proved that an operater onK is apartial
meet Levi contractioif and only if it satisfiesclosure, inclusion, vacuity, success,
extensionalityandfailure (if - «, thenK —a = K).

2.2 Epistemic entrenchment and severe withdrawal — The notion of epistemic en-
trenchment for theories was introduced@’[by Gardenfors to define the properties
that an order between sentences of the language should satistler@ors proposed
the following set of axioms:

(EE1) if « <¢ BandpB < §,thena <¢ & (transitivity)
(EE2) if o B,thena <k B (dominance)
(EE3) a =<k (aAnpB)orp =<k (xAp) (conjunctiveness)
(EE4) if K#K_,thena &K iff « <x gforall 8 (minimality)
(EE5) if B <k aforall g8, then « (maximality)

A relation satisfying EE1) — (EE5) is astandard epistemic entrenchment ordering
Gardenfors investigated the connections between orders of epistemic entrenchment
and contraction functions. The two are connected by the following equivalences,
where we writex <k 8 whena <g B andp £k a:

(C=<) a=gpifandonlyifa g K—(a A B) ork (ax A B);
(—¢s) BeK—aifandonlyif 8 e K and eithet- o ora <k (@ V B).

Gardenfors and Makinson [9] presented representation theorems linking the AGM
postulates ang—g). Later Rottﬁ] related(—g) with transitively relational partial

meet contractiorand pointed out that the comparisen<x (« Vv B) is not intuitive.

He proposed an alternative definition, later caestere withdrawal23]:

(—r) BeK—aifandonlyif 8 € K and eithet- « or o <k B.

Rott proved that severe withdrawal satisfies all the AGM postulates except recovery.
This construction was later axiomatized in Feér{], Pugnuccoll9], Rott [20], and
Rott and Pagnucc&f]. Rott [Z1] proved that for ally, K —g o« € K —¢ «. Lindstrom
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and Rabinowicz[[6], pp. 115 suggested thit —; « andK —¢ o may be taken as
lower and upper limits for a reasonable contraction function. This suggestion was
called theLindstrdm and Rabinowicz interpolation thegli].

2.3 Construction of semi-contraction Let us consider the following example from
[1], deliberately modified to eliminate psychological aspects.

Example2.3 | previously entertained the two beliefs,is divisible by 2’ @) and
‘X is divisible by 6’ (8). When | received new information that induced me to give up
the first of these beliefs+), the secondg) had to go as well (since would otherwise
follow from pB).

| then received new information that made me accept the bglisflivisible by
8’ (¢). Sinceux follows frome, (K—a) + « is a subset ofK —«) + ¢, s0 by recovery
| obtain that X is divisible by 24’ §), contrary to intuition.

In the above example we show that retaining the sentgneex — g in the con-
traction ofK by « provokes unintuitive results. Thereforemust be removed in the
process of contraction ky. Due to recovery, AGM contraction does not eliminate
n.

However, not all thea — B’ sentences are undesirable. Makinson ([19], p. 478)
noted that “as soon as contraction makes use of the npigdmlieved only because of
X, We run into counterexamples to recoyer. . but when dheory is taken asaked
that is, as a bare s& = Cn(A) of statements closed under consequence, then re-
covery appears to be free of intuitive counterexamples.” He also noted that “a theory
may beclothedwith additional structure without damaging recovery, if that structure
is read as expressing something different from grounding or justification.”

In our model, to determine whickk'— g’ sentences must be discarded, we need
to “clothe” the theory with a justificatory structure that allows us to determine the
justificational dependence among the sentences of the belief set. Semi-contraction
does just this, through the combined use of a unique AGM contraction and a selection
function Sel.

Definition 2.4 Let A be a set of sentences. A semi-selection functionXas a
function Sel such that

(1) if Ais nonempty, thebel(A) € A,

(2) If Ais empty, thenSel(A) =T.

Definition 2.5 ([4]) Let £ be the set of all the sentences of the language%&ind
the set of all theories itL. Let Sel be a semi-selection function as defined in Defi-
nition[2-4] A functions: X x £L — L is a semi-contraction function if and only if
there is gpartial meet AGM contraction functiosuch that for alk € K anda € £

Kgsa=K-a)N(K—(x— Sel(K\K—-a))). 3)

Sel selects an element K \ K —a); this is equivalent to selecting some finite subset
of (K \ K—a), as we see in the following property.

Property 2.6 If 81 e K\ K—a andg, e K\ K—a«, theng; A B2 € K\ K—q.
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Sel is a selection function that depends on the original beligksantd the sentence
(in the sense that it is used over the Ket K —«). This function provides the theory
K with an additional apparatus to determine the dependencies among the sentences
of the belief set. In our exampte— g is believed “just becausés is believed, con-
sequentlySel must selecp to discarde — g in the contraction.

One interesting point is the relationship between the semi-contraction and recov-
ery.

Definition 2.7 ([5]) Let K be a belief set- a contraction function foK anda a
sentence— satisfiesx-recoveryif and only if K € (K—a) + «.

Observation 2.8 ([, [E]) Every semi-contraction functiosatisfiesx-recoveryif
and only ift o — Sel(K \ K—a).

As we have seen in the last observation, semi-contraction allows us to define a con-
traction function that

1. does not satisfy recovery for all the sentences of the language or
2. always satisfies recovery or
3. satisfies recovery only for specific sentences of the language.

3 Axiomsfor a sensible withdrawal function ~ ExampldZ_2khowed that in AGM
contractions the recovery postulate can give rise to unintuitive results. Our purpose
is to define axioms for a sensible withdrawal function that preserves the principle of
minimal loss of information but removes the sentences that provoke these nonintu-
itive results. In this context closure, inclusion, vacuity, success, and extensionality
must hold.

However, finding counterexamples of recovery does not mean that recovery
must be eliminated completely. There are many cases where recovery is a desired
property. We must find a new postulate that preserves recovery in certain cases but
allows us to eliminate thex' — g’ sentences that provoke unintuitive results. In the
last case, we also want to retain the possibility of recovering the original belief set.

If when contracting byr we eliminate sentences of the foom— S, we cannot
recover the original set of sentences by simply adding. To re-obtain the whole original
set of beliefs we must reintroduce not oayut also all thex — B sentences lost in
the contraction, that is, this should happen when adding:(e¢ — B1) A -+ (@ —

Bn), which is equivalent tow A 81 A -- - Bn. Consequently, we delegate the task of
recovering the whole set to a senterice o A 81 A - - - Bn. Weformalize this idea in
the following postulate.

Proxy Recovery If K # K—a then there exists somge K such thaK —« t# 8
andK € (K—a) + B.

Proxy recovery is a weaker version of recovery. When recovery is satisfied, proxy re-
covery holds takingg = «. Ashas been pointed out to us by the referees, the converse
of the last formula of this postulate follows from inclusion.

In the limiting case in which the sentence to be removed is a tautology (which
is impossible to remove) recovery and inclusion guarantee that the result of this con-
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traction is the original belief sé€. If we reject recovery we must explicitly add this
intuitive condition.

Failure[[7]] If - «,thenK—a =K.

Definition 3.1 LetK be abelief. Anoperator onK is asensible withdrawdlnc-
tion if and only if it satisfies closure, inclusion, vacuity, success, extensionality, fail-
ure, and proxy recovery.

Note that when the language is finite, every withdrawal function satisfies proxy re-
covery, and then all Levi contractions are semi-contractions and conversely (just let
B : Cn(B) = K). The intuitions that guide the axioms for sensible withdrawals are
the same as those that inspire semi-contraction, as we can see in the following lemma,
part of which was already proven ][

Lemma3.2 Every semi-contraction function defined as in Definifid@satisfies
closure, inclusion, vacuity, success, extensionality, failure, and proxy recovery.

This lemma and the axiomatic characterization of Levi contractdh imply that
semi-contraction is a special case of withdrawal; more general than AGM contraction
but less general than Levi contraction. It can be stated formally as follows.

Observation 3.3

1. Everysemi-contraction functiodefined as in DefinitioR.5lis apartial meet
Levi contraction function

2. Everypartial meet AGM contraction functiois a semi-contraction function
defined as in DefinitioB.5l

4 Semi-saturatable contraction We have shown that semi-contraction functions
are situated between Levi and AGM contractions. In this section our purpose is to
find an alternative construction in terms of the remainder sets and Levi's saturatable
sets. Since semi-contraction is equivalent to the intersection of the same AGM con-
traction applied tex anda — B, respectively, an obvious approach is

Ksa=ny(KLa)()Ny(KL@— ). (4)

Since in semi-contractiop € K \ K—«, we also need to add the constraint that
JH € Ny(K La): B € H. This constraint and the use of two different remainder sets
encourage us to find a simple selection function over a unique set.

Since the semi-contractions are withdraw&d , «) appears as a candidate, but
again, the selection function must be constrained to select at least soeh that
B € H. This condition is given by the s&K, (« Vv B)). However, there remains the
constraint that we want to recover the whole ddby addinga A 8. Consequently
we add this constraint and define themi-saturatablsets fore and 8 as subsets of
S(K, (a Vv B)) as follows.

Definition 4.1 LetK be a belief set and, 8 sentences. Then tlsemi-saturatable
setSSK, a, B) is the set such thad € SSK, «, ) if and only if
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HCK;

H =Cn(H);

H+(—a A =) is a maximal consistent subset of the language,;
K CH+(x A B).

The following observations formalize the relationship between the elements of
SSK, a, 8) andS(K, a v B8) and also relate them € L (« Vv B).

Observation 4.2 If v BeK,thenK L(axV B) C SSK, a, B).

Observation4.3 SSK,a,8) C S(K,a V f).

Similarly to the construction of partial meet AGM and Levi contraction, we now build
contraction functions by means of a selection function over the semi-saturatable set

S3SK, a, B).

Definition 4.4 LetK be a belief set. Aelection functioffior K is a functiony such
that for all sentences

1. if SSK,a, 8) is nonempty, thery(SSK, «, 8)) is a nonempty subset of
S3K, a, B);
2. if SSK, «, B) is empty, then/(SSK, a, 8)) =K.

Definition 4.5 LetK be a belief set. An operatiog on K is asemi-saturatable
contractionif and only if there is a selection functignfor K defined as in Defini-
tion[4.4] such that for all sentences K <« = Ny(SSK, «, B)), whereg = f (K, o)
forafunctionf : K x £L — L.

Clearly, the role off is the same as the role §¢/ in semi-contraction, thatisel (K \
K—a) = f(K, @). The nextlemma shows the relationship betweemi-saturatable
contractionand semi-contraction.

Lemmad4.6 LetK be a belief set and- a semi-saturatable contraction function
for K. Then~ is a semi-contraction function, that is, there exists a partial meet AGM
contraction function- such thalK ~« = K—aNK—(a¢ — B), B € K\ K—a.

Finally, we relate the axioms forsensible withdrawakith the construction by means
of semi-saturatable sets.

Lemma4.7 LetK be abelief set and a sensible withdrawal foK. Then there is
a selection functiory onK such thalk ~a« = Ny (SSK, «, B)), whereg = f (K, o)
for afunction f: K x L — L.

5 Characterizations of semi-contraction Based on Lemmd3.2)[4.6) andZ 7lwe
can characterize semi-contraction functions as follows.

Theorem 5.1 LetK— be a belief set and operator ¢6—. Then the following con-
ditions are equivalent:

1. < is a semi-contraction function as defined in Defini{iaf] that is, there is
a partial meet AGM contraction functior and a semi-selection functicfel
such that for alle [ Ksa =K—aNK—(a¢ — Sel(K \ K—a)).



SEMI-CONTRACTION 339

2. —is a sensible withdrawal as defined in Definitldd] that is, it satisfies clo-
sure, inclusion, vacuity, success, extensionality, failure, and proxy recovery.
3. is a semi-saturatable contraction function as defined in Definifidfthat
is, there is a selection functiop on K such thatK s« = Ny(SSK, «, B)),
whereg = (K, «) for afunction f: K x L — L.

6 Epistemic entrenchment for semi-contraction  In Subsectio® 21ve recalled the
relations betweetransitively relational partial meet AGM contractidonction and
epistemic entrenchment. Since semi-contraction is defined using a yveatil
meet AGM contractionif the latter is transitively relational then it is easy to con-
struct a semi-contraction function based on an epistemic entrenchment relation and
(C ).

For the first contractior —«, the condition is the same &s-;). For the sec-
ond contractionk —(a¢ — Sel(K \ K—«)), weuse(—¢) again, usinga — Sel (K \
K—a)) instead ofe; that is, 8 € K—(a¢ — Sel(K \ K—«)) if and only if 8 € K
and, eithet- (¢ — Sel(K \ K—a)) or (@ — Sel(K \ K—a)) <k ((@ — Sel(K\
K—a)) Vv B). The next step is to defing: — Sel(K \ K—«) in terms of an entrench-
ment orderingK \ K—a = {¢ | € € K andl/ @ and(a Vv €) <k «}.

We combine all the above conditions and obtain the following definition.

(—s) pBeKsaifandonlyif 8 € K and eithet- « ora <k (@ Vv 8) and
either (@ — Sel(H)) or (¢ — Sel(H)) <k ((« — Sel(H)) Vv B),
whereH = {¢ | ¢ € K andt/ @ and(a V ¢€) <k «a}.

Due to the construction af-s), we can relate this to semi-contraction.

Observation 6.1 Let <k be a standard epistemic entrenchment ordering on a con-
sistent belief seK. Furthermore, lets be an entrenchment-contraction knbased

on <k defined via conditiorf—s). Then—is a semi-contraction function af@ <)

also holds.

Observation 6.2 Let ~ be a semi-contraction function on the consistent belief set
K and-— its associat@artial meet AGM contractiosuch that- is also transitively
relational. Furthermore, letx be the relation that is derived fromthrough(C <).
Then=<g satisfies the standard entrenchment postulates-agdalso holds.

7 Construction of interpolated semi-contraction We saw in Sectiof2 2lthat ac-
cording to theLindstrdom and Rabinowicz interpolation theseésreasonable contrac-
tion function must be situated betwepartial meet AGM contractiorand severe
withdrawal We show in this section what additional restrictions-grare needed to
obtain an interpolated semi-contraction function; that is, such that fer -z o <
Ksa CK —sa.

We will introduce the basic ideas informally. We will assume an epistemic en-
trenchment ordering for K and the partial meet AGM contraction and severe with-
drawal—g and— based o<k . — is the semi-contraction based en, andSel its
associated selection function.

It is trivial thatK sa € K —g . For the other conditiorK —z o« € K s, we
must showK —ra CK —gaNK —g (¢ — B) for 8 = Sel(K\ K —ga). K g C



340 EDUARDO FERME and RICARDO RODRIGUEZ

K —s a so we only have to prove thKt—z « € K —; (¢ — ). This condition holds
ifFa— gora — B&€K —ra. Whent/ « — B, thena — 8 & K —g a if and only
if @« > B <k a. By means of(C <), we write it as follows:o — 8 & K —¢ ((a¢ —
B) A a), or equivalentlye — 8 € K — (a A B).

We can formalize the above explanation in the following theorem.

Theorem 7.1 LetK be a belief setgk an epistemic entrenchment ordering #r
—r the severe withdrawal, and the partial meet AGM contraction function asso-
ciated with the epistemic entrenchment ordering. Let - be the associated semi-
contraction of—g, and Sel its selection function. I = Sel(K \ K —; «) satisfies
a—> BEdK—g(axnp),thenK o C Ksa CK —g«forall a.

The converse of this theorem is not true, since there are contraction functions that
satisfy theinterpolation thesidut they are not semi-contractions. An example can
be found in the Appendix.

Appendix Proofs

A Lemmas The following lemmas will be used in the demonstrations.

LemmaA.l LetK be a belief set and- an operator orK that satisfies success,
vacuity and failure. Then- satisfies proxy recovery if and only if it satisfies

Weak Recovery If K # K—a then there exists somesuch thatk - 8, K—a
(@ V B) butK € (K—a) + (a A B).

Proof of Lemm&.1] Weak recovery to proxy recovery is trivial. For the converse,
let § be a sentence that satisfies the proxy recovery conditions afeHet A §. Itis
trivial to prove thats satisfies weak recovery. O

LemmaA.2 LetK be abeliefset. Lat € K, andt/ «. ThenK L(a Vv 8) C K La.

Proof of Lemm&.2] If - 8, then the proof is trivial. For the principal case, fét
BandH € KL(xV g). ThenH = Cn(H) andH I «. We must prove thaH is a
maximal subset oK that does not imply.

LetH’ be such thatd c H' € K. Then there exists sonde= H’' such that ¢ H.
SinceH e KL(axVv B),§ > (avB)eHand(aVv B) - aeH. Thus§ - « € H,
so thatH’ F «. HenceH € K La. O

LemmaA.3 LetB be a belief set. IB € SSK, «, 8), then there is exactly one
belief setH such thaB = H N A~ N II~ where:

HeK L (xVp)
A = {leKLl(@v-p)|BCl}
NI = (JeKLl(-avp)|BcJ
e [ﬂAlfA#@
B otherwise

o NITif 1 # @
B B otherwise
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Proof of Lemm&.3] We must prove (1) thail exists, (2) thaH is unique, and fi-
nally (3)thatB=HNA~NII".

Case 1: By definition of SSB € K and(« v B) ¢ B. Then by Lemm&_1lthere is
someH such thaH € KL (a Vv B).

Case 2: To prove thatH is unique suppose faeductio ad absurdurthat there is
H’ suchthaH’ £ H,H' € K_L(x v B). SinceH’ # H and both are maximal subsets
of K failing to imply (« v B), then there is somé& € H’ such thats ¢ H. We have
two subcases.

Subcase 1: H+(—a A =8) = H'+(—a A —f), then by theCn deduction theorem,
(—maA—=B) — 8§ € Hthatis,(aV BV §) € Handsincgd—8 Vv a Vv B8) € Hthen(a v
B) € H. Contradiction.

Subcase 2: H+(—a A—8) # H'+(—aA—-B) then B+(—aAr—B) C H+
(—a A=B) N H'+(—a A —=B), henceB+(—a A =) is not a maximal subset, con-
trary toB € SSK, «, 8). Contradiction.

Case 3: ltis trivial thatB € HN A~ NTII™. For the other inclusion suppose that
HNA™NII™ € B. Then there exists sondes HN A~ N1~ such that ¢ B. Since

§ ¢ B, then (by Lemmd2_.T) there is soméd’ such thatH’ € K L(a v 8V §), and

B C H. By LemmdA.ZH € KL(a Vv B), then by par(b) H = H’, which is absurd
sinces €e H ands ¢ H'. O

A.1 Proofs

Proof of Lemm#&.2] Closure, inclusion, vacuity, success, extensionality, and fail-
ure are proved ird].

In order to prove proxy recovery, IEtbe a belief sets asemi-contraction func-
tion for K; — its associategartial meet AGM contraction functioand 8 such that
Ksa=K—anNK—(ad— B), g€ Sel(K\ K—a). LetK #Ksa ands = a A B.
SinceK # K<« it follows thate € K andg € K, from which it follows thats € K.

We need to show (a) that¢g K—a and (b) thaK € (K—sa) + 3.

(a) It follows by the definition of semi-contraction thidt# K —« and thatk \
K—a # @;theng e K\ K—a, henced € K \ K—a.

(b)) K—aNK—(a— B)) + (@A B)
= K-a)+(@np)N(K—(a— B))+ (e A B)
=K-a)+(@rp)NK—=(a— )+ ((a > ) Aa)
=(K-a) +a)+ BN (K=(a = B)) + (¢ > B)) + «
= (by recovery andnclusion K+ N K+«
= K (sincex andg are inK). O

Proof of Observatiof.2] Let (¢ Vv B) e K. If oV B, thenK L(a v B) = @ and
we are finished. Fdy o v 8, letH e K_L(x Vv 8). To prove thatH is in SSK, «, 8)
we need to prove

(@) thatH € K andH = Cn(H): this follows trivially from the definition of
KlavVvg;
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(b) thatH+(—a A —B) is a maximal consistent subset of the language: this follows
from LemmdZ.Z] since (¢ v B) € K and(x v B) ¢ H; and finally

(c) thatK € H+(a A B) which follows fromK € H+(a v g)*andH+(a v B) €
H+(a A B). a

Proof of ObservatiolL.3] The demonstration is trivial, since the conditions for
S(K, (a Vv B)) are the first three conditions f&SK, «, 8). O

Proof of Lemm&.6] In LemmdA.3] we showthat for allB; € y(SSK, «, 8)), B
can be expressed 8 = H; N AT NII7; theny(SSK, e, B)) = HiN AN
IT7; where eaclid; N A” € K_Le and eacHT;” € K L—a Vv B.

We can construct gartial meet AGM contraction functionsing a selection
function that takes the elementsiéf N A to construcK —« andIT]” to construct
K—(—a Vv B). Lety, be an arbitrary selection function amg a selection function
such that

(MIM=HorM e A7} ifW=Kla«
riW)=1{ (M |M eI} if W=KL(—aVp)
y2 (W) otherwise.

Clearlyny; is apartial meet AGM contractioand it follows tha{") y(SSK, «, B))
=MNr1(KLa) N y1(KL(—a Vv B)). That concludes the proof. O

Proof of Lemm&.7] If - o ora ¢ K, then itis trivial. Let’ « anda € K. Due to
proxy recovery and Lemnj@.Tkthere exists som@ such that € K and(« v B) ¢
K~a. By inclusion,K = K~a + (ax A B).

LetY = {UeKLl(aVvp)|K~aC U}
LetA = {leKL(av—pB) |K~aCl}
Letll = {JeKL(—aVvp)|K~aCJ}
NAIfA#AYT
LetA~ = * ,
K~a otherwise
NITif [T # @
LetIT™ = # )
K~a otherwise

We must prove (a) that® # @ and (b) thatk ~« = NM, whereM = {M; : M; €
SSK,a, B)}.

(@) (Vv B) & K~a and by inclusiorK ~« C K, then by Lemm&_1lthere exists
someU such thaK~a C U andU € K_L(a Vv B).

(b) LetM; = UiNn A™NII™,U; € Y. It follows trivially that M; = Cn(M;),
Mj € K andK € Mj+(a A B). Mi+(=a A=) = Ui+(ma A=) N A"+
(maA=B)NMN7+(—a A —B). SinceA™ andI1™ both satisfy recovery)™ +
(maA=B) =K, andM ™ +(—a A =p) = K |, thenM+(—a A =B) = Ui+
(—a A —B) that is a maximal consistent subset of the language. Hihce
SSK, a, B).

Finally, we must prove thd¢ ~a = "M, whereM = {M; |[Mi=UiN A~ NTIT™, U €
T} . It follows trivially thatK ~a € NM. To prove thalhM C K~a leté € "M, § &
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K~a, thens € M;, VM; € Y. Sinces & K~a, by Lemma2.13H e K L(« v BV §).
By LemmaAZ]H € K L(a Vv B), sothatK~a € H, and consequentli € T, then
3 € NM; andé ¢ NM. Absurd. O
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Proof of Theorem 5.1:

(1) implies (2): this follows from Lemm&.2]
(2) implies (3): this follows from Lemmi.7]
(3) implies (1): this follows from Lemmf.6] a

Proof of Example in Secti¢i] Let £ be the closure under truth-functional opera-
tions of {«, B8}, and letKk = Cn({x A B}). We will construct<g explicitly. Due to
(EE2) it is sufficient to order the sixteen formulas in the following ordering:

—a N B
aAN—f
—aAN—f aAP
O B B B B P
o<t~ B —aV B
-V —f
1

Let —; and—g be the AGM contraction and severe withdrawal baseé grdefined
via (—¢) and(—g) respectively. By definition of-¢, we have

K—c(@Ap) = K—s(@ «— B) = K—(B) = K—c(—a Vv B) = Cn({a})
K—g(e) = K—s(@v—=8) = Cn({g})
K—s(@V B) = Cn(fa «<— B}).

Otherwise,

Trivially, —g satisfies the interpolation thesis. Fov 8, K—x (@ Vv ) = Cn() and
itis easy to show that there is Aaeuch thaCn({o <«— B}) NK—s((x vV B) — 8) =
Cn(2). Hence—g is not a semi-contraction.
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(1]

(2]

(3]

(4]

(5]

(6]

NOTES

. .. when seeking to answer a question, not all new information is relevant to the ques-
tion being asked. This s, perhaps, the chief of several reasons why measures of informa-
tional value ought to be carefully distinguished from measures of informatidnd], ([

p. 123)

. According to Levi in[[4] and in an unpublished manuscript, “Contraction and informa-

tional value” (1997), not all the information in the corpus of beliefs is of value to the
inquiring agent; consequently, the agent tries to retain as much of the valuable informa-
tion as possible, instead of as much of the information as possible.

Grovel[lLd] introduced a different order between sentences (closely related to Lewis’s or-
dering of comparative possibilitfLF]) that can be seen as a dual of epistemic entrench-
ment. (B], p. 96)

Since each member of the remainder set satisfies recoverfZ]see [

For readers with more background in belief revision, the following figure (Grove’s
sphere-systenfL]]) illustrates the example. If the contraction intersects more than two
spheres (as in the figure), we cannot express it as a semi-contraction, since each AGM
function can intersect only one sphere. This is the case of the example.
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