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ABSTRACT. The main purpose of the present paper is
to prove approximation and commutator properties for pro-
jections mapping periodic Sobolev spaces onto shift-invariant
spaces generated by a finite number of compactly supported
functions. With these prerequisites at hand, and using certain
localization techniques, we then characterize the stability of
generalized Galerkin-Petrov schemes for solving periodic pseu-
dodifferential equations in terms of elliptic type estimates of
the numerical symbol. Moreover, we establish optimal con-
vergence rates for the approximate solutions with respect to
the Sobolev norms.

1. Introduction. It is well known that one of the central problems
of the numerical analysis for pseudodifferential equations is to find con-
ditions ensuring the stability of the numerical scheme in consideration.
One possible approach to stability analysis for variable symbols is a
reduction to the case of constant symbols by means of certain localiza-
tion techniques which could be viewed as a numerical counterpart to the
well-known principle of freezing coefficients in the theory of partial dif-
ferential equations. The main ingredients for applying such techniques
are certain superapproximation results for the projections defining the
numerical schemes.

Of course, the basic idea of localizing techniques has a long history
in theory as well as in the numerical analysis of partial differential
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equations. The first papers addressing this particular aspect seem to
be [30], [31], where classical Galerkin schemes with trigonometric trial
functions for singular integral equations are investigated. The analysis
of piecewise linear spline collocation for Cauchy singular integral equa-
tions in [22] already involved implicitly certain superapproximation
properties and localization arguments as well which also then played
a crucial role in various subsequent papers treating one- and multi-
dimensional problems, see, e.g., [2, 19, 20, 21, 28, 5, 23, 24, 7, 16,
17]. An explicit abstract formulation of these principles was given in
[18, 19]. For an overview of the various univariate results, see also
[26].

The main purpose of the present paper is to prove superapproxima-
tion properties for projections (Pm)m∈N0 mapping periodic Sobolev
spaces onto shift-invariant spaces generated by a finite number of com-
pactly supported functions and defining the numerical methods in con-
sideration. (Notice that such spaces are frequently used as trial spaces
in numerical procedures for engineering applications, see [16].) These
results are sometimes referred to as discrete commutator properties and
have the form

(CP I) ‖(1 − Pm)fPmu‖s ≤ c2−m(t−s+δ)‖Pmu‖t

as well as

(CP II) ‖Pmf(1 − Pm)u‖s ≤ cδm2−m(t−s)‖u‖t

where c and δ are positive constants independent of u ∈ Ht(T) (but
depending on s and t, in general). As usually ‖ · ‖t denotes the norm
of the periodic Sobolev space Ht(T) of order t ∈ R on the torus
T := R/Z. The orders t and s satisfy t ≥ s and are restricted by
the choice of the projections. Here f is a smooth periodic function,
(δm)m∈N0 tends to zero as m → ∞ and Pm is the projection onto a
finite dimensional space defined over a uniform mesh with mesh size
h = 2−m. In view of multiresolution analysis, as it typically arises
in connection with the construction of wavelets and multiwavelets, we
have chosen the step size to be a power of two. In addition, we say that
the projections (Pm)m∈N0 have the approximation property for s ≤ t if
and only if

(AP) ‖(1 − Pm)u‖s ≤ c2−m(t−s)‖u‖t
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holds for any u ∈ Ht(T). Another important property is the inverse
property for s ≤ t, which means

(IP) ‖Pmu‖t ≤ c2m(t−s)‖Pmu‖s.

Notice that the periodic pseudodifferential operators with constant
symbols are convolution operators. This property in combination with
using shift-invariant subspaces as trial and test spaces in the corre-
sponding Galerkin-Petrov methods imply a block circulant structure of
the resulting stiffness matrices which allows to characterize the stability
in the case at hand in terms of eigenvalues, see [7, 25]. On the other
hand, the stability and error estimates for the aforementioned methods
is independent of the choice of the bases of the trial and test spaces.
Hence, our results can be used in a corresponding wavelet or multi-
wavelet setting, in particular, for developing compression techniques
and fast solvers, see [8, 29].

To our knowledge, our results, see Theorems 2.1 through 2.4, are new
in the present form and generality and should be of some independent
interest. In particular, they unify and generalize all results in the
univariate case and for uniform grids known from the literature, e.g.,
for spline or classical wavelet spaces. Moreover, in some cases, see
Theorems 2.1 and 2.4, we do not need any refinability of the generators,
i.e., the spaces Sm(φ), see (1), are not required to be nested.

The paper is organized as follows. The precise formulation of the
properties (CP I), (CP II) and (AP) is given in Section 2. The proofs
of the main results are presented in Section 3. With these prerequisites
at hand, we characterize in Section 4 the stability of the generalized
Galerkin-Petrov schemes defined by the aforementioned projections in
terms of elliptic type estimates of the numerical symbol. Further, we
establish optimal convergence rates for the approximate solutions with
respect to the Sobolev norms.

Note that our results can be extended to the corresponding spaces of
functions defined on Rn or Tn, respectively. Moreover, the estimates
obtained in the present paper are important in the case of function
spaces over subdomains of Rn, since the crucial ingredients of our
analysis are local in nature.

2. Notations and the main approximation results. The main
purpose of this paper is to prove (CP I) and (CP II) for appropriate
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families of projections. For M ∈ N, let

ΛM := Z ∩
[
− M

2
,
M

2

)
.

We choose a sequence φ := (φj)j∈ΛM
of generators for the spaces of

approximating functions satisfying

φj ∈ L2 :=
{
f ∈ L2(R) :

∑
k∈Z

|f(· + k)| ∈ L2([0, 1])
}

for j ∈ ΛM . It is easy to see that L2 ⊆ L1(R) and therefore f̂ ∈ C(R)
for f ∈ L2, where

f̂(x) :=
∫
R

e−2πixyf(y) dy

is the Fourier transform on L2(R). For the step size h := (1/N),
N := 2m with m ∈ N0, we define the approximation spaces

(1) Sm(φ) := Lin {φj
k,m := 2m/2[φj(2m · −k)] : k ∈ ΛN , j ∈ ΛM}.

Hereby the periodization operator [·] is given by [f ] :=
∑

l∈Z f(· + l)
for f ∈ L2.

Next we consider a family of distributions η :=(ηj)j∈ΛM
∈ (H−s′

(R))M ,
s′ ≥ 0, with compact support to define the functionals

(2) ηl
k,m(f) := 2−m/2ηl(f(2−m(· + k))), l ∈ ΛM , k ∈ ΛN ,

for f ∈ Hs′
(T). We require that Sm(φ) ⊆ Hs′

(T) and

(3) ηr(φj(· − k)) = δr,jδ0,k

for r, j ∈ ΛM , k ∈ Z. Therefore, the operators

(4) Qm(f) :=
∑

k∈ΛN
l∈ΛM

ηl
k,m(f)φl

k,m

are projections defined for sufficiently smooth functions f . From now
on, we denote by Pm the orthogonal projections onto Sm(φ) inH0(T) =



APPROXIMATION AND COMMUTATOR PROPERTIES 421

L2(T). We remark that these projections have a representation like (4),
too, provided the functions φ := (φj)j∈ΛM

have compact support and
their integer translates form a Riesz bases. Indeed, we have

Pm(u) =
∑

〈u, φl
k,m〉ψl

k,m

for u ∈ L2(T) with (ψj)j∈ΛM
defined by

(5) (ψ̂j(pM + l + x))l∈ΛM ,j∈ΛM

:= (φ̂j(pM+l+x))l∈ΛM ,j∈ΛM

( ∑
m∈Z

φ̂r(m+ x)φ̂j(m+x)
)−1

r∈ΛM ,j∈ΛM

for p ∈ Z. We will require the linear independence of the generators
which is stronger than Riesz stability. A family of compactly supported
functions φ := (φj)j∈ΛM

is called linearly independent if the mapping
((cjk)j∈ΛM

)k∈Z �→ ∑
j∈ΛM ,k∈Z c

j
kφ

j(· − k) is injective on the space of
sequences of M -dimensional complex vectors. It is known, cf. [9],
that in the univariate case there always exist linearly independent
generators if the spaces Sm(φ) are generated by compactly supported
functions. By definition the functions φ := (φj)j∈ΛM

are said to satisfy
the Strang-Fix condition of order d ∈ N if there exists a finite linear
combination φ̃ of integer translates of the (φj)j∈ΛM

which fulfills the
usual Strang-Fix condition of order d, i.e., φ̃(k)(l) = 0 for any l ∈ Z\{0},
k = 0, . . . , d − 1 and φ̃(0) 
= 0. The integer translates of φ̃ reproduce
algebraic polynomials up to degree d− 1 if φ̃ is a compactly supported
continuous function of bounded variation satisfying the Strang-Fix
condition of order d, cf. [11].

For the approximating functions, we require

Hypothesis. There exist compactly supported functions γ :=
(γj)j∈ΛM

and M × M matrices ω := (ωl)l∈Z with exponential decay
such that both Π(x) :=

∑
l∈Z ωle

2πilx is invertible on [0, 1] and

(6) (φj)j∈ΛM
= ω ∗′M (γj)j∈ΛM

:=
∑
l∈Z

ωl(γj(· − l))j∈ΛM
.

The integer translates of γ have to be linearly independent. Further,
there exist numbers 0 < ρ < 1, d, d′ ∈ N0, with d′ ≥ d satisfying
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1. Sm(φ) ⊆ Hs(T) ∩Hs′
(T) for any s < d+ ρ, m ∈ N0, where s′ is

the Sobolev index of the functionals η;

2. the integer translates of φ reproduce algebraic polynomials up to
degree d′ ∈ N0;

3. Sm(φ) fulfills the inverse property, i.e., ‖um‖t ≤ c2m(t−s)‖um‖s

for any um ∈ Sm(φ), s ≤ t < d+ ρ.

The third condition implies the inverse property of the projections
and is fulfilled for generators satisfying Definition 4.4, cf. also Theo-
rem 3.1 in [25]. In particular, splines of order r and defect M , i.e.,
piecewise polynomials of degree less than or equal to r − 1 which are
r−M − 1 times continuously differentiable, fulfill the inverse property
for s ≤ t < r −M + (1/2), cf., [25, Example 3.3]. Further, if φ in (5)
satisfies the hypothesis, then so does ψ.

Now we are in the position to formulate the main theorems.

Theorem 2.1. Let φ fulfill the hypothesis. Then the projections
(Qm)m∈N0 defined by (4) satisfy (AP) and (CP II) for s = 0 and any
s′ ≤ t ≤ d′ + 1.

In contrast to [7], to prove Theorem 2.1 we do not need any refin-
ability of the generators.

Next we give a generalization under the additional assumptions that
the projections are orthogonal in H0(T) and the spaces Sm(φ) are
nested, i.e., in the case when φ is refinable.

Theorem 2.2. Let φ satisfy the hypothesis and let Sm(φ) ⊆ Sm+1(φ)
for m ∈ N. Then the orthogonal projections (Pm)m∈N0 onto Sm(φ)
fulfill the approximation property (AP) for −d′ − 1 ≤ s < d + ρ,
−d− ρ < t ≤ d′ + 1 and s ≤ t.

Note that Theorem 2.2 and the subsequent Corollaries 2.3, 2.5, 2.8
and Theorem 2.4 generalize the results obtained in [7, Section 5] for
M = 1, at least in the univariate case. Moreover, here the range of
Sobolev indices is larger than in the aforementioned paper.
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If the generators are splines of order r with knots of multiplicity M ,
then we are in the situation of [16]. In this case Theorem 2.2 is valid
with d′ = r − 1, d = r −M and ρ = 1/2. Then the results can be
obtained from Theorem 3.4 in [16].

From now on we use the letter c to denote a generic constant, the
value of which varies from instance to instance.

Corollary 2.3. Let φ satisfy the hypothesis and let Sm(φ) ⊆
Sm+1(φ) for m ∈ N. Then the projections (Qm)m∈N0 defined by (4)
satisfy (AP) for any s ≤ t with s′ ≤ t ≤ d′ + 1, 0 ≤ s < d+ ρ.

Proof. Using the inverse estimate, we conclude that

(7) ‖(1−Qm)u‖s ≤ ‖(1−Pm)u‖s+c2ms‖(1−Qm)u‖0 ≤ c2−m(t−s)‖u‖t

for u ∈ Ht(T).

Now we turn to the commutator property (CP I) for the orthogonal
projections.

Theorem 2.4. Let φ satisfy the hypothesis and let the orthogonal
projections (Pm)m∈N0 onto Sm(φ) fulfill the approximation property for
s ≤ t with 0 ≤ t ≤ d′ + 1 and 0 ≤ s < d + ρ. Then the orthogonal
projections (Pm)m∈N0 have the following properties:

i) (CP I) is valid for −d′ − 1 ≤ s ≤ t < d+ ρ;

ii) (CP II) is valid for s ≤ t ≤ d′ + 1 and −d− ρ < s < d+ ρ.

Using the boundedness of the projections (Qm)m∈N0 in ‖ · ‖s for
s′ ≤ s < d+ ρ, we infer from Theorem 2.4

Corollary 2.5. Let φ fulfill the hypothesis and let Sm(φ) ⊆ Sm+1(φ)
for m ∈ N. Then the projections (Qm)m∈N0 satisfy (CP I) for
s′ ≤ s ≤ t < d+ ρ.

Proof. The assertion follows directly from the identity

(8) 1 −Qm = (1 − Pm) +Qm(Pm − 1).



424 S. PRÖSSDORF AND J. SCHULT

The proofs of Theorems 2.1, 2.2 and 2.4 are deferred until the next
section.

The interpolation property of Sobolev spaces allows to reduce the
proofs of (CP I) and (CP II) from different orders of Sobolev spaces to
the order s = 0.

Proposition 2.6. Let (Rm)m∈N0 be a family of projections and let
0 ≤ a ≤ b ≤ c be real numbers such that, for any

(9) 0 ≤ s < b, a ≤ t ≤ c with s ≤ t

the approximation property (AP) and for 0 ≤ s ≤ t < b the inverse
property (IP) are satisfied. Then we infer from (CP I) (respectively,
(CP II)) for s = 0 and a ≤ t ≤ c that (CP I) (respectively, (CP II)) is
valid for any s and t restricted by (9).

Proof. Let (CP I) be satisfied with s = 0 and a ≤ t ≤ c. Assume
0 < s < b and s ≤ t. For s < t choose ε > 0 such that s + ε < t and
s+ ε < b. We obtain

(10) ‖(1 −Rm)fRmu‖s+ε ≤ c2−m(t−s−ε)‖Rmu‖t

by the approximation property. In the case s = t, we conclude (10) from
the uniform boundedness of the projections in ‖ · ‖s+ε with s + ε < b
and from (IP). Using the interpolation inequality

(IE) ‖ · ‖s ≤ c‖ · ‖1−(s/s+ε)
0 ‖ · ‖s/(s+ε)

s+ε

we conclude from (CP I) for s = 0 and (10) that

‖(1 −Rm)fRmu‖s ≤ c2−m(t−s)2−mδ(ε/(s+ε))‖Rmu‖t.

For (CP II) the assertion follows directly from the inverse property.

Let (R̃m)m∈N0 be another family of projections with the same ranges
as (Rm)m∈N0 , i.e., R(R̃m) = R(Rm) for any m ∈ N0, and such that
‖R̃m‖0 ≤ c. Then all properties excepting (CP II) remain valid with
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(Rm)m∈N0 replaced by (R̃m)m∈N0 . More precisely, because of (8), the
following holds.

Corollary 2.7. If the (Rm)m∈N0 fulfill the assumptions of Proposi-
tion 2.6, then so do the (R̃m)m∈N0 . Further, we infer from (CP I) for
(Rm)m∈N0 and s = 0, a ≤ t ≤ c, that (CP I) is valid for (R̃m)m∈N0

and any s and t restricted by (9).

Further, we infer from Proposition 2.6, Theorem 2.1 and Corollary 2.3

Corollary 2.8. Let φ satisfy the hypothesis and let Sm(φ) ⊆
Sm+1(φ) for m ∈ N. Then the projections (Qm)m∈N0 defined by (4)
satisfy (CP II) for any s ≤ t with s′ ≤ t ≤ d′ + 1, 0 ≤ s < d+ ρ.

Remark 2.9. Let (Rm)m∈N0 be a family of projections satisfying (CP
I) and (CP II). Let L : Ht(T) → Ht−r(T) be a bounded operator with
r ∈ R given. Using the identity

RmfL− fRmL = Rmf(1 −Rm)L− (1 −Rm)fRmL,

we obtain from (CP I) and (CP II) that

(11) ‖RmfLu− fRmLu‖s−r ≤ c2−m(t−s)δm‖u‖t

is valid for the corresponding Sobolev indices s ≤ t, where the constant
does not depend on u ∈ Ht(T).

Property (11) has been proved in [32] for the case of qualocation
projections Rm, periodic pseudodifferential operators L and functions u
belonging to subspaces of smoothest splines. In this case, property (CP
I) follows from Theorem 2.1 in [32]. On the other hand, the qualocation
projections satisfy our hypothesis. Hence, for the qualocation method
studied in [32], results similar to Theorems 4.8 and 4.10 of the present
paper can be derived.

3. Proof of the theorems. The proof of Theorem 2.1 is based on
techniques of [7], but uses no refinability. It will be divided into two
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steps. We show first (AP) and then (CP II). To this end we need the
lth forward differences of u defined by

(Δl
hu)(x) :=

l∑
j=0

(
l
j

)
(−1)l−ju(x+ jh)

for h ∈ R. As usual, ‖ · ‖0(Ω) denotes the L2-norm relative to some
domain Ω ⊆ R. The corresponding lth order modulus of continuity is
given by

ωl(u, t,Ω) := sup
|h|≤t

‖Δl
hu‖0(Ωh,l),

where Ωh,l := {x ∈ Ω : x+ jh ∈ Ω, j = 0, . . . , l}. For Ω = T we write
ωl(u, t) instead of ωl(u, t,T). Now we are ready to introduce the Besov
norms

‖u‖Bt
2,2

(Ω) := ‖u‖0(Ω) + |u|t(Ω)

where, for any fixed l ∈ N, l > t,

|u|t(Ω)2 :=
∞∑

j=0

22jtωl(u, 2−j ,Ω)2.

In the following we need the norm equivalence, see, e.g., [12, 35]

(12) ‖ · ‖t(Ω) ∼ ‖ · ‖Bt
2,2

(Ω)

for any 0 < t < l where Ω is an interval. We remind that η ∈ H−s′
(R)

with support in Γ := (−a, a) for some fixed a ∈ N.

Proof of Theorem 2.1. Step 1. For any t ≥ s′ we obtain from (12),

(13)

|ηl
k,m(u)|2 = |2−m/2ηl(u(2−m(· + k)))|2

≤ c2−m‖u(2−m(· + k))‖2
t (Γ)

≤ c

(
‖u‖0(Γm

k )2 +
∞∑

j=0

22tjωd′+1(u, 2−m−j ,Γm
k )2

)

≤ c(‖u‖0(Γm
k )2 + 2−2tm‖u‖Bt

2,2
(Γm

k )2)
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with Γm
k := 2−m(k + Γ). By our hypothesis

(14) (φj
k,m)j∈ΛM

=
∑

i∈ΛN

ωm
i−k(γj

i,m)j∈ΛM

is valid with
ωm

k :=
∑
p∈Z

ωpN+k

where N = 2−m. Using the exponential decay of the coefficients, one
concludes that

(15)
∑

k∈ΛN

∑
i∈�m

l,γ

‖ωm
i−k‖ ≤ c,

∑
l∈ΛN

∑
i∈�m

l,γ

‖ωm
i−k‖ ≤ c

with �m
l,γ := {i ∈ ΛN : ∪j∈ΛM

supp γj
i,m ∩ �m

l 
= ∅}, � := [−1/2, 1/2]
and �m

l := 2−m(l + �).

Lemma 3.1. For 0 ≤ s ≤ t, s′ ≤ t, s < d+ ρ, u ∈ Ht(T), we have

‖Qmu‖s(�m
l )

≤ c2ms
∑

k∈ΛN

( ∑
i∈�m

l,γ

‖ωm
i−k‖

)
(‖u‖0(Γm

k ) + 2−mt‖u‖Bt
2,2

(Γm
k )).

Proof. From our hypothesis and (14), we deduce that

‖φj
k,m‖s(�m

l ) ≤ c2ms
∑

i∈�m
l,γ

‖ωm
i−k‖.

Since
‖Qmu‖s(�m

l ) ≤
∑

k∈ΛN
j∈ΛM

|ηj
k,m(u)| ‖φj

k,m‖s(�m
l ),

the assertion follows from (13).

Because of the linear independence of the integer translates of γ there
exist functionals (F j)j∈ΛM

with compact support F := ∪j∈ΛM
suppF j

such that
|F j(g)| ≤

∫
F
|g(x)|2 dx
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for g ∈ L2(R) and that

Gmu :
∑

k∈ΛN
j∈ΛM

F j
k,m(u)γj

k,m

are projections, cf. [3].

Lemma 3.2. Let Ω ⊆ R be a fixed bounded interval. Then we have,
for 0 ≤ s ≤ t ≤ d′ + 1 with s < d+ ρ,

‖Gmu− u‖Bs
2,2

(Ωm
k ) ≤ c2−m(t−s)‖u‖Bt

2,2
(Ω̃m

k )

for any u ∈ Ht(T) where Ω̃m
k := ∪l∈ΛN

{Fm
l : ∪j∈ΛM

supp γj
l,m ∩ Ωm

k 
=
∅} ∪ Ωm

k .

Proof. Without loss of generality, we may assume that m is suffi-
ciently large such that |Ωm

k | < 1. Because of ii) in the hypothesis, the
Gm reproduce all polynomials up to degree d′ on Ωm

k , and hence,

(16) ‖Gmu−u‖Bs
2,2

(Ωm
k ) ≤ ‖Gm(u−p)‖Bs

2,2
(Ωm

2 ) + ‖u−p‖Bs
2,2

(Ωm
k ).

Thus, when s = 0, we conclude that

(17) ‖Gmu− u‖0(Ωm
k ) ≤ c inf

p∈Πd′
‖u− p‖0(Ω̃m

k )

where Πd′ is the space of all polynomials of degree less than or equal
to d′. A Whitney type estimate, cf. [12] ensures the existence of a
polynomial p0 ∈ Πd′ such that

‖u− p0‖0(Ω̃m
k ) ≤ cωd′+1(u, 2−m, Ω̃m

k )

≤ c2−mt

( ∞∑
j=0

22jtωd′+1(u, 2−j , Ω̃m
k )2

)1/2

(18)

≤ c2−mt‖u‖Bt
2,2

(Ω̃m
k ).(19)

Using the inverse property we obtain, by (19),

(20)

‖Gm(u− p0)‖Bs
2,2

(Ωm
k ) ≤

∥∥∥∥
∑

j∈ΛM

l∈Ωm
k,γ

F j
l,m(u− p0)γ

j
l,m

∥∥∥∥
s

≤ c2ms‖u− p0‖0(Ω̃m
k )

≤ c2−m(t−s)‖u‖Bt
2,2

(Ω̃m
k ).
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The estimate ωd′+2(u, t,Ω) ≤ c‖u‖0(Ω) reveals

∞∑
l=0

22slωd′+2(u− p0, 2−l,Ωm
k )2

=
m∑

l=0

22slωd′+2(u− p0, 2−l,Ωm
k )2

+
∞∑

l=m+1

22slωd′+2(u− p0, 2−l,Ωm
k )2

≤ c
m∑

l=0

22sl‖u− p0‖0(Ωm
k )2

+ 2−2m(t−s)
∞∑

l=m+1

22sl22l(t−s)ωd′+2(u− p0, 2−l,Ωm
k )2

≤ c2−2m(t−s)‖u‖Bt
2,2

(Ωm
k )2

+ 2−2m(t−s)
∞∑

l=m+1

22ltωd′+2(u, 2−l,Ωm
k )2

≤ c2−2m(t−s)‖u‖Bt
2,2

(Ωm
k )2(21)

where we have used Δd′+2
h p0 = 0. Thus, the assertion follows from

(16), (20) and (21).

Now we are ready to prove the approximation property. Using
Qmu − u = −Qm(Gmu − u) + (Gmu − u), we infer from the Lemmas
3.1 and 3.2 that

‖Qmu− u‖2
0

≤ c
∑

l∈ΛN

‖Qmu− u‖0(�m
l )2

< c2−2mt
∑

l∈ΛN

( ∑
k∈ΛN

( ∑
i∈�m

l,γ

‖ωm
i k‖

)
‖u‖Bt

2,2
(Γ̃m

k )+‖u‖Bt
2,2

(�̃m
l

)2

≤ c2−2mt
∑

l∈ΛN

( ∑
k∈ΛN

∑
i∈�m

l,γ

‖ωm
i−k‖

)
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·
( ∑

k∈ΛN

∑
i∈�m

l,γ

‖ωm
i−k‖ ‖u‖Bt

2,2
(Γ̃m

k )2
)

+ c2−2mt
∑

l∈ΛN

‖u‖Bt
2,2

(�̃m
l )2

≤ c2−2mt
∑

k∈ΛN

‖u‖Bt
2,2

(Γ̃m
k )2

≤ c2−2mt‖u‖2
Bt

2,2

≤ c2−2mt‖u‖2
t

where we have used diam Γ̃m
k
.= 2−m.

Step 2. The same arguments as in the proof of Theorem 5.4 in [7] with
rl,k :=

∑
i∈�m

k,γ
‖ωm

i−l‖, Nm : 2m/2, Kk,m := {l ∈ ΛN : |l − k| < 2m/2},
d replaced by d′, imply (CP II) for s = 0.

Proof of Theorem 2.2. First we show the assertion for 0 ≤ s ≤ t. A
crucial point is to prove the equivalence of the norm

(22) ‖u‖2
φ,t := ‖u‖2

0 +
∑

m∈N

22mt‖(Pm − Pm−1)u‖2
0

and the Sobolev norm of order t on ∪m∈N0Sm(φ). By Theorem 2.1 the
orthogonal projections Pm onto Sm(φ) satisfy, for 0 ≤ t ≤ d′ + 1, the
estimate

(23) ‖(1 − Pm)f‖0 ≤ c2−mt‖f‖t, f ∈ Ht(T).

Now we introduce the norm ||| · |||d′+1 defined by |||f |||d′+1 :=
‖f (d′+1)‖0 + |f(0)| for f ∈ Hd′+1(T). Using the norm equivalence
of ‖ · ‖d′+1 and ||| · |||d′+1 and the fact that the constant functions are
contained in Sm(φ), we obtain from (23) the relation

(24) ‖(1 − Pm)f‖0 ≤ c2−m(d′+1)‖f (d′+1)‖0, f ∈ Hd′+1(T).

From (24) we get, similarly to the proof of Proposition 4.1 in [6], that

(25) ‖(1 − Pm)f‖0 ≤ cωd′+1(f, 2−m)
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for f ∈ Hd′+1(T).

Lemma 3.3. For any u ∈ Hd+s(T), 0 ≤ s ≤ 1, we have

ωd+1(u, t) ≤ ctd+s‖u‖d+s.

Proof. For u ∈ Hs(T), 0 ≤ s ≤ 1, it is known that

ω1(u, t)2 ≤ c
1
t

∫ t

−t

∫ 1−h

0

|f(x+ h) − f(x)|2 dx dh

≤ ct2s

∫ 1

0

∫ 2

−1

|f(x) − f(y)|2
| sin(π(x− y))|1+2s

dx dy

≤ ct2s‖u‖2
s.

Therefore, we obtain for any u ∈ Hd+s(T) that

ωd+1(u, t) ≤ ctdω1(u(d), t) ≤ ctd+s‖u(d)‖s ≤ ctd+s‖u‖d+s.

Let 0 ≤ s < ρ. From the inverse property and Lemma 3.3, we
conclude that

(26)
ωd+1(um, t) ≤ cmin{‖um‖0, t

d+s‖um‖d+s}
≤ cmin{1, (2mt)}d+s‖um‖0

for um ∈ Sm(φ). In view of (25) and (26), Theorem 4.1 of [6] applies
and yields

‖u‖t
.= ‖u‖φ,t, u ∈

⋃
m∈N0

Sm(φ)

for any fixed 0 ≤ t < d+ρ. By (23), the smooth functions are contained
in clos‖·‖φ,t

∪m∈N0 Sm(φ). Hence, the norm equivalence is valid even
on Ht(T). Arguing as in the proof to Theorem 5.1 of [7], we obtain for
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0 ≤ s ≤ t ≤ d′ + 1, s < d+ ρ, that

‖(1 − Pm)u‖2
s ≤ c

(
‖(1 − Pm)u‖2

0 +
∞∑

j=1

22js‖(Pj − Pj−1)(1 − Pm)u‖2
0

)

= c

(
‖(1 − Pm)u‖2

0 +
∞∑

j=m+1

22js‖(Pj − Pj−1)(1 − Pm)u‖2
0

)

≤ c
∞∑

j=m+1

22j(s−t)‖u‖2
t

≤ c2−2m(t−s)‖u‖2
t

where u ∈ Ht(T). In the last step we have used (23). It remains to
prove the case s < 0. If s ≤ t < 0, then

‖u− Pmu‖s = sup
0�=v∈H−s(T)

〈u− Pmu, v〉
‖v‖−s

= sup
0�=v∈H−s(T)

〈u, v − Pmv〉
‖v‖−s

≤ ‖u‖t sup
0�=v∈H−s(T)

‖v − Pmv‖−t

‖v‖−s

≤ c2m(s−t)‖u‖t.

In the case s < 0 ≤ t ≤ d′ + 1 we obtain

‖u− Pmu‖s = sup
0�=v∈H−s(T)

〈u− Pmu, v〉
‖v‖−s

= sup
0�=v∈H−s(T)

〈u− Pmu, v − Pmv〉
‖v‖−s

≤ ‖u− Pmu‖0 sup
0�=v∈H−s(T)

‖v − Pmv‖0

‖v‖−s

≤ c2m(s−t)‖u‖t.

Proof of Theorem 2.4. Step 1. For any h > 0, we have

Δd+1
h fum(x) =

d+1∑
k=0

(
d+ 1
k

)
Δk

hf(x)Δd+1−k
h um(x+ kh).
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Hence,

‖Δd+1
h fum‖0(Ω)2 ≤ c

( d+1∑
k=1

‖Δk
hf‖0,∞(Ω)2‖Δd+1−k

h um‖0(Ωh,k)2

+ ‖f‖0,∞(Ω)2‖Δd+1
h um‖0(Ωh,d+1)2

)

where ‖f‖l,∞(Ω) := supν≤l supx∈Ω |f (ν)(x)|. Now we conclude from
(17) and (18), with d′ replaced by d, that

‖Gmfum−fum‖0(�m
k )2 = ‖Gm(f−f(kh))um − (f−f(kh))um‖0(�m

k )2

≤ cωd+1((f − f(kh))um, 2−m, �̃m
k )2

≤ c

[
2−2m‖f‖2

1,∞ωd+1(um, 2−m, �̃m
k )2

+
d+1∑
q=1

2−2mq‖f‖2
q,∞ωd+1−q(um, 2−m, �̃m

k )2
]
.

Since um ∈ Hd(T) we have ωl(um, τ,Ω) ≤ cτ l‖um‖d(Ω) for 0 ≤ l ≤ d.
So we infer

‖Gmfum − fum‖0(�m
k )2 ≤ c‖f‖2

d+1,∞{2−2mωd+1(um, 2−m, �̃m
k )2

+ 2−2m(d+1)‖um‖d(�̃m
k )2}

and therefore

‖Gmfum − fum‖2
0 ≤ c‖f‖2

d+1,∞{2−2mωd+1(um, 2−m)2

+ 2−2m(d+1)‖um‖2
d}.

For fixed s′′ with d < s′′ < d+ ρ, we obtain

‖Gmfum − fum‖2
0 ≤ c‖f‖2

d+1,∞{2−2m(s′′+1)2−2ms′′
ωd+1(um, 2−m)2

+ 2−2m(d+1)‖um‖2
d}

≤ c‖f‖2
d+1,∞2−2m(d+1)

·
( ∞∑

l=0

2−2ls′′
ωd+1(um, 2−l)2 + ‖um‖2

d

)

≤ c‖f‖2
d+1,∞2−2m(d+1)‖um‖2

s′′
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where we have used (12). For δ := 1−ρ < d+1−s′′, we conclude from
the inverse property that

‖Pmfum − fum‖0 ≤ ‖Gmfum − fum‖0

≤ c‖f‖d+1,∞2−mδ2−mt‖um‖t

for any t ≤ s′′. Hence, by Proposition 2.6, the assertion i) is shown for
0 ≤ s ≤ t < d+ρ. Thus, it remains to consider the case −d′−1 ≤ s < 0.
Applying the approximation property, we obtain

‖(1 − Pm)fPmu‖s ≤ c2ms‖(1 − Pm)fPmu‖0.

If t ≥ 0, the assertion follows from (CP I) for s = 0. Otherwise we
apply (CP I) with t̃ := 0 and employ the inverse property.

Step 2. Next we prove the second part of Theorem 2.4. Because of
part i) there exists δ > 0 such that

‖Pmf(1 − Pm)u‖2
0 ≤ ‖(1 − Pm)f̄Pmf(1 − Pm)u‖0‖u‖0

≤ c2−mδ‖Pmf(1 − Pm)u‖0‖u‖0

≤ c2−mδ‖u‖2
0

for any u ∈ L2(T). Let 0 ≤ s ≤ t ≤ d′ + 1 with s < d + ρ be fixed.
Then we conclude from (IP) and (AP) that

‖Pmf(1 − Pm)u‖s ≤ c2ms‖Pmf(1 − Pm)u‖0

≤ c2−m(δ/2−s)‖(1 − Pm)u‖0

≤ c2−m(δ/2+t−s)‖u‖t

provided u ∈ Ht(T).

In the case s < 0 we proceed as in the proof of Corollary 5.2 in [7] to
obtain

‖Pmf(1 − Pm)u‖s = sup
‖v‖−s=1

〈(1 − Pm)u, (1 − Pm)f̄Pmv〉

≤ ‖(1 − Pm)u‖s sup
‖v‖−s=1

‖(1 − Pm)f̄Pmv‖−s

≤ c2−m(t−s+δ)‖u‖t sup
‖v‖−s=1

‖Pmv‖−s

≤ c2−m(t−s+δ)‖u‖t
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where we have applied (AP) to the first factor and Theorem 2.4 i) to
the second factor on the righthand side of the second inequality.

4. Applications to pseudodifferential equations. In the
present section we establish some convergence and stability results for
numerical methods to solve periodic pseudodifferential equations. First
we introduce the class of pseudodifferential operators which will be
studied throughout the remainder of this paper. For r ∈ R we denote
by Sr(T) the class of symbols which consists of functions σ ∈ C∞(T×Z)
satisfying

|∂β
x Δα

1 ξσ(x, ξ)| ≤ cα,β(1 + |ξ|)r−α for all x ∈ T, ξ ∈ Z,

where Δ1 ξ is the forward difference operator with respect to ξ with
step size 1 defined in Section 3 and α, β are nonnegative integers. The
corresponding pseudodifferential operator with the symbol σ is given
by

σ(x,D)u(x) :=
∑
ξ∈Z

e2πixξσ(x, ξ)ũ(ξ),

ũ(ξ) :=
∫ 1

0

e−2πiξxu(x) dx,

for u ∈ C∞(T).

It is well known that the symbol of a pseudodifferential operator is
uniquely determined up to a function belonging to ∩r∈RS

r(T).

In what follows we restrict ourselves to the subclass Σμ(T) ⊂ Sr(T) of
all symbols σ ∈ Sr(T) which admit a decomposition σ = σ0+σ1, where
σ1 ∈ Sr1(T) with r1 < r := Reμ, μ ∈ C and σ0 ∈ C∞(T × R\{0}).
The function σ0 is required to be positively homogeneous of degree μ,
i.e.,

σ0(x, λ ξ) = λμσ0(x, ξ)

for λ > 0 and ξ 
= 0. Without loss of generality, we assume σ0(x, 0) = 1.
We will denote by Ψr(T) and Φμ(T) the class of pseudodifferential op-
erators (ΨDO’s) which admit a decomposition L = σ(x,D) +K where
σ ∈ Sr(T), and Σμ(T), respectively, and K is a smoothing operator
given by Ku(x) =

∫
u(y)k(x, y) dy with k ∈ C∞(T × T). Note that if

L ∈ Φμ(T), then L : Hs(T) → Hs−r(T) is a bounded operator. We
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remark that the class Φμ(T) contains all classical operators occurring
in boundary element methods, cf. [1, 7].

Our central objective is to solve the pseudodifferential equation

(27) Lu = f

where L ∈ Φμ(T) and f ∈ Hs−r(T) are given. For the solution of (27),
we examine the numerical methods considered in [25]. To this end
we have to introduce finite-dimensional trial spaces of approximating
functions and sets of test functionals. We choose a sequence φ :=
(φj)j∈ΛM

∈ LM
2 of generators for the spaces of approximating functions.

Then the trial spaces are defined by (1).

Now we turn to the test functionals. Choose a family of distributions
η := (ηj)j∈ΛM

∈ (H−s′
(R))M , s′ ≥ 0, with compact support to define

the test functionals

(28) ηl
k,m(f) := 2−m/2ηl(f(2−m(· + k))), l ∈ ΛM , k ∈ ΛN ,

for f ∈ Hs′
(T). The numerical method which we are going to inves-

tigate is the Galerkin-Petrov method corresponding to the aforemen-
tioned trial spaces and test functionals. This method reads as follows.

Find an approximate solution um ∈ Sm(φ) such that

(29) ηl
k,m(Lum) = ηl

k,m(f), l ∈ ΛM , k ∈ ΛN

for a fixed and all sufficiently large m ∈ N0. The scheme (29)
corresponding to the trial and test spaces generated by φ and η,
respectively, is called numerical method {η, φ} for the operator L. The
following two examples are particular realizations of the scheme (29).

Example 4.1 Collocation method. Choose a strictly increasing
sequence (εj)j∈ΛM

∈ [0, 1)M and define the test functionals by

ηj(f) := f(εj)

for j ∈ ΛM . So we have to find a solution um ∈ Sm(φ) satisfying

Lum(2−m(εj + k)) = f(2−m(εj + k)), j ∈ ΛM , k ∈ ΛN .



APPROXIMATION AND COMMUTATOR PROPERTIES 437

Example 4.2. Galerkin method. Let (φj)j∈ΛM
∈ LM

2 be a family of
compactly supported functions. Then the test functionals in (29) are
defined by (28) and

ηj(f) := 〈f, φj〉L2(R), j ∈ ΛM ,

for f ∈ L2(T).

Example 4.3. Biorthogonal Galerkin method. Let (η̃j)j∈ΛM
∈ LM

2

be a family of compactly supported functions biorthogonal to (φj)j∈ΛM
,

i.e.,
〈φr, η̃s(· − k)〉L2(R) = δr,sδ0,k

for r, s ∈ ΛM and k ∈ Z. Then the test functionals in (29) are defined
by (28) and

ηj(f) := 〈f, η̃j〉L2(R), j ∈ ΛM ,

for f ∈ L2(T).

It turns out that the convergence analysis of the numerical method
(29) essentially depends on the behavior of the matrix valued function
[ησ0φ] defined by

[ησ0φ](y, x) :=
∑
l∈Z

(ηr(e2πi(l+x)·)σ0(y, l + x)φ̂s(l + x))(r,s)∈Λ2
M
,

x ∈ [−1/2, 1/2]. This function [ησ0φ] will be called numerical symbol of
the numerical method {η, φ} for the operator L with principal symbol
σ0. Using the notation

(30)

η̂r(x) := ηr(e2πix·),
η̂p(x) := (η̂r(pM + l + x))(l,r)∈Λ2

M
,

φ̂p(x) := (φ̂r(pM + l + x))(l,r)∈Λ2
M
,

fp(x) := diag (f(pM + l + x))l∈ΛM
,

for f : R → C, the numerical symbol takes the simple form

(31) [ησ0φ](y, x) =
∑
p∈Z

η̂p(x)∗(σ0(y, ·))p(x)φ̂p(x).
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To define a class of admissible numerical methods, cf. [25], we need the
notation

〈x〉 :=
{ |x| if x 
= 0,

1 else.

We recall the following definition from [25].

Definition 4.4. The numerical method {η, φ} is called s-admissible
for ΨDO’s in Φμ(T), s ∈ R, if the following is satisfied:

i) the matrices φ̂0 and η̂0 are invertible on [−1/2, 1/2];

ii)
∑

p�=0 ‖〈x〉spφ̂p(x)φ̂0(x)−1〈x〉−s
0 ‖2 is uniformly bounded on

[−1/2, 1/2];

iii)
∑

p�=0 ‖η̂p(x)∗|x|μp φ̂p(x)‖ is convergent on [−1/2, 1/2].

Here the matrices 〈·〉p, | · |μp arising in ii) and iii) are defined by (30)
and ‖ · ‖ means any matrix norm. The letter s denotes the Sobolev
index of the space Hs(T).

Remark 4.5. Properties i) and ii) are sufficient conditions for a certain
discrete Sobolev norm to be equivalent to the continuous Sobolev norm,
see [25, Section 3]. Condition i) is stronger than the Riesz stability.
Property ii) is a uniform Strang-Fix condition combined with a growth
condition for the (φ̂j)j∈ΛM

, see [25, Section 4]. The last condition
ensures that the numerical symbol is well defined.

To interpret the numerical scheme (29) as a projection method we
have to assume

Hypothesis H. There exist functions ψ := (ψj)j∈ΛM
∈ LM

2 such
that

• ψ̂0 is invertible on [−1/2, 1/2] and condition ii) of Definition 4.4 is
fulfilled with s and φ replaced by s− r and ψ, respectively;

• ψ satisfies the duality conditions ηl(ψj(· − k)) = δl,jδ0,k for l, j ∈
ΛM , k ∈ Z;

• ‖ |x|s−r
0 ψ̂0(x)η̂0(x)∗|x|r−s

0 ‖ ≤ c and ‖ |x|s−r
0 (ψ̂0(x)η̂0(x)∗)−1|x|r−s

0 ‖ ≤
c for x ∈ [−1/2, 1/2]\{0}.
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Sufficient conditions for the above hypothesis are formulated in [25,
Section 3]. There are also given some hints how to construct such
functions ψ in a general situation. Note that the last condition of
Hypothesis H is a uniform Strang-Fix condition. Moreover, the second
property implies that the operators

(32) Qmf :=
∑

k∈ΛN
l∈ΛM

ηl
k,m(f)ψl

k,m

are projections defined for sufficiently smooth functions f . In view of
the notation (32) and the representation of um ∈ Sm(φ) as

(33) um = u ∗′ φ :=
∑

j∈ΛM

∑
k∈ΛN

uj
kφ

j
k,m

with the coefficient vector u := ((uj
k)j∈ΛM

)k∈ΛN
∈ CMN , the numerical

scheme (29) is equivalent to the projection equation

QmL(u ∗′ φ) = Qmf.

Definition 4.6. The numerical method {η, φ} is called stable for
L : Hs(T) → Hs−r(T) if

‖QmLum‖s−r ≥ c‖um‖s

for any um ∈ Sm(φ) and sufficiently large m ∈ N0.

Our strategy is to reduce the problem of stability of the numerical
method for L to that of the ΨDO of convolution type defined by the
principal symbol σ0(y, ·) for fixed y. The stability and convergence
analysis of such operators has been developed in [25]. The aforemen-
tioned reduction is based on localization techniques introduced in [19,
7] and essentially uses the properties of the projections proved in Sec-
tion 2. To this end we need the concept of local stability, cf., [19, 7].
Following [19], we denote for fixed y ∈ T by My ⊂ C∞(T) the localizing
classes consisting of functions which are equal to 1 in a neighborhood
of y. From now on, Pm are the orthogonal projections onto Sm(φ)
relative to the scalar product in H0(T).
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Definition 4.7. The numerical method {η, φ} is locally stable for
L : Hs(T) → Hs−r(T) if, for each y ∈ T, there exist gy ∈ My

and operators Ty, T ′
y ∈ Ψr′

(T), r′ < r, and linear operators Cy,m,
Dy,m : Sm(φ) → Sm(φ) with supm∈N ‖Cy,m‖Hs−r(T),Hs(T) < ∞,
supm∈N ‖Dy,m‖Hs−r(T),Hs(T) <∞ such that

Qmgy(σy(D) + Ty)Cy,m
.=s−r QmgyPm,

Dy,mQm(σy(D) + T ′
y)gyPm

.=s PmgyPm.

Here, for any two sequences of operators Bm, Cm, the notation Bm
.=s

Cm stands for limm→∞ ‖Bm − Cm‖s = 0, and σy(D) is the operator
with the symbol σ0(y, ·).

Applying the localization principle proved in [19] and using the
results of Section 2, we can now deduce the equivalence of local and
global stability. To this end, we assume

(34) L : Hs(T) → Hs−r(T)

to be an invertible ΨDO belonging to Φμ(T), r = Re μ and the
functions φ to fulfill the hypothesis of Section 2. Further, suppose ψ
satisfies the hypothesis of Section 2 with φ, d, , d′, ρ, s replaced by ψ,
d̃, d̃′, ρ̃, s− r, respectively. We assume that ψ and φ are refinable. The
number s′ is determined by the choice of the functionals in (28). The
following restrictions on the parameter s in (34) are necessary to ensure
the approximation and commutator properties by using the results of
Section 2. We require that the Sobolev index s fulfills the inequalities

(35)

−d′ − 1 ≤ s < d+ ρ and

0 ≤ s− r < d̃+ ρ̃ or
−d′ − 1 ≤ s− r < d+ ρ if Pm = Qm.

Using the results of Section 2 and proceeding as in the proofs of
Propositions 6.4 and 6.5 of [7], we obtain

Theorem 4.8. Let {η, φ} be s-admissible for ΨDO’s in Φμ(T)
with s restricted by (35), and let η fulfill Hypothesis H. Assume that
L : Hs(T) → Hs−r(T) is invertible and L ∈ Φμ(T), r = Reμ. Then
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the numerical method {η, φ} is stable for L if and only if one of the
following conditions is satisfied:

i) The method is locally stable.

ii) The method is stable for the operator σy(D) with symbol σ0(y, ·)
for all y ∈ T.

Now combining Theorem 4.8 and Theorem 2.6 of [25] establishes the
main result of this section.

Theorem 4.9. Suppose that the assumption of Theorem 4.8 is
fulfilled. Then the numerical method {η, φ} is stable for the operator L
if and only if

(36) ‖(〈x〉s−r
0 (η̂0(x)−1)∗[ησ0φ](y, x)φ̂0(x)−1〈x〉−s

0 )−1‖ ≤ c

for any x, y ∈ [−1/2, 1/2].

The stability combined with approximation properties of the projec-
tions guarantees error estimates via standard arguments. (For details,
we refer the reader to the proof of Theorem 6.3 in [7] or to the proof
of Theorem 13.14 in [26].

Theorem 4.10. Let the assumption of Theorem 4.8 be satisfied.
Further, suppose that the method {η, φ} is stable for L : Hs(T) →
Hs−r(T) and, in addition, s is restricted by −d′ − 1 ≤ s < d̃ + ρ̃.
Suppose that f ∈ Ht−r(T) for some t ≥ s with d̃′+1 ≥ t−r ≥ s′ where
s′ is defined by the test functionals, cf. (28). Let u denote the exact
solution of (27), and let um denote the unique solution of (29) whose
existence is guaranteed by Theorem 4.9. Then

(37) ‖u− um‖s ≤ c2−m(t−s)‖u‖t

is valid. If, in addition, s′ ≤ s− r, then

(38)
‖u− um‖t′ ≤ c2−m(t−t′)‖u‖t,

max{−d′ − 1, r} ≤ t′ ≤ s.

In the case of the Galerkin method, (38) holds for max{−d′ − 1,−d′ −
1 − r} ≤ t′ ≤ s.
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27. G. Schmidt, The convergence of Galerkin and collocation methods with splines
for pseudodifferential equations on closed curves, Z. Anal. Anw. 3 (1984), 371 384.
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