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BERNSTEIN INEQUALITIES IN Lp , 0 < p < +00 

M.V. GOLITSCHEK AND G.G. LORENTZ 

1. Introduction. The norm (or quasi-norm) in the space LP(T) of 
a function / is defined by 

(i-i) n/nP = (^^i /wr^) 1 / p , o<P < 00. 

The limiting cases are: for p —> 00 the supremum norm ||/||oo, and for 
p —• 0 (see [3, p. 139]) the quasi-norm of Lo, 

H / H o - e x p ^ / l o g | / ( 0 | A. 

For each of these spaces, one has the inequality 

(1.2) Ir 
n n 

< | |T n | | p , 0 < p < + o o , 

where Tn G Tn, and Tn is the space of all trigonometric polynomials of 
degree < n, with complex coefficients. For p = 00, the relation (1.2) is 
called the Bernstein inequality; for 1 < p < 00, it has been established 
by Zygmund, using an interpolation formula of M. Riesz. This case 
of (1.2) immediately follows from the Hardy-Littlewood-Pólya order 
relation T'n < nTn established in Lorentz [5]. 

For 0 < p < 1, the inequality (1.2) has been proved by Maté and 
Nevai [4] with an extra factor (4e)1/p on the right. A year later, Arestov 
[1] obtained (1.2) as it stands. The proofs of Maté and Nevai and of 
Arestov are complicated, and it is desirable to have simple proofs. We 
do so in §2; as a premium, we obtain a generalization of (1.2), which 
replaces the map Tn - • ±T^ with a map Tn -> ATn + f T'n, where A, B 
are real numbers with A2 + B2 = 1. In this way we obtain, for each 
real a, and each trigonometric polynomial Tn G Tn the inequality 

(1.3) Tn cos a + - r e s i n a l i < | |Tn |L, 0 < p < oo. 
n II» 
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146 BERNSTEIN INEQUALITIES 

For p = oo this reads 

(1.4) Tn{t) cos a + - T e s i n a 
n 

<l|r„||oo, t,aeT. 

The special case of this, for real polynomials Tn, is the inequality of 
Szegö-van der Corput-Schaake [6, p. 70], 

(1.5) n2Tn(t)
2+Z(t)2<n2\\Tn\\l, teT. 

The simple fact that max a € T (acosa + òsina) = Va2 + b2 shows that 
(1.4) and (1.5) are equivalent. 

To obtain (1.2), Arestov uses subharmonic functions, and Jensen's 
formula 

(1-6) ^ - / l o g |/(c")|d< = log | / ( 0 ) |+ X ) ' l o g ITT-
Z7T JT

 £-*t \Zk\ 

Here f(z) is analytic in \z\ < 1, /(0) ^ 0, and the sum ^ extends 
over all zeros of / with \zk\ < 1. 

As an example of (1.6) we have, taking f(z) = z + w, for any real a 
independent of s, 

(1.7) 
log+ \w\ = — / log \w + e i s | (is 

27T J T 

= ^ - / l o g | ^ + e i ae i s | ( is . 
27T J T 

LEMMA 1. i / a real valued analytic function f has 2p zeros on T 
(counting multiplicities), then, for any real A,B, the function g — 
Af + Bf has at least 2p zeros on T. 

PROOF. We assume that B ^ 0. If t is a zero of / of multiplicity /, 
then it is a zero of g of multiplicity / — 1. Let now a, b be two zeros of / , 6 
being in the clockwise direction from a, with no zeros of / on the arc a, ò. 
The function / does not change sign on this arc, for example let f(t) > 0 
there. Then, for small h > 0 , / (a + h) = o(f'(a + h)), f'(a + h) > 0, 
hence #(a + /i) has the sign of B. In the same way, g(b — h) has the 
sign of — B. Thus g changes sign on the arc a, b. ü 
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In §4 we discuss the norm in Lo of the operator for 
complex A, B, and ascertain the corresponding extremal polynomials. 
We replace Lemma 1 in this section by a complex variable Lemma 7, 
which gives the location of zeros of some polynomials. This gives a new 
proof for the inequality of Arestov and also allows us to find the exact 
norm on Tn of some polynomial differential operators (see Theorem 9). 
For all our inequalities, we also find the cases of equality. 

2. Inequalities in Lo- The real case. Let A,B be two real 
numbers with B ^ 0. We consider the operator A o n T n defined by 

(2.1) Sn:=A(Tn):=ATn + B^. 
n 

The following theorem contains the statement that 

(2.2) | |AT n | | o< | |T n 

(with equality for some Tn of degree n) if and only if | A - iB\ = 1, that 
is, if A2 + B2 = l. 

THEOREM 2. The norm of the operator (2.1) on L0 is equal to \A-iB\. 
In other words, 
(2.3) 

max {-!- / log|ATn(<)|<ft - i - / \og\Tn{t)\dt\ = \og\A - iB\\ 

the maximum is attained for all Tn of degree n that have 2n real zeros. 

PROOF. Let Tn(t) = Yl^-n c^e%kt D e a trigonometric polynomial of 
degree n. 

With Tn we associate an algebraic polynomial of degree < 2n, 

In 

(2.4) P(z) := P2n(z) := V(Tn; z) = ^ c - n + ^ " -

An alternative definition is by P(elt) = eintTn(t). For given c_n , 
there is a 1-1 correspondence between the Tn, the P2n and the zeros 
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z i , . . . , z2n of P2n; we put £m+i = • • • = z2n = oc if P2n is of degree 
m < 2n. Differentiating (2.4), we obtain 

(2.5) 7 ^ ) = i e - i n t [ -nP(* ) + 2P'(2)], * = e". 

Using this relation, it is easy to prove that t G T is a zero of Tn of order 
/ exactly when z = elt is a zero of P2n of order /. 

Putting R2n{z) = V(Sn;z) we have R2n{elt) = eintSn{t) and 

(2.6) R(z) = {A- iB)P(z) + %-^p\z). 

We see that the difference under the maximum in (2.3) is equal to 

iBelt P'{elt)\ 
A-ÌB + 

n P{elt) 
dt F{zi,..-,z2n) : = — / log 

( 2 ' 7 ) W I i B ^ e» I , 
= — / l o g L 4 - i 5 - h — > — dt. 

2TT JT
 & I n ^ e*< - z J 

If a function f(w) is analytic in some region of the u-plane that may 
contain the point oo, then log \f(w)\ is subharmonic in the region [2]; it 
takes the value — oo at the zeros of / . Sums (with positive coefficients) 
and integrals with respect to a parameter (for a positive measure) are 
also subharmonic. Thus, F(z\,... ,z2n) is a subharmonic function of 
each of the variables Zk as long as Zk ^ elt. In other words, it is 
subharmonic with respect to each Zk in the regions \z\ < 1 and \z\ > 1. 
The function F attains a maximum in each of the regions. 

The maximum of F(z\,... ,zn)is attained for some zlwith 

|z£| = l, fc = l , . . . , 2 n . 

Indeed, let the maximum M of F be attained at z\,..., z2n. We shall 
correct this to |zj*| = 1 for all k. For example, let |z£| > 1 for some 
k. Then F(..., zj^.j, z^, z£ + 1 , . . . ) is a subharmonic function of Zk in 
\z\ > 1, with its maximum M at Zk = z*k. Since z£ is an interior point, 
by the maximum principle, this function is constant in |zfc| > 1. We 
can replace z\ by any point of |z| = 1. 
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We use a maximal set z£, \z%\ — 1, k = 1 , . . . , 2n in order to determine 
the value of M. All zeros of P lie on \z\ = 1 if and only if all 2n zeros 
of Tn are real. Omitting a constant factor, we may assume that Tn is 
a real polynomial. By Lemma 1, all zeros of Sn are real. But this is 
in turn equivalent to the assumption that all zeros of R lie on \z\ = 1. 
We have |P(0)| # 0, and from (2.6), |fi(0)| = |P(0)| • \A - iB\ # 0. A 
direct application of Jensen's formula yields 

(2.9) M ^ / T l o g | ^ ) | ^ - ^ / T l o g | P ( e ^ | ^ 

= log |A(0) | - log |P(0) | = l o g | > l - i S | . 
D 

We are now able to find all extremal polynomials Tn of the operator 
A, that is, Tn £ Tn, Tn ^= 0 for which 

||AT„||o = ||A||o||T„||o = | A - i B | | | T „ | | o . 

This is equivalent to F(z\,..., Z2n) — log \A — iB\ for this polynomial. 
(The following theorem is not needed in §3.) 

THEOREM 3. (i) The extremal polynomials of A are exactly those 
Tn eTn which are of degree n and for which all the zeros of P — V(Tn) 
are either in \z\ > 1, or in \z\ < 1; (ii) the real extremal polynomials 
are the Tn of degree n with 2n real zeros. 

PROOF, (i) For the points of (2.8), F{z{,...,zìn) = \og\A - iB\. 
Taking Tn(t) = eint we get ATn = (A -f iB)Tn, \ATn{t)\ = \A - iB\, 
t e T. Since V{Tn,z) = z2n, we see that F (0 , . . . , 0 ) = \og\A-iB\, so 
that F is constant in the region \zk\ < 1, k — 1 , . . . , 2n, and that all 
Tn with zeros of V(Tn) in this region are extremal. Likewise, by means 
of Tn(t) = e~int we find that F (oo , . . . , oo) = log \A - iB\, and obtain 
the corresponding statement for Tn with all \zk\ > 1. 

A polynomial Tn G Tn of degree k < n cannot be extremal. For it we 
can write ATn = ATn + B*(T'Jk), B* = (k/n)B and from Theorem 2 
get ||ATn||o < \A - iB*\ \\Tn\\0 <\A- iB\ \\Tn\\Q. 

We now have F(0, z%,... ^2n-i^°°) < log |̂ 4 - iB\ for arbitrary 
z2->" '->z2n-\' Indeed, these are zeros of a polynomial V(Tn) with 
cn = c-n = 0 , and then Tn is of degree < n. 

file:///og/A
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Finally, a polynomial Tn cannot be extremal if P = V(Tn) has zeros 
both in \z\ < 1 and in \z\ > 1. For an extremal Tn, let the zeros z\ 
of P satisfy \z\\ < l , | 4n l > 1- Then F{z\, z^, • • •, ^n ) i s constant 
for \zi\ < 1. Thus F(0, z^,..., zln) = l°g 1^ ~ iB\- ^n t n e s a m e w a ^ 
F(0, z%, •. •, ^2n_i, oo) = log |i4 — iB\, a contradiction. 

To prove (ii), we note that, for a real polynomial Tn,C—k — ĉ -, k — 
0 , . . . , n . For P(z) = V{Tn,z) = znYZn

c^k this implies that, 
together with a zero z, P has a zero I/2. If Tn would have zeros other 
than real, then P would have zeros \z\ ^ 1 and then it would have zeros 
both in \z\ < 1 and in \z\ > 1, which is impossible if Tn is extremal. D 

The class of all Tn with 2n real zeros has the important property that 
it is invariant under operators A. 

3. Inequalities in Lp . From now on, to have nicest possible 
formulations, we assume that 

(3.1) \A-iB\ = 1. 

THEOREM 4. For all Tn e Tn, and real A,B satisfying (3.1) 

(3.2) i - J log+ \ATn(t)\dt <^J log+ |Tn(t)| dt. 

PROOF. We apply the inequality 

(3-3) hJT
ìogìAT:ìdt-t JT

ìogìT:{t)ìdt 

to the polynomial 

(3.4) TZ(t) := Tn*(M) := Tn(t) + e"eint, 

which depends on the real parameter s. Then 

S*n(t) := A(T*)(t,s) = Sn(t) + e * V r V « , A + iB = e*a, 

and we obtain 

/ log \Sn{t) + e ' V a e i n t | eft < / log |Tn(t) + elseint\dt 
JT JT 
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and by means of (1.7), 

/ log+ \S„{t)\dt = [ dt±- [log \Sn(t) + e"éaJnt\ds 
JT JT ^ JT 

< [ dt±- [log\Tn(t) + eiaeint\ds 

JT ^ JT 

= J log* \Tn{t)\dt. 

In (3.4), we could have replaced eint by e~int. D 

In order to get from log"1" to the function (-)p we can use the formula 

up =p2 / s p ~ 1 l o g + - d s , p>0. 
Jo s 

We can even slightly generalize it. Let 3>(u), 3>(0) = 0 and ty(u) = 
u$'(u) be continuous positive increasing functions defined for u > 0. 
Functions up, log"1" u, log(l + up), p > 0 are examples. Then 

(3.5) * ( u ) = / l o g + - d * ( s ) . 
Jo * 

Indeed, for 0 < v < u, 

$(u) - <$>{v) = / &(s)ds = - s&(s)dlog -

(3.6) Jv
 u p 

= v&{v)\og- + / log-dtf(s) . 
V Jv S 

The last integral is majorized by $(u) — $(v), which has the limit $(u) 
for v —• 0. Hence the integral JQ

U log(u/s)dty(s) converges. Moreover, 
the first term on the right has a limit C > 0. Assumption C > 0 leads 
to 
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contradiction, since then &(v) > Const/t'log(w/u), and J^^'(v)dv 
diverges. Making v —> 0 in (3.6), we obtain (3.5). 

The following theorem is due to Arestov [1] if A — 0, B — 1. 

THEOREM 5. For each function $ of the described type and for each 
T G T 
-*- n *- •Lri') 

(3.7) / *(|s„(t)|)d* < / *(|r„(*)|)<ft. 
JT JT 

PROOF. By means of (3.2) 

/ *(\Sn(t)\)dt = f ( » W / log+ | 5 n W 

JT J0 JT 

(3-8) < r d*(s) [ log+ 
JO JT 

= J *(\Tn(t)\)dt. 

S 

Tn(t) 

dt 

dt 

This argument allows to find all extremal polynomials Tn, at least if 
^ is strictly increasing. 

THEOREM 6. lfB^O and if^ is strictly increasing, then the equality 

(3-9) / <*>(\Sn\)dt - / *( | r„ | )dt 
JT JT 

holds if and only ifTn(t) = C\e~int + C2e
int with some complex C\,C2-

PROOF. From (3.8) we see that (3.9) is equivalent to 

/ l o g + | ^ U = /log+ 
JT I S I JT 

Tn(t) 
dt 

for all s > 0. Let Un be the set of all Tn £ Tn with this property. 
Clearly, Un does not depend on $. On the other hand, Parceval's 
formula shows that (3.9) holds with $(u) = u2 if and only if Tn has 
the required form. 
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4. Complex operators A. We begin with some remarks about the 
linear function A + Bz, B ^ 0 with complex A, B. Its zero z = —A/B 
lies in the upper half plane Im z > 0, if and only if lm( —AB) > 0, or if 
A > 0, where 

(4.1) A := A(;4, B) := ReA ImB - ImA ReB. 

The zero z is in the lower half plane if A < 0, it is real if A = 0. In the 
latter case, A = e u Mi, £ = eiaB\ with some real J4I, B\,a. Theorems 
of §2, §3 apply to the operator (2.1) also in this case. We concentrate 
now on the cases A ^ 0. 

To compare A — iB and A + iB we have 

\A-iB\2 -\A + iB\2 = 4A, 

hence \A - iB\ is =, or < or > than \A + iB\ when A = 0, A < 0, 
and A > 0, respectively. The distance from the point A to a point of 
the interval [—Bi, Bi] is maximal at one of the endpoints. It follows for 
example that 

(4.2) \A + ixB\ <\A + iB\, - 1 < x < 1, if A < 0. 

We shall assume that 

(4.3) B ^ 0 , \A±iB\^0. 

Lemma 7 below replaces Lemma 1 of the real case. 

Let P(z) := P2n(z) = £A"= 0 akZ be any polynomial of degree < 2n 
with zeros z\,..., z2n, and let R := i?2r» be related to P by (2.6), that 
is, let 

k^ 
akz". (4.4) R2n(z) = "£ [A-W(l--) 

We denote by y\,..., y^n the zeros of R. 

LEMMA 7. (i) If A < 0, then max |2/A:| < m a x | ^ | . (ii) If & > 0, then 
min\yk\ > min|2^|. 
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PROOF. Let y be a zero of R; we have y ^ 0. If we replace the 
coefficients ak of P by ake~iah, the same will happen to the coefficients 
of zk in (4.4). If z,y were some zeros of P,R respectively, then the 
modified polynomials will have zeros erocz, eiay. Hence, in proving (i) 
or (ii), we may assume that y > 0. 

From (2.6), A - iB = - i ^ Ç M , hence 

2n 

Y. 
2n 1 n iB-A 

k=l y- zk y iB 

2n , 

E(— in A 

k=l -, zk 2yJ W 2v) 

Taking real parts, 

E ry -Rezk _ J_\ _ 
. \\y-z,\2 2v) ~ 

y - Rezk 1 \ _ inA • B 

f^\\y-zk\* 2yJ y\B\ 2 

2n 1 - y2 _ |2 f c |2 _ n A 

2yh \y-Zk\2 ~ y\B\2' 
From this we obtain both (i) and (ii). D 

The following theorem gives the norm ||A||0 of the operator (2.1) and 
also describes all extremal polynomials. We shall show that the norm 
of the operator A of (2.1) on the subspace Tn of Lo is equal to 

(4.5) ||A||o = A := max(|>l - iB\, \A + iB\). 

THEOREM 8. (i) If A < 0, then ||A||0 = \A + iB\. The extremal 
polynomials of A are those Tn of degree n for which the zeros zk 

of P = V{Tn) satisfy \zk\ < 1, k = l , . . . , 2 n . (ii) If A > 0, 
then ||A||o = |̂ 4 — iB|; the extremal Tn are of degree n and satisfy 
\zk\ > 1, fc = l , . . . , 2 n . 

PROOF, (i) If Tn = ein\ then A(Tn) = (A + iB)Tn and zx = • • • = 
Z2n = 0. This shows that, for the function F of (2.7), F (0 , . . . , 0 ) = 
log |v4 + iB\. Its maximum M is achieved at some z£ of (2.8). Here 
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P(0) = a0 # 0, P(0) = {A- iB)a0 = (A - iB)P(O). Jensen's formula 
and Lemma 7 yield 

2n 2n 

(4.6) M = log|A(0)| - log|P(0)| - log J ] Ml + log f f 1^1 

1 1 

where P corresponds to the zeros z%, and yl are the zeros of R. Since 

2n 2n A . ,-, 
a 0 I T T i *i I A — ID ÜQ n 1̂1= —, ii\vi\= A + ÌB Ü2n 

we have M = log |J4 + iB| . 

Since P(CXD, . . . , oo) = log \A — iB\ < M, the function F(z\,..., Z2n) 
is < M if |2/t| ^ 1» ^ — l , . . . 2 n with at least one strict inequality. 
That an extreme polynomial cannot have one of its Zk in \z\ < 1 and 
some other of the Zk in \z\ > 1, and that its degree must be exactly n, 
follows as in the proof of Theorem 3. 

The proof of (ii) is similar but easier, since instead of (4.6) one uses 
(2.9). D 

One has now also the analogues of the results of §3. Instead of 
\A — iB\ = 1 one assumes that A = 1; in the proof of Theorem 4, 
in case that A > 0, one replaces the last term in (3.4) by else~int. 

Let now A be the differential operator A(D) = Y[q
j=l(AjI + BjD/n). 

We want to estimate its norm in terms of the characteristic polynomial 
A* (2) = r[j=i(A/ + Bjz)- We have the trivial estimate 

(4.7) max(|A*(i)|, |A*(-i)|) < ||A||P < J ] A„ 0 < p < 00, 
j=i 

if Xj corresponds to Aj,Bj by means of (4.5). The lower estimate 
follows because 

||Ae±m% = \\A*(±i)e±in% = |A*(±t)|. 

If all zeros of A* are in the upper (lower) half plane, one gets a precise 
formula. 
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THEOREM 9. If all zeros of the polynomial A* are in the upper half 
plane, then 

(4.8) ||A||p = |A ' ( - i ) | , 0 < p < + o o . 

This follows from (4.7), because Xj = Aj — iBj, j = 1 , . . . ,q. 
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