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OPERATOR ALGEBRAS RELATED TO MEASURE PRESERVING 
TRANSFORMATIONS OF FINITE ORDER 

ALAN LAMBERT 

1. Introduction. The study of both multiplication and composition 
operators has a well established and productive history. In both cases 
questions of norms and spectra are, in varying degrees of complexity 
answered. This paper is concerned with the study of operators of the form 
Tf= 2i^o û|/°rS acting o n / i n L2(X, £ , m) where each ^ is a measurable 
function and z is a measure preserving transformation on X. Special at­
tention is paid to the case where zN{x) = x a.e. for some positive integer 
N, and z is invertible. In this case we characterize the spectrum of T. 
The set of all such operators is shown to be a von Neumann algebra, and 
each such operator is shown to have a representation with the coefficient 
functions Ö0, . . . , aN in L°°(X). The question of uniqueness of representa­
tion is answered. Finally a technique is developed enabling one to exhibit 
the coefficient functions concretely in terms of the operator itself. 

2. Preliminaries and notation. Let(Jf, 2 , ra)be a complete finite measure 
space. For each set Kin 2 , h represents both the characteristic function of 
Y and the act of restricting a a-algebra, measure, or function to K A £ -
measurable mapping z from X onto X is said to be measure preserving if 
m(z~l(A)) = m(A) for each set A in £ (equivalently dm ° z~ljdm = 1 a.e. 
dm). Throughout this article we assume that z is both measure preserving 
and invertible. For any integrr k, zk represents the &-fold composition of 
z with itself, with the obvious interpretation if k = 0. All statements 
about equality, inclusion and disjointness are to be understood to hold 
up to a set of m-measure 0. If V is a vector space and k is a positive integer 
then V{k) is the A>fold direct sum of F with itself. In case Fis a Hilbert 
space we endow V(k) with the inner product 

«V,>, <",'» = g (V„K,). 

For H a Hilbert space B(H) is the ring of all bounded linear operators 
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on H. Each operator T in B(H(k)) is uniquely represented by a k x k 
matrix [J,7] with entries in B(H). This representation is an algebra iso­
morphism between B(H(k)) and Mk(B(H)), the ring of all k x k matrices 
with entries in B(H). 

If 0 = [<j)ij\ is a member of Mk(L°°(X)\ then 0 acts as a bounded oper­
ator on L2

k(X) — [L2(X)Yk). One easily verifies that the usual operator-
theoretic operations may be performed pointwise a.e., e.g., 

(0*)(jt) = $Jt(x)] = [<Z>(x)]* a.e. and 

0-i(x) = Wx)]-i a.e. 

Of course [0(x)]_1 may exist almost everywhere without 0 being invertible 
on [L2(x)Yk). However it is easily verified that 0 is invertible if and only if 
the function (det^)"1 is in L°°(X). 

We will write 0o? for the matrix [^o^] . Since composition distributes 
over all the usual algebraic operations we see that 

[$o r]-i = 0-1 oT and 

det(0o r) = (det$)o r 

We will be concerned with the study of those operators T on L2(X) 
of the form 

M 

(Tf)(x)= Z afcWix)) 
k=-M 

where M is a nonnegative integers and each ak is a measurable function. 
Of course not all such operators are bounded. Let A be the algebra of all 
such bounded operators. Clearly A is a vector space. If Tf = a -fozk and 
Sf = b -foTJ are in A, then TSf = [a òor*]/or*+/. 

Thus A is an algebra. Also the identify operator / is a member of 
A. For any/and g in L2 

(r/,g) = J(a)(/oT*Xg) 

= \{a°z-kgoz-k)f 

= ( / , ( f l o T - * ) ( fo T - * ) . 

That is, r*g = (flo r~*)g° z~k, so that >4 is in fact a *-algebra. 
We will on several occasions call into play certain properties of *-

algebras. For conciseness we state here the relevant properties. Good 
references for this material are [2] and [4]. 

(i) A von Neumann algebra is a ^-algebra of bounded operators on a 
Hilbert space which contains the identity operator and is closed in the 
weak operator topology. 
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(ii) [The von Neumann Double Commutant Theorem]. If B is a von 
Neumann algebra and B' is its commutant (i.e., the set of all operators 
commuting with all operators in B), then B' is von Neumann algebra and 
B" = B. 

(iii) [Kaplansky Density Theorem]. If B and B0 are *-algebras with 
B ^ BQ, then BQ is weakly dense in B if and only if the unit ball of B0 

is weakly dense in the unit ball of B. 
(iv) If B is a von Neumann algebra, then the unit ball of B is weakly 

and weakly sequentially compact. 
(v) If T is in B(H) and a(T) is its spectrum, and if B is any von Neu­

mann algebra containing T, then aB(T), the spectrum of T with respect 
to 2?, is a(T). Equivalently, T is invetible in B(N) if and only if T is in­
verti ble in B. 

Of special interest is the von Neumann algebra M(X) of multiplication 
operators M$f = <f>f; / i n L2(X) where $ is in L°°(X). In this case it is well 
known that M' = M. 

We may apply some of these concepts immediately to the algebra A 
above. Since A is a *-algebra its weak closure is a von Neumann algebra. 
One sees that the weak closure of A is the smallest von Neumann algebra 
containing M(X) and the composition operator Cf = foz; f in L2(X). 
Thus an operator B is in A' if and only if B is in M' = M and BC = CB. 
Write B = A/^. Then for every/ in L2 ç5/o z = (<f>°z)(f° z) hence ç5 = 
^o ^ a.e. 

LEMMA 2A. A is weakly dense in B(L2) if and only ifz is ergodic. 

PROOF. From [5, p. 23] it follows that z is ergodic if and only if the only 
bounded functions $ satisfying (j>°z = (j> are the constant functions. 
From the preceding remarks we see that this is equivalent to having 
A' = {XI: X in C). By the von Neumann double commutant Theorem 
this is equivalent to having A weakly dense in B(L2). 

For the remainder of this paper we will concern ourselves only with z 
of finite order (periodic). We assume then that TV is the smallest positive 
integer for which zN(x) = x a.e. (and that such an TV exists). The following 
lemma will be of considerable value in analysing the algebra A in this case. 

LEMMA 2.2. Let X0 = {x: z(x) = x} and for 1 S k S N let xk = 

{x: zk+l(x) = x, T*(X) * x for 1 Sj ^ k} then 
(a) {X0, . . . , XN) is a partition ofX; and 
(b) For 1 ^ k ^ N, if A c xk and A ^ 0 , then A contains a subset 

B T£ 0 such that B, z(B), . . . , zk(B) are mutually disjoint. 

PROOF. Clearly (a) holds (of course some of the Ays may be vacuous). 
Let A be a nonempty subset of Xk, 1 ^ k ^ N. There is a nonempty subset 
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A'0 of A such that A'0 # T(AQ). For otherwise z(x) = x a.e. on A, Let 
A0 = AQ — Z(AQ). If /40 = 0 , then A'0 £ z-(̂ ó) a n d s m c e

 T is measure 
preserving AQ = r(^ó)- Thus ^ 0 ^ 0 and ^40 fl T(A0) = 0 . If fe = 1 
we are finished. If k > 1, choose A[ c A0 with ^ ^ 0 and ^ fl ^2(^0 
= 0 . Once again, this is possible since z2(x) # x a.e. on A .̂ Let Ax = A[ — 
T2(A{) # 0 . Then ^ f] z2{Ax) = 0 . Also Ax f] z(At) = 0 since Ax s 
^i Ç ^0 . We continue this process until we arrive at a set B ^ 0 with 
B, z(B), . . . , rÄC#) mutually disjoint. 

REMARKS, (a) Since z is invertible, the sets A, . . , r*04) are disjoint 
in Xk if and only if A9 z~l{A), . . . , r""*C4) a r e disjoint in Xk. (b) Each Xk 

is r invariant: r " 1 ^ = Xk. It follows that L2(Xk) (as a subspace of L2(X)) 
reduces the algebra A. 

For convenience, define J = {k:0 ^ k S N and Xk # 0 } . 

3. Representations of operators in A. In this section we show that each 
operator T in A has a representation 7 / = 2]a , / ° r ' where the a/s are 
in L°°. In general this representation is not unique, however we will show 
that there is a canonical representation. We also show that A is a von 
Neumann algebra and characterize the spectra of the operators in A. 
Since each L2(Xk) reduces the algebra A, and L2(X) = 2 Ä e / © L2(ZÄ) we 
many analyse the individual restrictions of A to each L2(Xk). Note also 
that if Tf= 2 & 1 ajozi, then on L2(Xk\ Tf^X^ufo?' where a„= 
Ey=f-(jH-i)û/- For each /: in / le t 

Dk = {A £ A^: w(^) > 0 and ,4, r " 1 ^ ) , . . . , r~*04) are disjoint}. 

THEOREM 3.1. If Tf(x) = Z;^ 1
 0 / (*) / (T*(*)) defines a bounded operator 

on L2(Xk) then each Htf/IL ^ ||r| | arcd ^ I ^ ^ W Û VO« Neumann algebra. 
In particular the representation of T on L2(Xk) is unique and A is a von 
Neumann algebra on L2(X). 

PROOF. Let A be in Dk. Then 

m(A) « r p ^ ||run2 = ||2>A-/G4>II2 = È f 7J, M
2 dm-

j=0 J T J (A) 

Fix j g /: and note that A and z~J(A) have precisely the same iterates un­
der r. 

Moreover, w(r->(/4)) = w(^). Thus we have that 

\\T\\2^(\!m(A))^A\aj\2dm. 

In fact this holds for any nonempty subset of A since this subset must also 
belong to Dk. It follows that \aj\ g \\T\\ a.e. on every subset of Dk. Let 
S = {x in Xk: \aj(x)\ > \\T\\}. If m(S) ^ 0 then by Lemma 2.2, 5 would 
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contain a subset S0 of positive measure such that || T\\ < \at{x)\ ^ || T|| 
a.e. on 50. Since this is impossible, m(S) = 0, i.e., |ay| ^ || T\\ a.e., 0 ^ 

In order to verify the assertation that A\mXk) is a von Neumann alge­
bra, we need only show it is weakly closed. By the Kaplansky desnsity 
Theorem we need only show that the unit ball of A\mXk) is weakly closed. 
Let {Tx} be a net in the unit ball of A\mXk) converging weakly to an 
operator T, and suppose Tx has the representation TJ - 2)=0 ax.foZj. 
The norm of the multiplication operator Maxj is precisely ||aAy|loo an<* so 
each ||MflJ| ^ ||r| |. We may also express Tx as Tx = Z^=0 MaijO (where 
Cf = fo z). Now, for each j ^ k, {Maxf\ is a net in the unit ball of M(Xk), 
and so, by passing through k + 1 subnets, we may assume that 

weak limit Max. = Maj, O^j^k, 

where each ay is in L°°(Xk). It follows immediately that (this subnet of) 
Tx converges weakly to EM^.C'', which is in A\L2{Xk). Thus A\Lz{Xk) is 
weakly closed. 

It is important to note that the above result does not imply uniqueness 
of representation of operators in A, but only on each direct summand 
A\LHxk) k in / . One may easily construct examples with N = 1 (i.e., z2(x) 
= x a.e.) where uniqueness fails. 

The verification of the next result is easy, straightforward, and omitted. 

LEMMA 3.2. Let T be in A\L2{Xk) be given by Tf = 2f=o atf° **> and 
let ET be the (k + 1) x (k + 1) L°°(Xk) - valued matrix 

ET
 == 

(that is, each row is the cyclic permutation of the preceding row, composed 
with r), Let Ek = {ET: T in A\L2{Xk)). Then the map T -* ET is a *-algebra 
isomorphism. It follows that T is invertible in A \L2{Xk) if and only if ET is 
invertible in Ek. 

THEOREM 3.3. Let The an operator in A\L2(Lk) given by Tf = Ti)=ç> ajf0 z' 
and let ET be the matrix defined in the statement of Lemma 3.2. Then the 
spectrum of T in B(L2(Xk)) is given by ak(T) = {Xin C: 0 G essential range 
[de t (£ r -A/ ) ]} . 

PROOF. ET is a member of the *-algebra Ek which is a subalgebra of 
Mk+1(L™(Xk)), the ring of all (k + 1) x (k + 1) matrices with entries 

a0 

W 

\_aiozk 

ax 

a0oT • 

Ü2°Zk 

• ak 

' ak-i°z 

• • a0ozk 
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from L°°(Xk). Now Af^+^L00^)) is a von Neumann algebra in 
B([L2(Xk)Y

k+1)). We show first that Ek is in fact weakly closed, and thus 
a von Neumann algebra inB([L2(Xk)]

{k+1)). Once again we invoke the Kap-
lansky density Theorem and the weak compactness of the unit ball in 
the von Neumann algebra M(L°°(X)) to see that a weakly convergent 
bounded net in Ek converges to a member of Ek. Now, since Ek is a von 
Neumann subalgebra of Mk+i(L°°(Xk)), ET is invertible in Ek if and only 
if it is invertible in Mk+i(L°°(Xk)). But the latter holds if and only if 
det ET is invertible in L°°{Xk). Thus ET — XI is invertible (in Ek) if and 
only if 0 is not in the essential range of det^Ê^ — A/). By Lemma 3.2, the 
above characterization of ak(T) is established. 

It follows of course that for Tin A acting on L2(X), 

<?(T) = U °k(T\mXk)l 

Answers to the following questions would be of interest. 
1. For kin J what is || TLz{Xk)\\ ? 
2. What is a reasonable characterization of the unitary and projection 

operators in A ? 
Theorem 3.1 assures uniqueness of the representation of operators from 

A on each L2(Xk), although there is in general not uniqueness on all of 
L2(X) (Indeed, one easily verifies that uniqueness holds if and only if 
X = XN). However Theorem 3.1 does allow us to establish a canonical 
representation for operators in A. 

THEOREM 3.4. Let The in A. Then Thas a unique representation 

Tf(x) = £ bi{x)f{zKx)) 

where each bt is bounded and bt = 0 a.e. on Xj ifi > j . 

PROOF. Let Thave representation T = TtiLoatf°^' We know that on 
L2(Xk) 

Tf=takifoti 
where t=0 

aik = ZI Û/IAV 

Further, this representation (on L2(Xk)) is unique and each aki is bounded. 
Let/be in L\X). Then 

k 
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k 

= H ( S okifoTi) \x (Xk is z-invariant) 

= £ ( 2 ««W/v, 
' • = 0 1 1 / 

Leto, = S û * i ^ * . 
*€=/ 
* § / 

(These are well defined since at least Ne J) Then each è, is bounded, 
Tf = H^o *,-/° T1 and if/ > y, then b{ = 0 on A> 

REMARK. Although the above representation is canonical, it is not 
faithful under multiplication. One needs to use the representations on 
each individual L2(Xk) in order to manipulate products usefully in terms 
of the functional coefficients of operators in A. 

We conclude this article with the presentation of a method for explicitly 
obtaining the coefficients of a linear transformation T acting on measur­
able functions on X, and known to have the action Tf = TtiLoatf°^i 

where each at is measurable. Here there are no assumptions about bound-
edness. However, we may still restrict T to act only on measurable func­
tions on an individual Xk and decompose r accordingly. 

Fix k in / . For each real valued measurable function / on Xk let Bf 
be the (A: + 1) x (x + 1) function entried matrix 

/ = 
V f°* • 
fz foT2 . 

Ja%k f 

• • fo X* 

•• f 

. . fo T*-l 

(that is, the /, j entry is fo zi+j). Then Bf is symmetric a.e. Let Df be the 
set 

Df = {x: (det Bf)(x) # 0}. 

Noting that (det Bf) °r = det BfoT = det(BfoT) and that BfoT may be 
obtained from Bf by k + 1 row transpositions, we arrive at the fact that 
(det Bf) °z = ( - 1)*+1 detBf. In particular, Df is a r-invariant set. Thus 
we may restrict attention to T acting on functions supported on Df. On 
Df, let the functions b0, ..., bk be defined by col[60, bh . . . , bk] = By1. 
co\[Tf T(foz), . . . , T(fozk)] a.e. (where "col" indicates column vector), 
so that, in particular 2 / = EjU *i /° r ' on Df. Of course the b/s & priori 
depend on/ . Let g be any measurable function on Df. Then 

k 

S *fSP0^' = c o l ßo, *b • • •, *d * colfe, go^? , , . , g o r * ] a.e. 

= (Bf co\[Tf . . . , r ( / o r*)]) . colfe, . . . , g o r*] 

col[ iy, . . . , T(foT')] • (Bjlco\[g9 . ..9goZk])(B*f = Bfa.e.). 
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Write H = col[A0, . . . , hk] = By1 colfe, . . . , goZ
k\. Let R{ be the row 

vector in position i of Bf, i.e. Bf = co\[R0, . . . , RJ. Then, 5 /o T = 
col [Ax, ..., Rk, R0] and consequently, (Bfoz)(HoT) = col[7?b . . . , 
/?*, /?0]-col[/z0or, • •., A*oT] = col[g° r, . . . , g]. Thus for 0 g / g t , 
Rr HoT = gozK But then Bf(HoT) = col[g. . ..,g°z-Ä] and so HoZ = 
By1 col[g, . . . , g°TÄ] = / / ; that is A, o r = /̂ . for 0 5g i g k. In particular 
multiplication by each A, commutes with T, whence S*=oÄf-go7* = 
col[7JT,..., TX/o **)]. col[A0, . - -, h] = 2 ^ htlXfo f) = S t o H*//»*9 = 
îXSÎ=oA//°rO- However, 

g A . / o ^ = C0l[/Z0, . . . , hk] - COll/, . . , , / O T * ] 

= Ä7 1 COlfe, . . . , g o r * ] . c o l [ / , . . . , / o T * ] 

= col[g, . . . , gozk] • By1 col[/, . . . , /OT Ä ] 

= col[g, . . . ,go T *] . co l [ l ,0 ,0 , . . . , 0 ] 

Thus Tg = Sf=o bjgoz* a.e. on £>/ for any measurable/and g. 
Now take /4 to be a subset of Xk such that ,4, r - 1 ^ ) * • • • » r~*C4) are 

disjoint. Expansion by minors shows that deti?lA = ZI/=o<*i lr-«u) where 
each a{ = ± 1 . In particular Z)lit = 4 U ^_1(^) • • • {J?~k(4). Call this 
set XA. For each v4 in Dk the above procedure yields functions a0A, . . . , 
UÄX on XA such that Tg = E/=oûiii£0 ^ o n ^ A f° r every measurable func­
tion g. Now, if ^ and 5 are in Dk, then either m[A f] B) = 0 or A f| 2? 
is in Z)Ä. It follows that on A fl £, aM = 0,ß(O ^ / ^ k). But it then fol­
lows from [1, Lemma 3.1] that for each i there is a measurable function 
a{ such that aiA = at- a.e. on A for every A in /)*. Let g be any measurable 
function, and let S = {xeXk: (Tg)(x) * £*=o öf<*)s(r''(*))}. Then if 
m(5) ^ 0 S contains a subset in Z)Ä. As this is impossible, Tg = 2 ^ g ° r ' 
a.e. on AV 

It follows from [3, p. 70] that there is a set 4̂ in Dk such that Jf* = 
UiW"^^)- Thus the coefficient functions are determined explicitly on ÀV 

coi[«o,..., ak] = * # . coi[ r ( i^) , . . . , mT-HA))]. 

Further, the calculations are facilitated by the easily derived fact that 

K = K-
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