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ESTIMATES FOR THE SZEGO KERNEL ON A MODEL
NON-PSEUDOCONVEX DOMAIN

CHRISTINE CARRACINO

ABSTRACT. The Szego kernel S(z,¢) on the boundary of strictly pseu-
doconvex domains has been studied extensively. We can consider model
domains Q = {(21,22) € C2 | —Im 22 > b(Rez1)}. If b is convex, one
has |S(z,¢)| < ¢|B(z,6)| !, where B(z, ) is the nonisotropic ball with
center z and radius ¢, and § is the nonisotropic distance from z to (.
The only singularities are on the diagonal z = (. In this paper, we
obtain estimates for |S| when the function b is a certain non-convex
function. We show that near certain points, there are singularities off
the diagonal.

Introduction

0.1. Background. Associated to any domain 2 in C™, there exist cer-
tain natural operators, the Bergman and Szegd projections. The Bergman
projection, the easier one to define, is the projection operator from L?(£2) to
H?(Q). The Szegd projection is the analog of the Bergman projection on the
boundary 9€2. We consider domains of the form Q = {z € C" | p(z) < 0},
where the defining function p € C*°(C") satisfies Vp # 0 when p = 0. An
antiholomorphic vector field L = Z;;l aja%j is tangential if Lp = 0. Then

H?*(09) = {f € L*(09) | Lf = 0 as a distribution,

for all tangential antiholomorphic vector fields L}.

Note that by requiring the vector fields to be tangential, we force a linear
relation on the coefficients a;, and so locally we can find a basis consisting of
n — 1 vector fields, and we could simply require that Lf = 0 for these vector
fields. The Szegd projection is then the orthogonal projection from L?(9)
to the closed subspace H?(952).

Received May 12, 2006; received in final form November 26, 2006.
2000 Mathematics Subject Classification. Primary 32A25, 42B20.
The author wishes to thank Alexander Nagel.

(©2007 University of Illinois

1363



1364 CHRISTINE CARRACINO

These operators can be written formally as integral operators:

B = [ KOOV md S0 = [ SG07(@do(c)
K(z,¢) is the Bergman kernel and S(z,() is the Szeg6 kernel. These kernels
have been studied extensively for a variety of domains. If 2 is the unit ball,
we have explicit formulas (see [5]). For more general domains, such explicit
formulas do not often exist.

The Bergman and Szegd kernels on pseudoconvex domains have been stud-
ied extensively. J.J. Kohn introduced “Kohn’s formula” for the Bergman
kernel, B = I — 9* N0, where N is the 9-Neumann operator. This formula
gives a connection between the d-Neumann problem and the Bergman kernel
B. This formula appears in [3] and [4]. N. Kerzman showed in [2] that on
strictly pseudoconvex domains 2 with smooth boundary, the Bergman kernel
extends smoothly to © x Q — {the boundary diagonal}. His work used the
then-known results on the solution of the d-Neumann problem. Using his
techniques, the same result follows for certain classes of weakly pseudoconvex
domains. Estimates for the Bergman and Szeg6 kernels in pseudoconvex do-
mains of finite type in C? were obtained by Nagel, Rosay, Stein, and Wainger
in [12] and [13], and by J. McNeal in [6]. McNeal obtained estimates for the
size of the Bergman and Szeg6 kernels in convex domains of finite type in
C™ in [8] and [7]. McNeal and Stein obtained regularity theorems for the
Bergman and Szegd projections on convex domains in [9] and [10].

We would like to understand Szego kernel for non-pseudoconvex domains.
However, the problem is in general complicated; this article gives estimates
for a specific non-pseudoconvex domain.

0.2. The Szego kernel as an integral. We consider certain model do-
mains

(0.1) Q={(21,22) € C* | —Tm zy > b(Re z1)},

where b is a polynomial of degree m. We put z; = x 4+ iy and 2o = t + i 1m 25,
and on the boundary Im zo = —b(x). So we can identify 9 with C x R. Then

(0.2) L= % +1i [8 + b’(x)gt}
is a vector field on the boundary which is identified with a global tangential
antiholomorphic vector field in C?, and H2(0Q) = {f € L*(09Q) | Lf =
0 as a distribution}.

The pseudoconvexity of the model domain Q is directly related to the
function b. The domain is then pseudoconvex if b”(x) > 0, that is, if b is
convex. If b is not convex, the domain is not pseudoconvex.
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Formally, we can write the Szeg6 projection, which we now denote by P,
defined on f € L?(R?), as a singular integral operator:

(0.3) z,y,t ///f r,s,u)S((z,y,t); (r,s,u))drdsdu,

where S((z,y, 2); (r, s,u)) is the Szeg6 kernel.
We look at the Szegd kernel S((z,y,t); (1, s,u)). If b(z) grows quadratically
at infinity, we can write it as

(0.4) 5((56,3/775)'(7“ s, u))
_ i (b)) i) I
A f 727- (b(N)— )d)\ ’

where the formula is understood as a principal value integral. This is shown
n [11]. It is not clear at first where this is a smooth function. It can be
shown (see [11]) that for convex functions b, formula (0.4) gives a function
which is smooth off the diagonal (x,y,t) = (r, s,u). We will see later that for
the non-convex functions b we consider, singularities occur off the diagonal,
where we might not necessarily expect them.

Before studying the nature of the singularities of the Szeg6 kernel S in
the non-pseudoconvex situation, it is helpful to look at the case when b is a
convex polynomial. In this case, an estimate for this kernel is stated in [11].
For standard Calderén-Zygmund singular integrals, we expect a size estimate
like |K(p,q)| < c|B|™1, where B is the smallest (Euclidean) ball containing p
and ¢. In the estimate for S in equation (0.4), the ball must be understood
in terms of a nonisotropic metric, derived from appropriate vector fields.

0.2.1. For reference: The convex case. When b is a convex polynomial,
1
|B((z,y,t),0)|’

where B is a nonisotropic ball derived from the vector fields X; =

(0-5) 1S((2,:1); (rys,u))] < ¢

92 x, =
dz 2
a + bV (x), and T = V" (z )8t’ and 4 is the nonisotropic distance from (z,y,t)
to (r,s,u) (see [11]). The only possible singularities are on the diagonal x =
r,y = s,t = u. For an explanation of nonisotropic balls and metrics, see [11]
and [15].

It will be helpful later to compare our estimates to those for the convex
functions b(A) = (A — 1)? and b(\) = (A + 1)%. If b(A) = (A £1)?, then the
domain 2 is convex and in fact biholomorphic to the Siegel upper half space,
which is well understood. Since (0.4) is translation invariant in y and ¢, we
assume s = u = 0. Then we can easily calculate that the singularities are
when (z —r)=t=y=0.
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Indeed, one can calculate S exactly and take the norm:
1
((z=r)2 +92)2 + (2(t — y(z +r £ 2)))*

(0.6)  [5((z,y,1); (r,0,0)] = ¢
which agrees with (0.5).

0.3. Results. In this paper, I obtain results for S in (0.4) with a certain
non-convex b, namely the function

(x—1)2 ifz>1/2,
(0.7) blz) =4 —2*+3% if-1/2<z<1/2,
(x+1)? ifz<-1/2.

0.3.1. Position of singularities. As b(x) is convex in some places and con-
cave in others, and S depends on b(x)+b(r), the behavior of S varies depending
on the values of  and 7.

The main result concerns the points (z,r) = (1,1) and (—1,—1). It is
here where the lack of convexity of b comes through. One can expect that
for |t],|y] = 0, S will be singular at (x,r) = (1,1) and (—1,—1), since this
matches the result for the convex function. However, what is new here is that
the singularity persists even if |y| > 0. At (1,—1) and (—1,1), an upper bound
obtained indicates a similar situation, though the singularities are weaker.

Forx+r>c¢>2andx,r >1/2 (or x+r <c< —2,and x,r < —1/2), we
have that b(z),b(r), b(%E") are convex. Based on this, we expect S to behave
like in the convex case. Indeed it does: if ¢,y = 0, the singularities are on the
diagonal z = r. These singularities disappear if ¢ # 0 or y # 0.

For |z +r| < ¢ < 2, if we stay away from (£1,+1), then S is bounded.

In the following subsection, we describe the singularities. We define ¢ =
b(x) + b(r); this is in the important cases the square of the distance to the
nearest singular point in {(£1, +1)} and is always positive. For example, near
r=1landr=-1,e=(z—1)?+ (r+1)2. We will use € in the various cases,
and its expression each time will be made clear.

0.3.2. Description of some singularities. We describe the situation near
the singularity * = r = 1, where we define € = (x — 1)? + (r — 1)2. There
are two main cases: € < 2|t| and € > 2|t|. In the first case, the methods
used and the results are similar to those of the convex case. The other case is
where things differ greatly. The methods applied to convex functions would
not work here. The estimates are obtained using a contour integral. As long
as |t| = 0, there is a singularity at ¢ = 0 even if |y| > 0. The result is detailed
in the following theorem.

First we define the terms D and D, for z,r > 1/2:

D=V2—(z+r—-2) and D, =Re((2(e+it))"/? — 2.



ESTIMATES FOR THE SZEGO KERNEL 1367

These are positive quantities as will be shown later (see Claim 4.3). D is
equivalent to the distance from (x,r) to the diagonal x = r if © +r > 2 and
to the point (1,1) if x +r < 2, and D, is 0 if ¢t = 0. We will also show in
Claim 4.3 that D, D, < cy/e.

We explain the region in the (x,r)-plane where the theorem holds: we
require ¢ < 1 so we are in a circle around the point at (1,1), though we
cannot have (z,r) = (1,1). We also require that (x,r) is either below the line
x +r = 2, which goes through (1, 1), or that it is off the diagonal 2z = r. This
is because if we are above the line x 4+ r = 2, the situation is similar to the
convex case, so we must stay off the diagonal.

Define

|Im, | = ’515 —y(z +7)+4Im((2(e + it))/?) + %Im((Q(e +it))3/?)],

[Ty | = [t =yl +7) + 2Tm((2(e + ) /2)]
Then we have:

THEOREM 0.1. Ifz,r > 1/2,0<e= (z—1)2+ (r —1)%¢|t| < 1, and
z+r—2<0or|z—r|>0, then S = Sy, + E1 + E, where if

_ Vet VIt +y? + [T,
(e+ [t)3/2 (4> + D + D) + |Tmy|)*’
then for some positive constant c,

1
EQ <18, | < @,

and for ¢1 and co positive constants,

(0.8)

|E; | gclw and |E| < co < 0.

The quantity @ is acquired by taking the norm of a fraction with complex
expressions in the numerator and denominator. The expressions |Im, | and
|Tmy, | are so named because they are the imaginary pieces. We will refer to
these many times.

We understand @ in (0.8) by looking at different cases. One such case
shows how our result differs from what might be expected. If ¢ = 0 and
0 < /e <|y| <1, we can simplify Q as follows: If t = 0, then \/[t| = D. =0
and |Im, |, |Imy | = |y(z + r)|, which is equivalent to |y| since x,r > 1/2 and
e < 1. Then /e < |y| < 1, so the numerator in Q is

Ve+y' +ly(z + 1) = Ve+y® + lyl = lyl,
and since D < ¢y/e < ¢|y| the denominator in @ is
ERP(y* + D+ Jy(z +1)))> = 2y + D+ [y])* = /2|yl
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so we have
1

|S]\/[1| ~ 63T|y‘.

If |y| is small enough, |Eq| will not cancel this. So we see that S has singu-
larities along the line e = 0, that is, even if |y| > 0, so there are singularities
off the diagonal. This result is unlike those for standard singular integrals.

In order to better understand S, I combine Theorem 0.1 and other theorems
I have obtained into the following estimate in Theorem 0.2. As it is only
an upper estimate, it is weaker than Theorem 0.1; however, the estimate is
simpler and closer to the kind of estimate one would expect.

THEOREM 0.2. Ifz,r >1/2, e = (x—1)2+ (r —1)2 < 1, and either

(1) e>0,{x+r<2or|z—r|>0}, and |y| <1, or
(2) |t| = €/k for some positive constant k,

then for some positive constants ¢ (depending on k) and ¢y,

1
3
[(602)1/4+ \/e2+t2—e} |y |

1S((x,y,1); (r,0,0))| < ¢ +E,

with |E| < ¢1 < 0.

This estimate is similar to those for what are called product singular inte-
grals. Simply put, product singular integrals satisfy estimates involving not
one volume of one ball, but the product of the volumes of two (or more) balls
as understood in two (or more) spaces. These estimates were discussed in [1],
where the authors obtained results for product singular integrals with convo-
lution kernels. In a recent paper [14], Nagel and Stein obtained results for
non-convolution operators and nonisotropic balls where the operator satisfies
some size and derivative estimates similar to those for standard Calderén-
Zygmund operators.

0.4. Notation. We use a < b to mean that a < c¢b, for some positive
constant ¢. We use a =~ b to mean 1/ca < b < ca for some positive constant c,
in which case we say that a is equivalent to b. We use E for a generic positive
error which satisfies £ < constant. In certain cases, as will be pointed out,
we will add to this F another bounded term, and call the result E. We use
c for a generic constant which changes from line to line. Sometimes to make
this difference clear we also use ci,cs,.... We use a < 1 to mean a is less
than the constant required in the argument. We continue to use the letter @
for relevant quantities in the various theorems, though its meaning changes
with each use, and we redefine it every time. The same is true of e. |S| refers
to [S((z,y,1); (r,0,0))].
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1. Statement of the main theorems

We obtain estimates for S in (0.4) with b in (0.7). The main theorems are
stated here. Explanations of the proofs will be given in the following sections.
As in the Introduction, we look at the behavior of S in the various regions of
the (z,r)-plane.

Symmetry in x and r: The following theorems are stated for the right
half of the xr-plane, that is, for > 0. Since b is even, we can transfer the
results to the other half. So all of our theorems hold for (—x,—r) if, in the
result, we replace (x, r) with (—z, —r) and y with —y. From now on we assume
x> 0.

The following theorems each concern a separate region. In the following
diagram, the darker lines and the circle show the boundaries of the regions. If
x,7 > 1/2, then we define € = (z—1)?+ (r—1)?, and € = 1 is the circle shown.
The lighter line on the diagonal z = v,z +r > 2, and the dot at (1, —1) show
the singular points.

<—Theorem 1.3

Theorem 1.4

-5 x
-1 . <—Theorem 1.1
-2 Theorem 1.2

Theorem 1.1 covers large areas where S is bounded: the areas outside of
{z,r > 1/2}, which is in the first quadrant, and outside of the strip {|z+r| <
1, > 1/2,r < —1/2}, which is in the fourth quadrant. Theorem 1.2 covers
those points in the strip {|z+r| < 1,2 > 1/2,r < —1/2}. Theorem 1.3 covers
the area in the first quadrant where z,7 > 1/2 and x and r are outside the
circle € = (x — 1)2 + (r — 1)2 = 1. Theorem 1.4 and Corollary 1.5 cover the
area in the first quadrant where z,r > 1/2 and x and r are inside the circle
€= (r —1)?2+ (r — 1)?> = 1. This is the most important region as it contains
the point (1,1).

THEOREM 1.1 ((z,r) far away from singularities). Ifz > 0 and (z,7) ¢
{z,r 2172y U{|lz+r| <1,z > 1/2,7 < —1/2}, then

1S((z,y,t); (r,0,0))| < ¢ < oo.

This theorem specifies a region where |S| is bounded. However, the region
is actually larger than claimed in this theorem; |S]| is bounded as long as we
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stay away from the ray |x—r| = 0,2+r—2 > 0, and the point (z,r) = (1, —1).
We discuss the regions near these points in the following theorems.

THEOREM 1.2 (Near (1,—1)). Ifx>1/2,r < —1/2, and |z +r| < 1, with
€= (z—1)2+ (r + 1), then we have for some positive constant c
1

(1) S oD

+|E],

where |E| < ¢ < o00.

If |y| < 1 and e < |t|, at worst we have a singularity that looks like 1/|t[3/2.
This is better than the 1/t? that we have later (see (1.7) and the statement
after it). This is why we say that the singularity is weaker here. Also note
that |¢t| and e play the same role; we have

. Y
BREC RS R i
b%éc{l if € > |t

S (g D) = It

We will see this [¢t| and e playing the same role later also. Also, if either e
or |t| are away from O in the region of this theorem, then |S| is bounded.
Specifically, if |z + 7| < 1,2 > 1/2,r < —1/2, but we stay away from (1,—1),
then |S| is bounded. This matches the result in Theorem 1.1 above.

THEOREM 1.3 (|z|,|r| large and in convex part). If z,r > 1/2 and € =
(x —1)2 4 (r — 1)2 > 1, then for some positive constant c we have
S=8u +E,
where

1
(1.2) |SM1| =C

((x =72+ + 20 —ylz+r-2)))*

with |E| < ¢1 < o0.

This matches the result for the convex function b(\) = (A — 1)? above in
(0.6). This is expected, because in the region where z,r > 1/2 and € > 1, our
b is convex and we are away from the transition point (z,r) = (1,1).

For the following, we recall the definitions of the positive terms D and D,
for x,r > 1/2:

D=V2—(z+71-2) and D, = Re((2(e + it))/?) — /2.
So
Re((2(e +it))?) — (z + 7 —2)
= (V2e = (@+7-2)) + (Re((2(e +it) /) - V2e)
—D+D,.
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Also recall
1
| Tm, | = ’575 —y(z 4 7r) +4Im((2(e +it))/?) + 5 Im((2(e 4 it))%/?)|,

|Tmy | = ]t ~ oy + )+ 2Im((2(e + it))V?)] |

In the following theorem, we are in the region x,r > 1/2, inside the circle
e=(x—1)2+(r—1)2 < 1. Unless t > ¢/k for some constant k as in part (c),
we must also specify that (x,r) is either below the line z + r < 2, or off the
diagonal x = r. So whenever we have the condition € > 0, we also have the
condition {z +r <2 or |z —r| > 0}.

THEOREM 1.4 (Near (1,1)). Forax,r >1/2 and e = (z—1)*+(r—1)? < 1:
(a) If e >0, {z+7r <2 o0r|z—r|>0}, and ¢,|t| < 1, then there is an
equivalence
S = SM1 + F + F,
where if
Ve + VIt +y* + |Img|
(€ + [t))3/2 (y2 + D + De + |Tmy )*’

then for positive constants ¢y, ca,c3, we have

1
—Q <|Sw,| <@
¢

(1.3) Q=

and
|Eq| < e ! and |E| <3 < 0.
(e+ [E)*2(y> + 1)
(b) Assume € > 0 and {x +r < 2 or |zt —r| > 0}. There are positive
constants ¢y < 1,¢5,c6, such that if €, [t],|y] < cq, then

1
;|SM1| < |SM1 +E1| < C5|‘S’1\/11|'
5

If e, |t| < 1, then
|SM1 +E1| < C(;|SM1|.
(c) Assume e < 1. If either
1) e>0,{z+r<2or|z—rl>0}, and |y| <1, or

(2) |t| > €/k for any positive constant k,
then for positive constants c; (depending on k) and cg, we have

e+ I+ i,
(€ +[t))3/2(D + De + [Imy )2
with |E| < ¢g < o0.

|S] < 7 +El,
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(d) Ife>0,{x+r<2or|z—r>0},e<1,|t|<1andlyl > 1, then
for positive constants cg, c19, we have

IS] < eg +|E|,

1

(e+ [t])3/2y?
where |E| < ¢19 < 00.

Using estimates on the various terms involved (see Claim 4.3), we can then

obtain the following:
1. By (a),ift =0,1> |yl > ve>0,and {x +r < 2or |z —r| > 0} (so

if t =0, |y| is dominant, and we are off the diagonal), then |Im, | = |Im, | =
ly(z + )| ~ |yl 2 y* + Ve and De =0, so

1
(1.4) |Sa, | = 63T|y\’

and so for ¢, |y| < 1, the error F; cannot cancel this, so we have singularities
along the line € = 0, even if |y| > 0.
2. By (a),ift=0,1>+e>cD > |yl,e >0,and {z+r <2or |[x—r| >0}

(soif t = 0, € is dominant, and we are off the diagonal), then | Im, | = |Im; | =
ly(z +r)| ~ |y|. Also, ve+y?+ |yl ~eand y> + D+ D. ~ D, so
1 —L ifr+r—-2>0
1.5 S|~ — = { @) -
(1.5) 15| eD? {512 ifx+r—2<0.

If 47— 2 > 0, there are singularities all along the diagonal x = r. If
x +r —2 < 0, there is no singularity until one reaches x = r = 1. This
matches the results of Theorems 1.1 and 1.3.

3. Infact, if [t <2¢ <1,e>0, {z+7r <2o0r |z —7r| >0}, and |y| <1, we
will show in the proof of part (b) (see (4.12)) that

Vet lyl
(D + Jz¢ + [Tmp)?

Then if ¢ = 0, this can be reduced to (1.4) or (1.5) given the conditions for
those equations.

4. Part (b) shows in fact that the error E; will not cancel the main term
Sw, aslong as € > 0, {x +r <2 or |z —r| > 0}, and ¢, |t], |y| < 1. We prove
this by showing that @ is large compared to F1, so any singularities in () are
singularities of S. The second statement shows that if we just have e, |t| < 1,
we can still write

S| = |56, + By + B[ < [Sar, + Er| +[E] S |Sa |+ |E]-
5. By (c), if e = 0 and |y(x + )| > 304/|t|, then we can show |Im, | =~
|Tmy | = |y(x + 7)| = |y| (see the end of Section 4.1). So

1
(1.6) IS| S =25 +1E|
[t[/2]y]

|SZ\/[1| ~ 3/2
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6. By (c), if e = y = 0, then D = 0. Also, using D, ~ Im((2(e +
it))1/2) ~ /Jt] and Im((2(e + it))*/2) = [t|3/2, we see |Im, | =~ /|t] + [¢[>/?
and |Tmy, | ~ \/|t] + |t|. Splitting this up into the cases |t| > 1 and |t| < 1, we
see in each case that

1
(1.7) SIS 5 + 1B

7. In fact, if |t| > €/k for any positive constant k, we will show in the proof
of part (c) (see (4.18)) that

1
S| < +B].
[t13/2(\/[t] + | Tmy, [)2

This can be reduced to (1.6) if \/|t| < |y| or (1.7) if \/|t| > |y|.

CoROLLARY 1.5 (Near (1,1)). Ifz,r>1/2, e=(x— 1)+ (r—1)? <1,
and either

(1) e>0,{zx+r<2or|z—7r|>0}, and |y| <1, or
(2) |t| > €/k for some positive constant k,

then for positive constants ¢ (depending on k) and ¢1, we have
1

3
[@mym+ M@+ﬂ—4|mm

15((2,y,1); (,0,0))| < ¢ + |E],

where |E| < ¢ < 00.

This result will be shown to be a corollary of Theorem 1.4(c). Though
it is weaker than those in Theorem 1.4, we include it because it is a unified
estimate for all €, |y| < 1 and all ¢ which is simpler than the previous one. It
is closer to the kind of estimate we are ultimately looking for, that is, where
the denominator looks like the volume of a ball or possibly the product of the
volumes of two balls.

2. The integral in A

Before we discuss the estimates for S in more detail, I want to state a
lemma describing the main term. We can immediately make an observation
about the integral in (0.4). The only place where S depends on the global
behavior of b is in the A-integral in the denominator. So if we compare our
S to S when b is the convex function b(\) = (A — 1)?, for example, and look
at the case where x,r > 1/2, the only difference between the two is in the
A-integral. This integral was evaluated simply for b(A) = (A —1)? (see Section
0.2.1), but it is complicated in our case. In the following lemma, I analyze the
A-integral, and explain what I have found to be the main term of the integral

S.
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If we define

(2.1) I(r,m) = / e~ 2r(ON=2X) g,

then we have:

LEMMA 2.1.
1
= MC() —+ E(),
Z(7,m)
where
5 \/2r 00 g

(2.2) M = 62 . _;— and co = / e d\ =—

e 4 e=2n e Nis
and
(2.3) /OO e T(0@)Fb(r) g —itr /00 e"TI By dp dr| < ¢ < oo.

0 —o00

So then the main term of S is a constant times

oo 00 =0 /27 gn(a+r) giny
_ —7(b(z)+b(r)+it) € € €
(2.4) Sy = /0 e /_OO T dny/T dr.

For all of the theorems, we use this lemma.

Proof. We will need the following facts, which can be proven by a standard
argument: If @ > 1, then
(2.5)

1 e 1 1 1
e < e N d\ < —e® and —e @ < e~ N d\ < — e,
4a a 2a 4a oo 2a

Now we prove Lemma 2.1. First we break the integral Z in (2.1) into three
pieces, I, IT and TII:

_1 10_n \/ﬂ
1:/ err(oantomy) gy - L /2( ) e ) e e
—o0 21 J_x ’
Il = /oo S (CI RV S Sy e A\ et
3 VIT Sy (-1-g)var

1 11
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Write
(2.6)

g - / o= (b@)b(r) i) / e+ g Mo dn dir
0 —o00

_ —7(b(@)+b(r)+it) n@+r)oiny [ Aeo — dn d
/0 ¢ /,006 ‘ < o I+II+III> ner

Ey

Now we will show that the second term is bounded in absolute value by a
constant. This term is in absolute value <

(2.7)
2 00 _
[ [ ot (£ S [ st
Y Pt e e |
| Eol
where € = b(z) 4 b(r) and
v
I, = 67277/ e d,
IIT, = 27 / e d),
J(1-2)vE
292 s(+3)ver
I, = e*?e*f/ N dA.
S(-1+2)VEr
We show that (2.7) is < c.
Step 1: Show that
L +10; +100;
e2n 4 e—2n
The idea is to consider the cases n > 0 and 1 < 0 separately. If n > 0, then
1114 e2n [ a2
T—FZ’] ~ Tﬁ/ e d\ ~ c,
e e e 1(-1-2)var

since —0o < 1 (=1 — 2) v/27 < 0. This is the dominant term. The others are
positive and bounded by a constant. If n < 0, the situation is similar, but
now the term with I; is dominant.

Now we have

oo roo ,—Te n(z+T) 7é
enls [ S
0 J—

= dndr.

/00 gy I+ L
e2n 4 e—2n

—0o0
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Step 2: Show that
e—Teen(;L'-i-r)e— é
e2n +e—2n
is bounded by a constant. Recall that we are assuming = > 0.

Case 1: x,7 > 1/2. Here € = b(x)+b(r) = (x—1)2+(r—1)%. We complete

the square and use € — 1 (z +r — 2)? = S(z —r)2.

2
Case 2: |z +r|<2. Then

(2.8)

2 2
e Teen(@ ) o= 37 < e e T @) < ¢ if >0 (use z +r < 2),
o= v !
€2 + =21 e e = et < ifnp< 0 (use x +7r > —2).
Other cases: In proving the other cases, we make and prove a claim, which
we will use later.

Cram 2.2. If z > 0 and (x,r) ¢ {z,r > 1/2} U {|x + r| < 2}, then for
some ¢ > 0,

2
€_T66n(r+7ﬂ)€_% -
T — € &

e

where the plus or minus sign depends on whether (x,r) is above or below the
strip |z + 7| < 2.

—cT — % (n+(z4+r+2)7)?
)

Proof. For these cases, we will use the inequality
e <

where we chose the plus or minus depending on whether (x,r) is above or
below the strip |z 4+ r| < 2, and then we complete the square:

e—Teen(@tr) o= 1o

e2n 4 e—2n

There are four cases. In each case we have b(z) +b(r) — 3 (z+r+2)? > ¢ > 0.

Case x> 1/2,|r| <1/2,x4+r > 2: Noteif r > 1/2,|x| < 1/2,z +r > 2,

the same argument will hold with z,r switched. Note here z > 3/2. We have

< ef(b(z)er(r) -1 (:v+r:|:2)2)7'67 = (n+(z+r+2)7)?2 )

1 1 1 1
b(m)+b(r)—§(x+r—2)2:(x—l)g—r2+§—§(m+r—2)22Z.

There are three other cases: where r < —1/2,|z| < 1/2,2 +r < —2; where
x>1/2,r<-=1/2,24+r > 2, and where © > 1/2,r < —1/2, 2 +r < —2. The
arguments for these are similar to the one shown above. O

Now we have

|<2.7>s/0°°/:@

ORI PO | S 51
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Step 3: We show that this is bounded by a constant. The term |[.| is

1
e e
o0 o
x (6—2"/ e d) —11> + (62’7/ e d) —ml) 1
— 00 — 00
1
T e fe-m

—2 = -2 2 (m1=2)ver -2
X e <" / e M d\| + e / e d\ | —1I4
L2 o
e 21 ° a2
P [ ) e " dA
3(1-2)ver

e2n %(7172)\/? 22
+ porap— [m e dA

So now

%(_1_g)\/§ 2

V2 —_— -
+/ 7-/ e2n+e 2n /%(1")\/56 d)\dndT
+ / Ver / 7@2“ - dndr,

which we denote as

(2.9) /III+/I+/II.

We show that each of these is bounded by a constant.

[TIT in (2.9):
(2.10) /III = /OOO\/%/_Z eznfzzn/_i_l_”@e—v dX dn dr.
Case 1: % (—1 - g) V27 < —1. Using (2.5), we see that
(2.10) < /Ooo /_Z \/?62”3_%6‘5(1“ 24(2)%) dn dr
SC/OOO\Ee_g dr <e.
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Case 2: <71 — Q) 27 > —1. Here we have n < /27 — 7 and
T

|~

WmnvE
/ e d\ =~ c.

o0

So

- o) 2T—T 6217

V2r—r V2r—7 27]
/ AT / L

\/?—7' 27]
<c+/ f/ 7dnd7'.

e2n 4 e—2n

For the second term, we use 7 > 8 to show that —7/2 > /27 — 7. So we
see n < /27 —7 < —7/2, and so the second term is <

o —7/2 o2
/8 ﬁ/_oo ] dndr <ec.

/ I in (2.9): The argument is similar to that for [ III. Instead of the cases
there, we have % (1 — 2) V27 > 1 and % (1 — 2) V21 < 1.

/II in (2.9): We have

o0 o0 111

As in Step 1, an easy calculation shows

II;
e2n 4 e—2n ™

e ifn >0,
e’ ifn<O.

\/>€2627 {

From this one obtains | [ II| < c. This completes the proof of (2.3) and hence
the proof of Lemma 2.1. O

3. Proofs of Theorems 1.1-1.3

3.1. Proof of Theorem 1.1. Here we assume that (z,r) is not in {z,r >
1/2}. We also assume that if 2 > 1/2 and r» < —1/2, then € = b(z) + b(r) =
(x —1)%2 + (r +1)2 > ¢ > 0. We will show that under these assumptions |S]
is bounded.
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Proof. By Lemma 2.1, we need only look at

2
oo 00, pn(z+r) piny
_ —7(e+it) ez e €
Sy = /0 e /_Oo e dn/T dr.

Case 1: |z +r| > 2. The proof follows from Claim 2.2.

Case 2: |z +r| < 2. We have that |Sys] is

0o 0 00
< / b+ /7 ( / o E o) gy 4 / egie"(erTz)dn) ir
0 0

— 00

o0
< c/ e~ 7@+ - g7,
0

This integral is bounded as long as b(x) + b(r) > ¢ > 0, which one can
show to be true by considering separately the cases x > 1/2, |r| < 1/2,
r<-—1/2/|z| <1/2,and z > 1/2;r < —1/2. O

3.2. Proof of Theorem 1.2. We covered part of the region in this the-
orem in the above section; that is, we showed that if z > 1/2,r < —1/2 and
e > ¢ > 0, then |S| is bounded. So we assume € < ¢. We can also assume
|t| < ¢ since otherwise |S| < E as we will see later in Lemma 4.2.

Proof. As above, we need only consider

2
o 0 o enlztr) piny
ST —7(e+it) ez e €
S]\/[ = ;LI)I(l)/O e /_Oo 46_277 + e2n dﬂ\ﬁx(&) d’T,
where x(7) is a Schwartz cutoff function which is 1 for 7 < 1 and 0 for 7 > 2;
it is easily seen that this limit exists by doing the integration by parts below.
We consider two cases.

Case 1: |y| > c¢. We split up the integral at flt\ We merely note that

for the second piece, we do integration by parts with

dn/TX(07),

00 e%’f en(@+r) piny
‘T /,oo Temyem
and then one can show that

dPu

drp

Cc

VTX.

TP

We then do integration by parts two times and the result follows.
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Case 2: |y| < c. We first do integration by parts in the 7 integral to bring
down a power of |y|. We obtain

2
00 =g en(ztr)
——e"¥dp
—2 2
Lo €2 42T

1 [ (24 (z+r) 2721 — 22
e~ 4 e~ (e=2n + 21)2

) e” = M@ iy gy,

Then with this as our w in the integration by parts in 7, one can show that

dPu 1

1
T |~ mg\ﬁ%

and so we proceed as above. O

3.3. Proof of Theorem 1.3. If ¢ > 1, S behaves as if we had replaced
our b(x) with the convex function b(z) = (z — 1)2. The following lemma
describes how the main term of S exhibits this behavior.

LEMMA 3.1. Ifx,r >1/2 andx+1—2>c¢ >0, then for e = (x —1)? +
(r —1)2 and M as in Lemma 2.1 we have
M = M + Eo1,
where f
M, = 6_% 2re™ 2
and

‘/Em

Proof. Write

/ ef‘r(eJrit)/ einyen(w+T)E01d77d7— <e.
0 —oc0

—2n —6m
1 e o e

62’7+e*277_1+e*477_e C14e 4’

We use the first piece for M; and the second for Fyi. So

n? 2 n? e~ 6m
My =e 27/27¢™*" and FEg =e¢ 27V 2T —— .
14 e=41

For Ey; we have

0o 0 ) o ,
‘/E()l g/ e’ </ 6737677(@+T72)d7]+/ 63*6’7(5’”+T6)dn) VTdr.
0 oo o

We then show that this is bounded by considering each term separately. We
complete the square and use (2.5). O

CramM 3.2. Upon applying this lemma, one can obtain Theorem 1.3.
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Proof. First note that z,r > 1/2 and € > 1 imply x +r — 2 > 1/3. One
can see this by considering the situation in the zr-plane. So we have

oo . e . 2
Sn, = C/ 67(“”)7/ e"@+T=2) Y o= 3= dn/Tdr.
0 — o0

Then, by completing the square, using € —
change of variables, we have that this

%) (@=r2  y2 _ - %)
_ C/ 6_< 5=+ - +i(t—y(z+r 2))> / e_WQdT]TdT.
0

— 00

(a:+T2—2)2 _ (”U_ZT)Z7 and doing a

Since the real part of the exponent is positive, we can use the Identity Theorem
to get that this

1
T lE 2 2t -yt r—2)
We obtain (1.2) by taking the norm. This finishes the proof of Theorem
1.3. O

4. Proofs of Theorem 1.4 and Corollary 1.5

Both theorems rely on Lemma 2.1. For Theorem 1.4, there are some ad-
ditional main lemmas used, and these are stated here; they will be proven in
later sections as the proofs are long and detailed. Following the statements
of these lemmas, we will show how to use the lemmas to prove the theorems.
Corollary 1.5 will be obtained as a corollary of Theorem 1.4(c).

In Theorem 1.4, there are a number of constants. The proof does not refer
to each one, but rather they are implicit in the a =~ b and a < b statements.

4.1. Proof of Theorem 1.4.

4.1.1. Main estimates used for Theorem 1.4. We have two main lemmas,
which correspond to € or [t| being dominant, though the ranges where they
apply actually overlap.

Again recall that D and D, are defined as follows if x,r > 1/2:

D=V2—(z+7r—-2) and D, =Re((e+it)"/?) — V2
Also recall that

I, | = 5t—y(x+r)+4Im((2(e+it))1/2)—|—%Im((2(6+it))3/2) ,

Ty | = ‘t —y(z +7) + 2Im((2(e + it))/?)|.

LEMMA 4.1 (e dominant). Ife>0,z,7>1/2 and {z+7r—2<0 or |z —
r| > 0)}, then
S=8u, +E1+E,
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where if
(4.1)
[(Re((e +it)*/2) + Re((c +i0)/2) + D + Do +42)° + (I, i

(e 172 (=7 + 42+ D+ Do + (1m )]

Q=

then

Q< isul<cQ
and
if le +it| <2,

. ) and |E| < ¢o < o0.
if |e +it] > 2,

1
|Er| < a1 {(e+t|>3/2(y2+1>
-t

Proof. See Section 4.3. The idea is to interchange the order of integration
and then use a contour integral. O

LEMMA 4.2 (Jt| dominant). If |t| > ce for any positive ¢, then for ¢y
depending on c,
1

4.2 S| <
(4.2) ST e e+ )

+ |E|.

Proof. See Section 4.4. We first show that |S| < c¢1% + |E|. The idea
is to use integration by parts in the 7-integral. Then we show that |S| <
c1 m +|E|. The idea is again to use integration by parts: We can integrate

by parts once in 7, bringing down one power of y. Then we integrate by parts
in T. O

These two lemmas overlap when € > 0, |t| > ce for any positive ¢. We will
show in the next section that they give the same estimate where they overlap
if €, |¢], ly| < 1.

4.1.2. Proof of Theorem 1.4 using the main estimates. We prove Theo-
rem 1.4 based on the lemmas in Section 4.1.1 and the approximations in the
following claim, which can be proven using Taylor series.

CrAM 4.3. The following approximations hold:
1.
(4.3) D=V2—(z+7r—2)

N <x\7€;>2 ifrtr—220 o ~
NG ifz+r—2<0 [~

if o, r>1/2.
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2.
(4.4) D, = (Re((2(e +it))/?) - v2e)
ﬁ% if € > 4|t
~ /It if e < %l
Vit~ 22t if 1 < <4
Ve if € > 4]t
< ] if e < 1t
~- Lt o ifl<cce <y
tl~ e f3< <
3.
(4.5) Re((2(e +it))?) =\/Ve2 + 12 + ¢
Ve ifext
- [t] if e < |t]
4.
(4.6) Im((2(e + it))*/?) = sgn(t)\/ Ve2 + 12 — e
ﬁ if e > 2|t
~{ sgn(t)\/]t] if e <t
ﬁzsgn(t) It] if 1 <2
5.
(A7) Re((2Ac+it)*/?) = 2/(2 + )2 + & - Ber?
€3/2 if e > |t|%
~{|tP? if e < |t]
PP .9 < 5 < 55
6.
(4.8) Im((2(e 4 it))3/?) = sgn(t)2\/(62 +12)3/2 — 3 + 3et?
et if € > 2|t
T sen(®)E? if e < 3t
We also prove in some cases more specific results. Here k is any
positive constant:
7. ;
Im((2(e + it))'/?) = —=-+err,
(et it)") = =

lerr| < A% < L 1 if ¢ < Ce>0
-— - — =, €>0.
T 442e \e) T 16/2¢ -2
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’ (2 + i) 2| < G+ DYV i > <
In particular, if £ = 2,
[l ((2(e + i) /2)| < 2V i 11 = 5.
9.
[m((2(e +i8)2)] < 2K + 1P/ + 30) 24P/ i Jt] = .
In particular, if k = 2,
‘Im((2(6+it))3/2)‘ <122 i ] > %
10.

’Im((2(e+it))3/2)’ < 6Velt] if 1 < 5.

Proof of Theorem 1.4(a). We make some observations about Lemma 4.1:
o Re((e+ it)'/?) ~ /2 4 |t|'/? and Re((e + it)*/?) ~ /2 + [t|3/? by
(4.5) and (4.7).
o If e, |t| <1, then ¢3/2 4 |t3/2 < /2 4 |t|V/2.
e Also D is always < €'/2) and D, < /|t + v/€ (see (4.3) and (4.4)).
o If e <1, then D > (z —7)? (see (4.3)).
So we can reduce (4.1) to (1.3) in Theorem 1.4(a). For the error, note that if
€, |t| <1, then |e + it < 2. O

Proof of Theorem 1.4(b),(d). The plan here is to show that Q > |F1]|.

First assume |y| < 1. We show that the piece in @ multiplying the term
W is greater than a constant if €, |t| and |y| are < 1, and that it can be
made as large as we want if €, |¢|, and |y| are made small enough. We start

with the following claim:

CrLAM 4.4. If |y| < 1, then the term y? is always less than or equal to one
of the other existing terms.

Proof. 1. For |t| < €/2, recall that

Ty | = ’t —y(z + 1) + 2Im((2(e + i) /)|,

| Im, | = ‘5t —ylx+r)+4Im((2(e + it))1/2) + %Im((Z(e + it))3/2

If ly(z +r)| > 30|\/%|, then using Claim 4.3 and |z +r| & 1 (since z,r > 1/2
and € < 1) we see that
t

‘t +2Tm((2(e + it))l/Q)’ < 5‘ —
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and
1 t
5t + 4Im((2(e + it))"/?) + = Im((2(e + it))*/? <21‘,
((2( ))7%) + 5 Im((2( ) Ve
and so
(4.9) y? < |yl = |Imy | ~ |Tm, |.

If ly(z +7)| < 30\\/%\, we use

ool ()

2. For 1 > [t| > €/2, we use similar arguments to show that either y
|Imyp, | &~ |Im, | or y2 < |D.|.

2 <
O

Using this we can simplify (1.3) in Theorem 1.4(a) to get

1 et T+ [Tm,|

4.10 S|~ .
(4.10) S|~ T (D + D + [T

Then we define F' by

1 Vet VIt 4 Tma| 1 (F)
(€ +1t)*2 (D + Do + [Tmy|)* (e + [¢])*2
Now we will show that if ¢,|¢|,|y| < 1, then [Sa, + Ei1| = |Sa, |, and for
6 [t ]y < 1, we have |Sy, + E1| < |Sa |- To do this, we first prove the
following claim. We label the constant ¢4 to make it clear that it is the same
as in the Theorem.

(4.11)

CramM 4.5. Given a constant d, there exists a constant ¢4 < 1 such that
if €, |t|, |y| < ¢4, then 1/F < 1/d.

Proof. Case 1a: We look first at the caset = 0. Then |Im, | = |Im; | =~ |y|.
Here

T ) ly| iyl = Ve ly| if Jy] > Ve
fzwm LoD <pl<vE vy < e D<) < e

(Ve+lyl) DTz if |y < D Ve  always
So we see that we can make 1/F small if ¢, |y| < 1.

Case 1b: Now we look at the more general case € > 2|t|. First we use
Claim 4.3 to see that
t t
tg | S 1+ ol + T+ V@l S 1ol + T S ol + V2

Next we show that

Vet |[Img | = Ve +y|.
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To do so, we first note that we have already shown (see (4.9)) that

| Img | ~ |y(x +7)| = |yl if [y(z +7)] > 30 | —=

which is true if |y| > 30‘\/%’ since |z +r] > 1. If jy| < 30’\/%‘, then
ly| < 154/€, so then

|Ima|<|t|+y|+y+f|t|<\f

So e+ |Im, | & /€ = /e + |y|. Using these approximations, we get

1 D+ J2f+ Imy )2 (D+\/g€+|lmb|) < Vet
— = ~ e+ y| .
F (Ve+[Tmg ) (Ve+lyl)
So we see that we can make this small if ¢, |y| are small enough.
Note that the second approximation shows that if 1 > ¢ > 2|t|, ¢ > 0,
{r+r<2or|z—r|>0},and |y| <1, then

\f+ |yl
(D + J= ¢+ [Imy )2

(4.12) |Sa, | =

This expression is referred to in the notes after Theorem 1.4.

Case 2: If e < 2|t| and |t| < 1, the argument is similar to that in Case 1b.
To finish the proof of the claim, we choose ¢4 < 1 so that 1/F < 1/d when
&[], |yl < ca. O

Now we choose d such that given ¢y in Theorem 1.4(a), %d = d' > 1. Then
if we assume ¢, |t|, |y| < ¢4 < 1, we have

|SM‘ '
1>—F>—d d >1,
|Er] — 2

SO

1
E|5Ml\ > |Eql,

1 1
(1—) [Sa, | < |Swm, + Er| < ( d’) |San -

> L we get the first

C57

SO

Therefore, if we pick c5 so that 1 —|— <c¢sand 1 —
claim in Theorem 1.4(b).

To show that |Sys, + E1| < |Sar, |, we simply note that 1/F < cife, [t], |y| <
1. This gives us the second claim in Theorem 1.4(b) if |y| < 1.

1
d
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So we have for e > 0, {z +r < 2 or |[x — 7| > 0}, and €, |t], |y| < 1,
(4.13) S| < Sm, + Er| +|E|
S |San |+ |E|

Vet VIt + [Tmg|
(€3/2 + [t[3/2) [D + De + [Imy ]

+ 8.

Now assume |y| > 1. We look again at (1.3), which is true if e > 0, {z+7r <
2o0r |z —r|>0} and ¢ || < 1:

(Ve+ VIt +y?) + [Tmy|
(e + 1)3/2 [(y? + D + Do) + [tmy]*
Then by Claim 4.3 and the fact that €, [t| < 1 < |y|, we have

Q=

2

|Im, | = |5t — y(z +7) + 4Im((2(e + it))'/?) + %Im((2(6+it))3/2) <2

We also have
[Ty | = [t =y + 1)+ 2Tm((2e + it) /)| < 2.

So we now have
2 1

Q~ s =
(e + PP~ (e P72y

Since |Syr, | = @, and we have

1
(e + [t])3/2y>
we have now finished the proof of Theorem 1.4(d).
Furthermore, we have for |y| > 1,

|SM1 + E1| < C|S1\41|'
This finishes the proof of Theorem 1.4(b). O

|E1] S

Proof of Theorem 1.4(c). We will obtain an upper bound for |S| covering
the more general case where € < 1 and either (1) e > 0, {x+7 <2 or |z —7| >
0}, and |y| < 1 or (2) |t| > €/k for some positive constant k. Although Lemma
4.1 is only known to be true for € > 0, we will use it to suggest an estimate
and then prove this estimate. Here is the sequence of ideas:

1. We showed above (see (4.13)) that for ¢ > 0, {x +r < 2 or |z —r| > 0},
and ¢, [t], [y[ < 1,

t Im,
(4.14) 5| g —Yervidrimd g
(63/2 +|t[3/2) [D 4 D, + |Tmy|]

2. If |t| > 1, then [t| > €, so Lemma 4.2 shows that |S| < ¢+ |E|, and the
constant can be included in |E|, so we are done.
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3. We must now allow for ¢ = 0. In fact, we can show that the result
is true as long as 1 > |t| > €/k for any positive constant k. Here we use k
instead of ¢ because it will be important to keep track of the constant in the
approximations in Claim 4.3.

Define (x) by writing (4.14) as

1S|'S () + | E.

We must show that this is true for 1 > [¢t| > €/k. Here D, ~ \/|t| = D (see
Claim 4.3), so we can simplify (x) to get

VIt 4 [Tmg |
(4.15) () ~ .
[£[32(\/1t] + [Ty, [)2

Now we show that |S| < (%) + |E| if € < k|t| < k. First we choose fi so
that f. > 5+ 4(k 4+ 1)/* + ((k* + 1)%/2 4+ 3k)'/2 + 1. We will see shortly the
importance of this expression. Then we have two cases:

Case a: +/|t| > f—lk\y(x—i—rﬂ. Here |Im, |, |Imy | S +/[t], so (x) + |E] =~
% +|E| 2 |S| by Lemma 4.2.

Case b:  +/]t| < fik|y(x +7)|. Here |Im, | = |Imy | = |y| 2 /|| Using
Claim 4.3, we have

|Im, | = |5t + 4Im((2(e + it))'/?) + %Im((?(e +it))3/?)

1
< 5[t + 4k + 1)V Tt + 52((k2 +1)%/2 4 3k)1/2|t]3/2
< (5 F A+ D)V (R +1)%% 4 3k:)1/2) I

54 4(k+ )Y+ (k2 +1)3/2 4 3k)1/?
fr

ly(z +7)|

and

| Tmy | = ‘t—i— 21m((2(e+it))1/2)(

< |t] +2(k + D)Y4/]t]
< (1 42+ DY/t
(1+2(k+ 1)1/

i

Since the quantity in front of the term |y(z + r)| is strictly less than 1, we
have | Im, | = |Imp | = |y(z 4+ 7)|. Then we use the fact that (z + ) ~ 1 since
e <1and z,r > 1/2 to see that |Im, | = |Im; | = |y| 2 /[t].

So

<

ly(z + 7).

|yl 1
T T B~ +1E| 2 15|
[£]3/2]y?

() +E] = S
[1F72]y]
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by Lemma 4.2.

This shows that |S| < (%) + |E| and finishes the proof of Theorem 1.4(c),
which we state here again for reference: As long as € < 1 and either (1) € > 0,
{z+r<2o0r|x—rl >0}, and |y| <1 or (2) |t| > ¢/k for some constant k,
we have

\ﬁ"' v |t‘ + |Ima|

4.16
(4.16) €3/2 4 [t[3/2) [D + D, + [Tmy |2

5] ST + |E].

In fact, the previous discussion shows that if 1 > |t| > ¢/k for any positive
constant k, then

1
4.17 N
i ™ [#3/2(V/Tt] + [y])

and we have shown |S| < (%) + | E|, so

(4.18) | | E],

1
SIS ————F—— +
[£132 (V1] + yl)
which is exactly the bound in Lemma 4.2. Since (%) was obtained from (4.14),

which was obtained from Lemma 4.1, we see that the two lemmas agree where
they overlap if ¢, [¢|, |y| < 1. This finishes the proof of Theorem 1.4. O

4.2. Proof of Corollary 1.5. In this section we will prove Corollary 1.5
as a corollary of Theorem 1.4(c).

Proof. Case 1: € > 2|t|. Start from (4.16). If € > 2|¢|, we can reduce this

to

5] < Ve+ | Im, | +IE|
~ 2 *

€3/2 (D+ﬁ§+|1mb\)

Case 1a: |Img | > ¢y/e. Here
| Im,, |
4.19 S| < ———= +1E|
(1.19) 515 el + 151

We will show that either |Im, | ~ |Im; | or |Im, | < /€, in which case we can
use Case 1b below. Write

Im, = (Imy) + <4t +2Tm((2(e + it)) ) + %Im((2(e + it))3/2)) =A+B.
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Case |B| < 1|A|: Then Im, ~ Im,. So we can reduce (4.19) and, using
€ > D2, obtain the statement in Corollary 1.5:

1
S| 3 +|E]
{61/2 +VVer+? — 6i| [ Ty |
1
< + |E).

3
[(6D2)1/4+ \/62+t2—6} | Trny, |

Case |B| > 3|A|: Then
[Tmg | < [Tmy |+ |B|

< ¢B|
1
= ¢ |4t +2Im((2(e + it))/?) + 5 Im((2(e + it))>/?)
< Ve
Case 1b: |Im, | < cy/e. Here
1
5] < 5 + ||
e<D+ﬁ§+|Imb|)
1
S + |E]
e3/1e1/4 (D + L) | Tmy |
1
S +|E|.
(63/4D3/2 + \%t) [ Tmy, |
Then, using the fact that /[t| = IL\/lg, this is
1
S 3 + |E|
(63/41)3/2 e ) Ty |
1
~ 3 + |E|
(/a2 4| L) 1oy |
1
S +|E|.

3
(61/4D1/2 +vVVe:+t2 — e) [ Tmy, |
For the last line, we use that fact that in this case vV Ve2 + 2 — e & |t|/ /e,

which is part of Claim 4.3.
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Case 2: ¢ < 2|t|. Now we use (4.17). Using the cases which precede that
equation, we see that \/|t| + |y| =~ +/|t| + |Imy |. So

512 :
(e -+ [¢)>> (/I + | 1my |)

1

(¢5/2 4 [t/2) (/T + | Ty )
1

+ |E|

Q

+ |E]

+ |E|.

<
~ 3
<(6D2)3/4 + (\/\/62 T2 - e) > | Tmy |
Here we used the fact that in this case v/ V€2 4+ t2 — € = /|¢|. This completes
the proof of Corollary 1.5. (]
4.3. Proof of Lemma 4.1.

Proof. By Lemma 2.1 we need only look at

o0 0 oL enlatr) giny
_ —71(e+it) €2 e €
Sy = /0 e /700 e o dn/T dr.

First assume t = 0. By changing the order of integration we get

> % > —€T _n 4T 1
(4.20) Sy = [meny[) e e % /rdre )m dn
4.21 R R P N I
(4.21) —6\7_006()66*776 m%
where the second line is obtained by putting 7/ = er. Then we use
o0 2
/ e Te T dr = g(h}\ + e,
0
which is proved by an argument similar to one in [16], and
o ginx 0
= dr== eIl
| e da = Sl e,
which is proved by doing a contour integral. We get to
[T Vel gn(atr) L
0
- _c iny (7 ) n(V2et(z+r+2))
_63/2Uooe Vaenti)e 1
T T P e I —
0 1+e 4
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Then we write
1 Pl
el 11 1= 1+ e—4nl”
The term corresponding to the term 1 will be called Sy, , the remaining term
FEy.

For Sy, : By a change of variables and the Identity Theorem, we get
S,
c 1 1

T an \/i(iy+\/ﬂ+(9€+r—2)+4)2+(iy+\/ﬂ+(:v+r—2)+4)
1 1
e e R e ]

[(4(2€))%/% + 16(2€) + 16(V2€) + 4(z — r)? + 16D + 4y? — i(8y(z +1))]
€32 [(@ — )2 + % +4D — i(2y(x + 1))

= C 5

where

D—\/ﬂ—(x—kr—Q)%{ % %fx+r—220 }5\/2
Ve fz+r—2<0
Then we have

1L [EP 24y’ + fy(e+ )]

T e @ =242+ D+l + )P

Here we used the fact that D2, (z — r)? < ce. We postpone the discussion of
the error E; for now.

Next allow |t] > 0. Now in place of €, we have € 4+ it. To get from (4.20)
to (4.21), we will now need a change of contour. We then proceed along the
same lines as above, with an additional use of the Identity theorem. We arrive

at
P Y ol QY] (et 1] ] ) o AR
M (e +it)3/2 J_ €2n 4 e=2m -
As above, we write

—4
R S e - R e LA
e2n + e—2n e—4nl 41 e—4nl + 1
Taking care with the complex € + it, we arrive at
1/2
(Re((e + it)3/2) + Re((e + it)/2) + D + Do + ¢?)° + (Ima)ﬂ

(e 18D%2 [((x — )2 + 42 + D+ De)? + (1my)?]

|SM1| ~

as claimed.
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The error E;. Using
’e—\/2(6+it)\n\en(w+r)e—2|n|‘ <1,
we can easily show that

(4‘22) ‘E1| = ‘

"\/ (e +it) -l-l‘

If |e 4 it| > 2, this is bounded by a constant. If |e + it| < 2, integration by
parts shows that in addition to (4.22), we have

|E

+ t3/2

c
= ’(e+it)3/2‘y2'

This finishes the proof of the lemma. O

4.4. Proof of Lemma 4.2.

4.4.1. t dominant. We assume z,7 > 1/2,s0 e = (x—1)2+(r—1)2. In this
subsection we assume [t| > c|lz +r —2|?. Then we show that |S| < ¢175 + |E|.
In fact, we show even more:

(4.23) S| < 1 +E.

1
((z—r)>+1t)?
We will be able to get our result for any positive ¢, though the constant c;
above depends on ¢. Since |z + 1 — 2|2 < ¢, this result is true if ¢ > ce.

Proof. We again use Lemma 2.1. We also use the easily shown fact that

( >12+\ \ & 1
T e ") (Meo + Eo)dr| < ¢ ( + 1) :
/o /_oo (CEDEENE

So we need only look at

e’} %) —n? (z+r—2) i
677(6+it)/ ez N Fr=2) ety v dr
— 00

1 e~ 41
(z—r)2+]t|
0o (z—m)2 | . > 0o 2 iny
—T| s Fit (n—7(z+r—2)) e
= lim e < : e~ 27 —d ot
6—0 1 s e 4 41 an( )
(@—m)2+]t|

where x(7) is a Schwartz cutoff function which is 1 for 7 < 1 and 0 for 7 > 2.
Now we will integrate by parts:

oo (;1;*7')2 . ) [oe] 2 ny
-7 &5 4t _=reir—2)? e
e ( : e 2 ———— dn\/TX(d7) dr
[EEEER] dv

u
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One can show that

lul < erx(07),
dPu

1

Using this and the assumption that |t| > c|z + 7 — 2|2, we integrate by parts
five times to obtain the result. ]

4.4.2. y dominant. Here we assume |y| > +/[t|, V€, and as above, € < ¢|t|
for positive ¢. We then prove |S| < clm. In fact, we prove more:

1
(@ —=r)2 + [ty

|SM| <c

Proof. We again use Lemma 2.1, so we can start with

o (= ) poo ner(atr—2)2 €Y
(4.24) SM:/ e T( 2 Z)/ TG €7 dn\/T dr.
0

e~ 4+ 1

— 00

We could use the above section, but we can get a better result by doing the
following if |y| > /]t|. This explanation will be similar to the one in Section
4.4.1. The only difference is that we will bring down a power of |y| first, and
then do integration by parts in the 7-integral. We look at the inner integral
in (4.24). We will integrate by parts:

00 iny 6—%(n77(z+7‘72))2 g
(€] .
—oo > 1+ e~4n !
v

u

The boundary terms are 0, so we get for y a cutoff as above that Sy, is a
constant times the limit as § goes to 0 of

N2
00 _7_((:;7) +it>
e
0

/‘X’ MY (n-r(atr—2)?
X e 27

-0 Y

2(7777(2?“2)) de—4n

Tt (e )

A quick calculation shows

1 1
(=) 2+t (@—m2Z1e 1 c
/ (dr| < c/ —/rdr
0 0

T yl((@ — )2 )3
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and so we need only do integration by parts for

N2
o0 —r<7(’”’2” +it>
e

S
(I*T)IQHf\ dv
iy (n—r(w4r—2))2 w de—4n
x T = - d oT)dr.
»/—oo Yy ¢ 14+ e4n (1 + e—4n)2 n\/FX( T) T

u

In a manner similar to the above, one can show that

1
|uf < cﬁmx(&),

LAl — 2+ )P (7).

ly|TP

dPu

— | <ec
drP

We then use this as we integrate by parts four times, and the result follows. [
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