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Comment

Franklin M. Fisher

Arthur Dempster’s paper has a good deal to say
about the interpretation of probability models and
causal thinking, much of it uncontroversial. Rather
than discuss such matters in the abstract, however,
let’s consider the example of employment discrimi-
nation that Dempster uses and see what it is that he
is really saying.

This is not hard for me to do, because I have
encountered Dempster’s views on previous occasions.
I was a witness for the plaintiff in two employment
discrimination cases, OFCCP v. Harris Trust and Sav-
ings Bank (Department of Labor Case No. 78-OFCCP-
2) and Cynthia Baran v. The Register Publishing
Company (Civil N. 75-272, U. S. District of Conn.).
In both cases, I testified on matters of econometric
and statistical principle rather than putting forward a
study of my own, and Dempster testified for the
defendant. This paper is largely based on my experi-
ence and testimony in those cases. (I believe—but do
not know for sure—that, just as my own experience
in employment discrimination cases has been as an
expert assisting plaintiffs’ counsel, Dempster’s ex-
perience, to which he refers, has been as an expert
assisting counsel for defendants.)

A particular employer is accused of sex discrimina-
~ tion. (As does Dempster, I take this as a leading

example.) In general, this means that salaries paid to
female employees average less than those paid to male
employees. One possible reason for this discrepancy is
discrimination; another is that male employees are
more productive than female ones.

To examine the question of whether there is a
gender-based wage difference holding productivity
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constant, a statistician estimates the model
(1) Y =Ga + XB + e,

where (letting i denote values for a particular
employee), Y; denotes salary, G; is 0 for female and 1
for male employees, X; is a vector of observed
employee characteristics (education, experience, age,
etc.), and the e; are assumed to be random variables
(usually taken to be independent N (0, o?), although
this will play no role in the present paper). «, 8 and o
are parameters to be estimated, and it will aid discus-
sion to assume that the sample size is sufficiently large
to enable us to take such parameters as known with
certainty. A positive value of « is taken to be evidence
of discrimination against females.

What is wrong with such a procedure? Dempster
points out several possibilities. In the first place, he
suggests interpreting the stochastic element involved
by assuming that the nondiscriminatory employer is
computing

(2 Y* = E(Y*™|G, X*),

where X¥* is a vector of employee characteristics
known to the employer (but possibly not to the ana-
lyst), Y** denotes “true” employee productivity and
Y? denotes employee productivity as estimated by
the employer in (2). Both Y}* and Y} are assumed
measured in monetary units to be comparable to
wages, Y;. Discrimination is to be interpreted as pay-
ing males more than Y}, i.e.,

(3) Y =Ga’ + Y*,

with o’ > 0.

This is not the only form that discrimination can
take. Depending on the state of the outside labor
market, discrimination is more likely to consist of
paying females less than the employer truly thinks
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162 A. P. DEMPSTER

they are worth than of paying them what their esti-
mated productivity indicates and paying males more.
To alter Dempster’s treatment in this regard, however,
would make no essential difference to either his or my
discussion.

In any event, if (2) is assumed to take a linear form,
it becomes

@ Y™ = Ga” + X*B* + e,

so that wages are determined in terms of characteris-
tics observable to the employer by

(5) Y = Ga* + X*B* + e**,

and discrimination against females means a* > a”.
(The fact that Dempster allows a” to be positive is an
issue I discuss later. Until further notice, assume it to
be zero.)

Now, (5) looks very much like (1). Indeed, if the
statistician and the employer had the same informa-
tion, X*, they would be the same. They differ because
the employer is assumed to have some information
not available to the statistician. Hence, it is possible
that estimation of (1) will lead to a positive « and
therefore to a finding of discrimination even where no
discrimination is present.

We come now (not for the last time) to the question
of what arguments are to be taken seriously. Every
employer accused of sex discrimination will certainly
argue that he (given the example it is unlikely to be
“she”) can judge productivity better than the statisti-
cian can and that a regression based on the informa-
tion that he, the employer, actually uses would show
no discrimination.

Such an argument may, indeed, be true. But if this
is all the employer says, if he proffers no description
of the inside information he possesses and offers no
positive evidence as to its use, then acceptance of that
argument is tantamount to finding for the employer
in all cases. For this has nothing intrinsically to do
with statistics. Against any evidence of sex discrimi-

nation short of a “smoking gun” memo, the employer -

can always reply: “It only looks like discrimination,
but if you only had my secret (and unrevealable)
information on productivity you would see that it is
not.”

It is for this reason that a finding of sex discrimi-
nation based on (1) is sometimes taken as establishing
a prima facie case. The defendant ought to be required
to put forward an affirmative showing that such a
finding is wrong rather than permitted to rebut it on
the basis of undisclosed productivity information.

There are two forms that such an affirmative show-
ing can take. The strongest is a regression analysis
using the employer’s full information, X*. Indeed, one
might argue that if such information really plays a

systematic and important role in wage decisions, then
the employer can be expected to have retained or be
able to reconstruct it so that it can be used. On this
view, the very absence of such information makes the
employer’s argument suspect.

On the other hand, such a view may be too stringent.
Wage decisions are not in fact made using regressions;
further, data may be impressionistic and not retained.
Hence, while one may be suspicious of an employer
who makes the secret information argument without
being able to produce the information, there may be
something more to be said.

A less stringent standard is to permit the employer
to argue that (1) yields a biased estimate of o* based
on a specific description of the information he claims
to use and the way in which the lack of that infor-
mation operates if (1) is used. This is at least an
intellectually respectable argument (and one which
Dempster uses). Even so, because such arguments
tend to have testable implications, I would tend to
treat them skeptically if the employer produces no
empirical justification. Employment discrimination
cases can involve a great deal of money—enough to
justify at least sampling the employees to recover the
information involved.

Put this aside, however, and consider directly the
argument that unincluded information can produce a
positive « in (1) when a* is in fact zero. When will
this happen?

For simplicity, suppose first that X and X* are both
single variables (suppressing any constant term in (4)
and (5)), and that the information problem consists
of the fact that X is a noisy measure of X*. That is,

(6 X=X*+v,

where v is uncorrelated with the “true” variable, X*,
and also uncorrelated with G. For example, if X is the
score on a particular aptitude test, X may be influ-
enced not only by the employee’s true aptitude (some-
how observable to the employer through other means)
but also by the state of health of the employee on the
day the test was taken.

This is a classic errors-in-variables problem. We
know that if X is used instead of X* in (5), its
estimated coefficient (assumed positive) will be biased
toward zero. Because the very fact that (1) was esti-
mated rather than relying on the raw comparison of
male and female wages means that male employees
are likely to have scored higher than female ones in
terms of the variable used as X, G is likely to be
positively correlated with X. This will produce an
estimate of o* that is biased upward. In common sense
terms, the use of X rather than X* will underestimate
the true effects of X* on wages. This, in turn, will lead
to too small a correction of the male-female wage
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differential for productivity differences and hence to
an overestimation of the effects of gender. (The matter
is less simple if there is more than one variable in X
or X*, but there will be some tendency in this direction
in any case.)

For my purposes, the errors in variables explanation
of the source of the problem is slightly inconvenient.
An equivalent way of proceeding is to substitute (6)
into (5), obtaining

(7) Y = Ga* + XB* + (e** — vB*).

With 8* > 0 and (—vB*) part of the error term, X is
negatively correlated with the error, leading to a down-
ward bias in its estimated coefficient (and an upward
bias in that of G, as before).

Harry Roberts first proposed “reverse regression”
to deal with this problem. Dempster is incorrect when
he states, “The original motivation for ... reverse
regression, as well as for the contrasting terms reverse
and direct, comes from contrasting definitions of ‘fair-
ness’ - - -.” The use of reverse regression in that regard
was a later development, apparently partly suggested
by Dempster himself. (See Roberts (1979, 1980), Fer-
ber and Green (1984, page 111) and especially, Conway
and Roberts (1983, page 85). I discuss the “fairness”
concepts below.)

Reverse regression deals with the errors in variables
problem in the following way. Suppose that (7) is
solved for X, obtaining

X =Y(@1/8%) + G(—a*/B%)
+ {e**(=1/8*) + v}.

If this is estimated by regression, the presence of v
causes no difficulty because, by assumption, it is
uncorrelated with G and Y. This suggests the estima-
tion of (8)—reverse regression—rather than (7) to
obtain an estimate of a*.

Of course, once it is written out in this way, one of
the problems with reverse regression becomes obvious.
Although the presence of v in the disturbance term in
(8) creates no difficulty, the presence of e** certainly
does. Assuming that the firm used (4) and (5) to set
‘'wages, Y is certainly positively correlated with e**
and hence negatively correlated with the disturbance
term in (8). This means that estimating (8) by regres-
sion will lead to an estimate of (1/8*) that is biased
downward and hence to an implied estimate of 38*
itself that is biased upward. Hence, reverse regression
will overstate the effects of X* on productivity, leading
(by the same reasoning as before) to an underestimate
of a*, the all important coefficient of G in (5).

Note that this means that a finding that reverse
regression leads to a lower estimate of o* than does
direct regression (or even a finding that reverse regres-

(8

sion shows no sex discrimination whereas direct
regression does) does not imply that the errors in
variables problem is a serious one for direct regression.

I shall return to the serious problem for reverse
regression caused by the presence of e** in the dis-
turbance term of (8). For the present, however, put it
to one side, for there are other problems to consider.

The first of these is technical. Once we drop the
assumption that X and X* are single variables, the
analysis becomes more complex. For one thing, it is
no longer guaranteed that the errors-in-variables
problem will lead direct regression to an estimate of
a* that is biased upward (although this seems a likely
outcome). More important, it is far from clear what
reverse regression is to mean. The natural composite
is X*B*, but the lack of a consistent estimate of 3*
(let alone information on X*) is what causes the
problem in the first place.

There is a more fundamental problem than this,
however. Whether or not X and X* are single vari-
ables, the assumption that leads to the errors-in-
variables analysis is unlikely to be satisfied. In terms
of (6), this is the assumption that v, the difference
between X and X*, is correlated with X, but not with
X*. As soon as we leave the example of aptitude test
scores, that assumption stops being plausible. In
practice, the employee characteristics available to
the statistician are generally such things as years of
education, age, experience and so forth. Although it is
certainly possible that the employer observes other
attributes that contribute to productivity, this is likely
to mean that

9) X*=XH+ W,

where H is a matrix of parameters and W is orthogonal
to X, not to X*. In other words, the assumption that
the employer has more information than the statisti-
cian is likely to mean just that. The problem is not
that such variables as education, age and experience
are noisy substitutes for some “true” productivity

_ measure that the employer observes, but rather that

such variables do not tell the whole story, so that
“true” productivity has other components as well. One
need only think of examples in which the employer
claims to observe on the job work effort or “attitude”
to see the point.

But if (9) holds, then, substituting in (5), we obtain

(10) Y = Ga* + X(HB*) + (e** + WB*),

and this is in the same form as (1) with the presence
of W3* in the error term causing no difficulty, because
it is uncorrelated with X. In this case (which I strongly
believe to be the likely one), direct regression leads to
a consistent estimate of o*, whereas reverse regression
certainly does not. Indeed (under the same conditions
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as before), reverse regression is likely to lead to an
estimate of o* that is biased downward, both because
of the presence of e** on the righthand side of (8) as
before and because of a similar effect from the fact
that W3* will now also appear in the error term of
that equation.

In passing, note that, as (9) implies, further infor-
mation possessed by the employer will be relevant only
to the extent that it is orthogonal to X. For example,
if the employer claims to observe on the job perform-
ance or “attitude,” and years of education are included
in X, merely knowing that men and women score
differently on the employer’s measure does not inval-
idate the use of (1). Because education may affect such
scores, the employer’s information only adds some-
thing if male-female score differentials persist when
education effects are held constant. Even then, as just
shown, estimation of (1) remains consistent.

Reverse regression, then, is unlikely to be an attrac-
tive way to deal with omitted variables in the present
context. Its proponents, however (including Demp-
ster), have put forth another justification for its use.
This is the possibility that the firm engages in what
Conway and Roberts (1984, page 128) call “Hiring 2,”
choosing wage (and other job characteristics) first and
then hiring the job applicant with the highest quali-
fications. Such a procedure leads directly to reverse
regression as a test for “Fairness 2”—the carrying out
of this procedure in a sex-blind way.

There are several things to be said about this
argument. First, if the firm really does engage in
“Hiring 2,” one of the arguments given above for
the biased nature of reverse regression will certainly
fail. If qualifications are conditioned on wages and not
the other way round, the the appearance of ¢** in (8)
causes no difficulty. Indeed, with “Hiring 2,” a parallel
argument shows that direct regression leads to biased

- results.

This does not rescue reverse regression, however,
for the considerations as to the nature of omitted

variables remain the same whether or not “Hiring 2” .

is involved. To see this, return to the univariate case.
“Hiring 2” means the employer chooses X* by

(11) X*=G\N+ Yu+u,

where u is a random disturbance and A and u are
parameters. When the statistician uses X in place of
X*, then (taking H = 1 in (9) for simplicity)

(12) X=G\+ Yu + (u—W).

But W will certainly be negatively correlated with Y,
and, as before, this will lead to underestimating the
extent of discrimination.

Returning to the multivariate case, this shows that
reverse regression (as Dempster recognizes) will not
be an adequate test for “Fairness 2,” unless X*g*

rather than X is used. This, however, brings us back
to the question of what forms of argument should be
acceptable. To justify reverse regression (and, indeed,
to combat the results of direct regression), the
employer must be able to specify X*. Further, for
present purposes, he must specify 8*. Even if he does
that, however, one ought not to accept reverse regres-
sion as the appropriate method without a credible
showing by the employer that he practices “Hiring
2”—choosing qualifications given wages—rather than
“Hiring 1”—paying wages given qualifications. If
“Hiring 2” really is used, such a showing ought not to
be burdensome. Large firms tend to have written
personnel policies. Even small ones can give examples
of their job advertising and anecdotal testimony from
personnel officers. Lacking such a showing, one ought
to suspect that reverse regression—as its intellectual
history suggests—is just an answer looking for a good
question.

This is related to the final question I shall discuss,
that of what Dempster calls “judgmental discrimina-
tion.” Put aside all issues of statistical method, says
Dempster. Suppose that “a presumed honest attempt
to assess productivity” involves a positive a” in (3).
Then even knowledge of o* in (5) will not suffice as a
test for sex discrimination, because a positive a* may
simply reflect a positive a”.

To accept this argument is to accept anything as a
defense and always find for the defendant. A positive
o” means that the employer conditions wages on
gender, given all the other information that he has. It
means that women are seen to be less productive, not
because they differ from men in education or meas-
urable skills, or even because they want different hours
or conditions of travel for child-rearing considera-
tions. Any of those propositions could be tested
because neither women nor men are all alike in such
dimensions. (For example, some men are single par-
ents and some women are not married.) Of course it
is possible that the employer “knows” that women and
men differ for nontestable reasons, but (as in all cases
of untestable private information) that ought not to
be an acceptable form of argument.

Let me put this in plain English. Acceptance of
“judgmental discrimination” as a legitimate defense
has nothing to do with statistics. It means allowing
the employer to defend by saying: “Of course I'm not
prejudiced against women (blacks). It’s just that—for
reasons I can’t explain—they can’t do a (white) man’s
job.” Experts ought to think hard before lending them-
selves to positions like this.
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Comment

Arthur S. Goldberger

I am grateful to Arthur Dempster for pointing out
an error in my article, but perturbed by his campaign
against econometricians. On balance, my perturbation
exceeds my gratitude.

A bit of background. The most popular approach to
the assessment of gender discrimination has been to
run the direct regression

y=b'x + az,

where y = salary, X = vector of measured covariates
and z = gender (coded 1 for men, 0 for women). In
this approach, the coefficient “a” (typically positive)
is taken to be the measure of discriminatory behavior
on the part of the employer. An obvious objection is
that relevant covariates have been omitted: x may not
capture all the productivity-related characteristics
available to the employer. When those covariates are
correlated with gender, there is a presumption that
their omission biases the direct regression estimate.

Some critics of direct regression had gone on to
suggest that the bias would be eliminated by using
reverse regression, in particular by running the com-
posite covariate ¢ = b’x upon y and z,

g =cy + dz,

and taking —d/c as the measure of discriminatory
behavior. The rationale for this was rather vague,
some mention of errors in variables being made.

To an econometrician, it seemed inappropriate to
discuss estimation bias until the parameter of interest
had been defined and imbedded in a coherent model.
I first sought a model that would support direct regres-
sion, and yet allow for omitted variables in the stat-
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isticians’s regression. I found it in Model A:

y=p+ az
(A1) P=XxX'f+w,
X =uz + u,
(A2) Ew|x,2) =0, E(u|z)=0.

The parameter of interest is a. I wrote that p is the
“latent variable which is best interpreted as the
employer’s assessment of productivity” and that w is
“a gender-free disturbance. That disturbance repre-
sents the additional information available to the
employer but not to the statistician.”

In this model, I deduced that

(A3) E(y|x,2) =x'8 + az,

so that “direct regression gives an unbiased assess-
ment of discrimination (a = «) despite the fact that
the measured variables do not exhaust the information
used by the employer in assessing productivity.”
The key to the conclusion is the assumption that
E(w| x, z) = 0—the omitted variables are uncorrelated
with gender after controlling for the measured vari-
ables. That is precisely why I introduced it.

Next I sought a model that would support reverse
regression. Drawing on suggestions made by propo-
nents of reverse regression, I found it in Model B:

y=p+ az

(B1) X=7p+e¢
p=upz+u,

(B2) E(e|p,2) =0, E(ulz) =0.

I wrote that here “each observed qualification [ele-
ment of x] is merely an indicator of the employer’s
assessment [p] subject to a gender-free disturbance.”
The parameter of interest is again o.



