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ON BERRY-ESSEEN RATES FOR JACKKNIFE ESTIMATORS'

By K. F. CHENG?
The Florida State University

Consider an ordinary estimation problem for an unknown parameter 6.
Let the estimator 6 be the jackknife of a function of a U-statistic. Under
mild assumptions, we demonstrate that sup | P[n"%(8 — 8)/S% < t] — ®(¢) |
= O(n?*#*V) where S}*is a jackknife estimator of the asymptotic variance
of n'/?@x, ®(t) is the standard normal distribution and p is some positive
number.

1. Introduction. In the past there has been extensive research on the technique of
Jackknife. Conclusions on the limit distribution for the jackknife of a function of several
means were rigorously obtained by Miller (1964), and extension to the jackknife of a
function of several U-statistics was carried out by Arvesen (1969). Interesting examples
belonging to this setting include ratios, the ¢-statistic, the Wilcoxon signed-rank test, and
product-moment correlation coefficient. (See Gray and Schucany (1972) or Miller (1974)
for reviews of the literature.) Some invariance principles relating to jackknife estimators
were examined by Sen (1977). These results are useful in sequential analysis. The object
of the present note is to explore the Berry-Esseen rates associated with asymptotic
normality for a large class of jackknife statistics.

We shall be concerned with the jackknife of a function of a U-statistic. Let A(x1, - -,
Xn), Symmetric in its arguments, be a Borel-measurable kernel. Based on the i.i.d. random
variables X;, - - -, X,(n = m), the corresponding U-statistic U, for estimation of £ = Eh(X,
«++,X,), is formed by averaging the kernel 2 symmetrically over the observations. Namely,

-1
(1) U.=UXy, -+, Xp) = (Z) Ecn,m h(Xin ety Xim):

where C,,,, denotes the set of the <;Ll) combinations of m distinct elements {i1, « - -, im}

from {1, 2, --., n}.
Let g(x) be a function defined on R and 8 = g(£) be the parameter of interest. A natural
estimator of 4 based on U, is defined by

én = g( U,).
Thus the associated jackknife estimator 0, is given by
@ 02 =ng(U,) — (n— 1)(n~" T g(Uin)),

where U, = UXi, -+, Xi-1, Xi+1, +++, X») is obtained after elimination of the ith
observation. A related representation of 6;} follows from the martingale structure of U-
statistics. For any n = 1, denote by X, the order statistics (X1, « - -, Xnn). Let % = 0 (X,
Xn+1, Xns2, + -} be the o-field generated by X(» and X;, i =n + 1. If E| k| < o, then the
sequence {U,, % }.=n forms a reverse martingale (see Berk (1966)). Hence, following Sen
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(1977), and utilizing Taylor expansion of the function g to the second order, (2) can be

represented as
) 0x =g + &' O, -8 + %g"(U,) (U - §*
+(n— DE{%g"(U.)(Upns — Un)?| £},  as.

if the function g has a second derivative, where U, lies between ¢ and U, and U, lies
between U,—; and U,. This representation for the jackknife estimator will be used in the
sequel.
2. Main theorem. Let
hi(x1, «o o, x:) = ER(x1, « -+, %i, Xiv1, +++, Xm)
and
§1=E(hl2_£2)’ i=0)11"°)m'

Then the asymptotic variance of n'/20} is m*¢:[g’(£)]? which can be consistently estimated
by S¥2=(n—1) Yx: [g(Us1) — n7' Y21 g(Us-1)]%. Our main theorem deals with the rate
of convergence in the central limit theorem for n'/2(6} — g(£))/S*. Let ® be the standard
normal distribution.

Tueorem. Let m = 2. If ER?(X:, X;) < w, ER®(Xy, Xs)h®(Xs, Xs) < o, E | h(X,
Xo)*% | <, §1>0,8'(8) #0, and g” is bounded, then
sup.| pIn (0 — 8§)/ST <] - ®(@)| = O(a)  asn—c,

where a, = n"?"*V_ In particular, if h(X,, Xz) has finite moments of all orders, then a.
= n"V2* for any arbitrary small e > 0.

Proor. For the case of g'(§) > 0, we define S = (n — 1) ¥ (Ui — U,)? and
decompose g’(£)S.(S})™" into

&' (9)Sn(S¥)™ =1 — V,/25% + O((V,/S3)?)
except on a set with probability O(n~'/%), where V,, is a quantity such that
P((V,/82)?>n""?In"'n) = O(n™"?).
Accordingly, utilizing a result by Callaert and Veraverbeke (1980) we have

P(I (Un _é)/Sn . (Vn/Sg)zl >n—l/2) SP(' (Un _ g)/snl >lnn)
+ P(|Vo/S%|2>n""?In"'n) = O(n™?),

and hence following (3),
sup; | P(n'?(0% — g(£))/Sk = t) — @(?) |
< sup; | P(n**(U, — §)/S. < t) — ®(¢) |
+ P(|n"*(Un — §)/Sn + (Va/287) | > b,) + O(bs) + P(|1:/S% | > ¢a) + O(cn),

where b, and c, are any two sequences of positive constants and 7, = n 12(9% — g(¢) — (Us
— 9g'(9). Take b, = n™?%*V(In n)%¥/%*V ¢, = n™/*P*Y and appeal to a theorem by

Callaert and Veraverbeke (1980) we obtain

sup| P(n'(0% — g(8)/Sx = t) — ®(t)| = O(n™"?)
+ O(n~p/(2p+l)(ln n)2p/(2p+l)) + O(n—p/2(p+l)) = O(n—p/2(p+l)).

The argument for the case of g’(¢) < 0 is similar. 0
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REMARK. The condition on g” can be reduced to merely that g” is bounded in a
neighborhood of £
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