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MAXIMUM LIKELIHOOD ESTIMATES FOR A BIVARIATE
NORMAL DISTRIBUTION
WITH MISSING DATA!

By Ram C. DaHIYA AND RAMESH M. KORWAR
0Old Dominion University and University of Massachusetts

The maximum likelihood estimators (m.l.e.) are obtained for the parame-
ters of a bivariate normal distribution with equal variances when some of the
observations are missing on one of the variables. The likelihood equation for
estimating p, the correlation coefficient, may have multiple roots but a result
proved here provides a unique root which is the m.le. of p. The problem of
estimating the difference § of the two means is also considered and it is shown
that the m.l.e. of 8 is unbiased.

1. Introduction. Recently, several authors have investigated the problem of
estimation and testing the difference of the means in the case of incomplete
samples from bivariate normal distributions. Maximum likelihood estimators
(m.le.) for the means and covariance matrix were given by Anderson (1957) for the
general case. Mehta and Gurland (1969a) consider the problem of testing the
equality of the two means in the special case when the two variances are the same.
Morrison (1972, 1973), and Lin and Stivers (1975) have also considered this special
case and have provided different test statistics. Maximum likelihood estimation of
the correlation coefficient, p, however, becomes complicated in this special case
and all these studies have utilized simple and intuitive estimators of p, based only
on the complete pairs of observations in their test statistic. The problem of
estimating the difference of two means has been further investigated by Mehta and
Gurland (1969b), Morrison (1971), Lin (1971), and Mehta and Swamy (1973). Here
we obtain maximum likelihood estimators of all the parameters in this special case
of equal variances. Obtaining an m.l.e. for p involves solving a cubic equation, but
we prove that there is a unique real root of this equation which always provides the
m.l.e., and this makes it easy to obtain this root numerically. The asymptotic
covariance matrix of the m.l.e.’s is also obtained and it is proved that the m.l.e. for
the difference of the two means is an unbiased estimator.

2. The maximum likelihood estimates. Let us consider the incomplete bivariate
sample
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from a bivariate normal distribution with mean vector (g, u,), and a covariance
matrix with common variance o2 and correlation coefficient p. It may be noted that
(x5 y), i=1,-++,n, are paired observations. The likelihood function can be
written as

(2.1) L(py pp 0, p) = (2ma?) "N/ (1 — p2) =2

a1 O - "'1)2 _ 1
242 20%(1—p

XeXP(— ) Sy — me—o(x — f"l)}z)°

It can be shown that the m.l.e.’s are given by the solution of the following four
equations:

(2:2) fp = X* = fp=y —p(x —x*),
(23) p=S,/[N&*— (S - 8D)]
S2+ 82 —-2pS
62=(S*2—s,2+ b2 '2) (N + n),
‘ (1-5) /
where

x*=3\x/N, =Zix/n y=32ly/n Sf=Zi(x- %)
(24)

83 =3y - )7)2, St =32V(x - E*)z’ and S, = Zi(x; — X)(»; — 7).
The two equations in (2.3), however, need to be solved numerically and there may
be multiple roots. This makes the problem of obtaining the m.l.e.’s very com-
plicated. On eliminating 6% from the two equations in (2.3), we get a cubic equation
in p given by:

(2.5) f(®) = n(SP* — SP)p* — (N — n)Spp°

+[N(S2+ S3) — n(St* - SP)]p— (N + n)S;,=0.
This equation may have three real roots and the likelihood function will have to be
evaluated at all three in order to determine the m.le. for p. This makes the
computations of the m.l.e. very cumbersome. In the following theorem, we prove

that among the roots of (2.5) there is exactly one root that is of the same sign as
S, This unique root is the m.l.e. p of p.

THEOREM 1. The cubic equation (2.5) has exactly one root in [—1, 1] having the
same sign as S,,. This real root is the unique m.l.e. p of p.

ProOOF. In order to prove the first part of the theorem, we find the m.Le.’s of u,,
K, and o for a fixed p and evaluate the likelihood function at these estimators,
which is given by

(2.6) h(p) = L(jiy, By, 6, p)
= 4(1 = )"/ ((1 = p))(S32 = SP) + SE+ §7— 208,,) """,
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where A is a constant which does not involve p. If S;, > 0, we have

h(p) > h(—p), p>0,
which implies that the maximum of A(p) would occur at a positive p. A similar
result is true for S;, < 0. Hence the m.l.e. of p will be of the same sign as S|,.
Now we consider the cubic equation (2.5) and prove that it has at least one root

in [—1, 1] which is of the same sign as S,,. Evaluating f(p) at p = — 1,0, 1, we
have
2.7) f(=1) = —N(SE+ S} +25,) <0,

f(0) = — (N + n)Sy,,
f(1) = N(SE + 57 — 2S,,) > 0.

If S;; > 0, then it is clear from (2.7) that there are an odd number of real roots of
f() = 0 lying in [0, 1]. A similar result is true for S,, < 0.

Finally, in order to prove that there is a unique real root in [— 1, 1] which is of
the same sign as S,,, we consider two different cases.

Case . N(SZ+ SP) — n(S¥? - SH) > 0.
For S|, > 0, we observe from the change of signs of the coefficients in f(—p)

that, by Descartes’ rule, there is no negative root of f(p) = 0. Furthermore, from
(2.5), it follows that

(2.8) (B1 + By + £3)/ (B1203) = (N — n)/ (N + n) < |,

where p,, p,, p; are the three roots of f(p) = 0. Since there is no negative root, (2.8)
rules out the possibility of more than one real root in [0, 1]. Hence there is a unique
real root in [0, 1] for S,, > 0. Similarly, it can be shown that there is a unique real
root in [—1, 0] for §,, < 0.

Case II. N(S? + SP) — n(S?— SH <.

If S, >0, it follows from the change of signs of coefficients in f(p) and by
Descartes’ rule that there is at most one positive root of f(p) = 0. Since we have
already shown that there is at least one root which is of the same sign as S,,, it
follows that there is a unique root of f(p) = 0 in the interval [0, 1]. A similar
argument holds for S|, < 0. [J

It may be pointed out that Theorem 1 simplifies the computation of the m.l.e. of
p considerably because one does not have to worry about multiple roots of the
cubic equation and the likelihood does not have to be evaluated for choosing the
proper m.l.e. We have tried solving the cubic by the Newton-Raphson method with
u=28,,/(St + S3) as the starting value and have found that this numerical
procedure converges after three or four iterations for most of the examples
considered. Once p is obtained, the m.Le.’s of u, and 62 can be easily computed
from the expressions (2.2) and (2.3).

Let 0 = (;, 1y, p, 02 and 6 be the m.l.e. of . It is straightforward to obtain the
information matrix /(#) and thus derive the asymptotic covariance matrix of 6,
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given by
A Ap 0 0
2 1= =Xp*> O 0
2.9 1I7'(9) ==
(29) @==10 0 2 ay|’
0 0 a, ay
where

A=n/N, a,=(1-p%°/De? a,=a, =2pho*1 - p?)/D,
ay = We*(1 - 2p* - p*)/D,
and where
D=1-20%1 +A) = p*(1 = 2)).

It is obvious from (2.9) that ji, and ji, are asymptotically independent of p and

6%

3. Estimation of difference of means. The problem of estimating § = u; — p,
has been investigated by Mehta and Gurland (1969b): an estimator, Z(u), of § is
proposed which is given by

3.1 Z(u) = x* — y +u(x —x*),

where

(32) u=2S,/(St+ S?).

Lin (1971) considers two other estimators Z(v) and Z(w), where
(3.3) v=S,/Ss and w=S§,/S%

It may be pointed out that u, v, and w are estimators of p. Furthermore, Z(v) is the
m.l.e. of § in the general case when the variances of the two populations are not
assumed to be the same.

In the special case of equal variances, the m.l.e. of § is given by:

(3.4 §=x*— 5 +p(x —x%).

Since all the investigations, loc. cit., regarding the tests for § = 0 assume equal
variances of the two populations, it would be of interest to utilize 8 as the test
statistic. Morrison (1973) has obtained a test statistic, for testing § = 0, on
replacing p by u in the likelihood ratio test statistic derived for a fixed p. Since u
makes use of only complete pairs, the estimator p of p could be utilized instead in
this test statistic.

Now we prove that 8 is an unbiased estimator of 8. It may be pointed out that x*
is not distributed independent of p and hence the direct conditional expectation of
8 for a given p will not work here in proving this result.

THEOREM 2. The estimator 8 is unbiased for §.
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PROOF. We have
E(8) = E(%*) — E(y) + Ep(X —%*)
=8 + Ep(X — x*),
and we prove below that
Ep(x —x*) = 0.
Now (X*, X, y) is independent of (S2, S7, S,,, S¥*?), where
=30 %/(N—n), St?=30(x - f**)z-

Also note that
SP2 = S2+ St*2 + n(x —%*) + (N — n)(x** — x*)°

and

(¥ — x*)?

(ft* _ ft)z

(N = n)’(x —%**)*/N?,
n(X — x**)*/ N2,

Thus
E[p(X —5*)] = (N = n)/N)E[p(Z —5**)]
= (N = )/ N)E[ E{p(X ~%**)|S, 5}, Sip, ST%2, (% — %)} ]

= (¥ = )/ N)E[BE{(% = *)|(% — %)} ],
where we made use of the fact that
(i) p is a function of SZ, S2, S, S¥*?, and (¥ — X**),
(ii) X — x** is independent of (S7, S7, S}, SF¥*?).
Hence
N-n
N

where Z is a normal random variable with mean zero. But E(Z||Z|) = 0. Hence
the result. [)

Ep(X —x*) = E[pE(Z||Z))],
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